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Abstract

There are many word aspects a language learner can learn about a word to
deepen their word knowledge, but all word aspects cannot be learned simul-
taneously. Thus language learners need multiple encounters with a word so
unknown word aspects can be added to their word knowledge or to strengthen
the knowledge of previously learned word aspects. Combining vocabulary ac-
quisition with immersive virtual reality (IVR) creates the possibility to present
language learners with such multiple encounters of second language words, as
the virtual environment (VE) in IVR can be quickly changed to recycle words.
When recycling words in IVR it is possible to repeat target word objects in the
same context (i.e. learned context), but it is also possible to change the con-
text for each learning session (i.e. new context). To look at learning words in
either a new or learned context in IVR we build a dynamic IVR system called
Wics where participants learned 32 Japanese words in three learning sessions
with small breaks in between. In the second and third learning environment
all 32 target words presented in the first learning environment were recycled in
either a new context, in which the visual representation of objects and the VE
was changed, or a learned context, where the VE of the first learning environ-
ment was repeated and only the placement of target word objects was changed.
Participants were tested in IVR on a posttest and one week later on a delayed
posttest, which were both provided in a new context. Scores were calculated
for both tests as performance by looking at correct and almost correct answers
and providing them with points, and correcting for target words known prior
before participating. The performance scores for the first posttest was com-
pared for both new and learned participant groups, and the word retention for
each participant was calculated by dividing the delayed posttest score with the
posttest score. Participants were allowed to decide when they were satisfied
with learning, so learning duration was also taken into account. There was no
significant difference for performance on the posttest between conditions, nor
on retention. There was also no 95% significant difference for total time dura-
tion spent in learning environments but there was a 90% significant difference
seen where participants in the learned context condition learned longer. For
as far as we are aware, Wics is the first IVR system to provide learners with
multiple learning sessions where words are recycled, where learners have control
over their own learning by being able to activate indicators for missed words,
and where the posttests are also inside IVR.
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CALL - computer-assisted language learning

EFL - English as a foreign language

ESL - English as a second language

IVR - immersed virtual reality
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1 Introduction

Between the time of the Renaissance and just forty year ago, a great impor-
tance was placed on specifically grammar in language learning, but slowly from
that time on an awareness arose more and more that vocabulary might be im-
portant too [1], [2]. This awareness only increased further and the notion that
vocabulary is important and worthy of study seems well-established around 2010
[3]. Now researchers are involved in many different ways in the complex and
multi-dimensional nature of vocabulary acquisition (VA) research [4], [5].

What can be learned about a word is more than just the meaning that is con-
nected to it. A word has its own pronunciation and a specific text representation,
but to know which other words can also be used as a synonym or in what context
you can expect to meet a word is also knowledge which belongs to a word. Such
knowledge pieces about a word are called word aspects, and the word aspects
that contribute to the word knowledge of a word were put into an eighteen word
aspect framework by Nation [3]. Following Nation, if more word aspects are un-
derstood then the depth of word knowledge increases. Not all word aspects can
be learned at once, so multiple encounters with a word are necessary to add to
a learners’ word knowledge. Therefore, learners should be repeatedly exposed
to a word, which is called word recycling, to provide an opportunity to have
multiple encounters. If words are recycled in the same context, called a learned
contezt, then the previous knowledge of those word aspects is strengthened. A
context is here everything that surrounds a word when it is encountered. To
also add to existing word knowledge, words must also to be recycled in a new
context, so previously unknown word aspects can also be learned.

An emerging focus within language learning is the combination of language
learning with immersive virtual reality (IVR), so immersive virtual reality-
assisted language learning (IVRALL). IVR is a technology which provides a
person with a full 360-degrees experience by wearing either a head-mounted
display (HMD) or by standing inside an encompassing area that can project
images called a cave automatic virtual environment (CAVE). We make in this
research a clear distinction between non-immersive virtual reality (VR) and
IVR, where VR does not provide a virtual environment (VE) that encompasses
the user completely, but where the VE is seen on a screen like a monitor, tablet
or smartphone. IVRALL is a term introduced in this research to make a clear
distinction between studies with a focus on VA and IVR (i.e. HMDs and CAVE)
and studies with a focus on VA and VR (e.g. screen-based) for which the existing
term virtual reality-assisted language learning (VRALL) is used.

Users in IVR describe a feeling of spatial immersion or being there, making it
a technology that can trick the brain into thinking that it is inside a virtual
environment instead of being in its actual real life location [6]. Vocabulary
acquisition research with a focus on IVR (IVRALL+VA) focuses on how learning



words is affected when participants are placed in such a VE in IVR. When an
object is perceived as being close to a person, then the object is stored in memory
as a simulation which holds multiple modalities of sensory information[7]. For
example how an object feels, how it looks and how your body would feel when
interacting with it. Learning words in IVR connects second language (L2) words
directly to such a simulation and can create a stronger connection to the learned
L2 word which can help with word retrieval.

The most common approach that is seen in IVRALL+VA research is an exploration-
based approach where the VE is explored to learn words. In the learning phase
many objects are placed around the VE. By coming close or interacting with
an object a second language (L.2) word aspect can be learned. This L2 word as-
pect can be either the textual form, pronunciation or both. Some IVRALL+VA
studies also have, next to an IVR condition, a non-IVR and more traditional
condition to compare results. For example, by providing the first language (L1)
word on paper and expecting the written L2 word in return. Both non-IVR par-
ticipants as IVR participants can provide throughout different studies either a
better score for the posttest when compared to the other condition, but research
that also looked at retention found that IVR conditions often have almost no or
little retention loss, while non-IVR, conditions scores drop rapidly over time [3],
[9]. Combining IVR with vocabulary acquisition has therefore the possibility to
be beneficial for retaining learned words.

IVR has different characteristics that create possible opportunities for an L2
learner, like creating a feeling of interacting with an object inside the VE or
conversing with an NPC to counter learner anxiety [10]. IVR is also able to
quickly bring variations into a VE or to change the whole VE. However, all found
IVRALL+VA research work per condition with one VE for each participant,
which means that participants are all placed in a new context, but not more
than once. Building on the earlier mentioned necessity for word encounters
and recycling for adding to the depth of word knowledge, we investigate in this
research if a learner would benefit from either repeating the same context again
as a learned context, or from continuing on to a new context. To understand the
effect learned and new contexts could have on specifically IVRALL while both
contexts provide the exact same word aspects, the following research question
is formulated:

What are the effects of recycling words in IVR in learned or new
contexts for retrieving words when encountered in a new context?

The context is here defined as the virtual environment and the visual represen-
tation of words as objects.

To allow the recycling of words in IVR in new and learned contexts, and its
evaluation in a new context, an experiment was set up for which a system was



built called Wics, which is derived from words in contexts system. For the ex-
periment, participants go through three learning environments in IVR where
they recycle 32 words in each environment, followed by a test environment in
IVR with a posttest, and a week later a test environment in IVR with a delayed
post to measure retention. For the learned context condition, users encountered
the same uninhabited island VE as learning environment, where all target word
object visualisations were also the same. For the new context condition, users
encountered for each learning environment a different VE, namely an uninhab-
ited island VE, a bedroom with garden VE and an apartment VE, and different
word object visualisations. The posttest and delayed posttest VEs provided
always a new context in both conditions, with a theatre VE for the posttest
and a barn with a bar VE for the delayed posttest. Scores were calculated for
both tests as performance by looking at correct and almost correct answers and
providing them with points, and correcting for target words known prior before
participating. The performance scores for the first posttest was compared for
both new and learned participant groups, and the word retention for each par-
ticipant was calculated by dividing the delayed posttest score with the posttest
score.

This research is structured as followed. In Chapter 2 we look specifically at VA
in language learning and its history and theory, while taking a closer look at how
IVR can provide a contribution to VA. In Chapter 3 we look at the origins of
IVRALL, which lies in computer-assisted language learning (CALL) and where
VEs where first used as environments in which language learning takes place. We
also discuss commercial VRALL and IVRALL games for VA. In Chapter 4 we
discuss contemporary IVRALL+VA studies and their approach for presenting
words and their evaluations. We conclude the chapter with observing that
words are presented per condition once in a VE in contemporary IVRALL+VA
studies, but as learners need multiple encounters with a word, propose to look
at the effects of recycling words in new and learned contexts. In Chapter 5
we present an experiment plan to study the effects recycling words in a new or
learned context for retrieving words in a new context. In Chapter 6 we discuss
the requirements for a system to perform the experiment and detail design
choices and implementations. In Chapter 7 the method is discussed for doing
the experiment and in Chapter 8 the results are stated. In Chapter 9 the results
and the limitations are discussed, followed by suggestions for future work and a
conclusion.
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2 Background

The field of VA focusses on the processes that are involved in learning lexical
items, so not only single words but also words that are often found together (i.e.
formulaic language), where researchers look at how, when and what is learned
and at how a mental lexicion is constructed and employed [4]. ITVR places a
user inside a virtual constructed world that can activate parts in the brain
that are consistent with brain activity in real reality [11]. Understanding the
concepts behind VA and behind IVR makes it possible to discern the possible
benefits and options for combining the topics of VA and IVR. For example, one
encouraged option in vocabulary acquisition and language learning in general
is total immersion, where the learner places themselves in the L2 culture. IVR
cannot attain total immersion, but can provide spatial immersion in a simulated
environment [12], which opens up possibilities for language learners to utilize.
The theory behind both VA and IVR is also relevant for the requirements and
design choices that are discussed in Chapter 6.

2.1 Vocabulary acquisition

The field of VA was before 1980 of a small scale and largely neglected, as gram-
mar was considered the important and difficult aspect of language learning,
which made it not surprising that there were no clear theories regarding the
workings of VA at that time [1]. However, a few researchers saw VA as a neces-
sity for good language acquisition and advocated for studying VA as a separate
and serious field to gain an understanding of the workings of VA [1], [2], [13],
[14]. This call found a resonance in other researchers and the field of VA is
now well-established with a central role in language learning [4] with its own
well-established concepts as word knowledge, mental lexicon and recycling.

2.1.1 History

The earliest record of human curiosity about learning another language dates
back to around 1600 BCE during the ancient Mediterranean world and a word
list from that period which compares Sumerian and Akkadian morphological
facts [15]. An interest in language was further seen in the philosophical scholar-
ship of the ancient Greece with the introduction of a descriptive metalanguage
of which the developed concepts were later exploited by the Romans. However,
the Romans also looked at a more practical approach to language learning with
a focus on educational goals, as the Romans had substantial direct experience
with (foreign) language learning. It is speculated that the Romans also placed
great emphasis on vocabulary [16], as rhetoric was held in high esteem. In the
medieval period the focus of language learning, where most students studied
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Latin, shifted more strongly to grammar, a trend that continued during the Re-
naissance. Although several persons and different movements tried to establish
the importance of vocabulary acquisition during those times and later on, the
emphasis in language learning remained strongly on grammar and vocabulary
was not addressed in a principled way.

Levenston [2] suggested in 1979 that the neglect regarding vocabulary acqui-
sition could almost be called discrimination, as research frequently used the
term language while only grammar was meant. Meara [1] followed this observa-
tion of Levenston by stating in 1980 that there are no clear theories regarding
vocabulary acquisition and that the level of research activity is fairly low, small-
scale and largely neglected by, for that period, recent developments in research.
Meara found this negligence especially remarkable because vocabulary was iden-
tified by learners as their greatest single source of problems in their later learning
stage. It was not that there was no focus at all on vocabulary, in contrary, Meara
identified two major areas of research into the field, namely (i) vocabulary con-
trol and selection, where it is attempted to justify the selection of vocabulary
items on the basis of frequency counts, and (ii) mnemonic techniques, where 1.2
words are connected to keywords, for example phonetically similar L1 words,
to help with learning. However, Meara’s critique regarding the focus of (i) is
that the work concentrates more on the management of learning, than on the
actual learning process, because the work focuses on deciding what should be
taught, and not on how such words are actually learned. He also concluded
how the work is based on a whole set of assumptions of which the validity has
never been called into question. The identified problem by Meara for (ii) is
the treatment of vocabulary items as a simple problem that can be helped with
only pairing words with their translation equivalents, which ignores the already
existing knowledge that learning vocabulary is more than a simple word pair-
ing, as semantic relationships are built up in complex patterns when learning a
language, and languages rarely map their lexical items onto each other. Meara
proposes to first look at the larger body of experimental work that focuses on
the mental dictionaries of bilingual speakers, due to the deficiency on the topic
for language learners, but also identifies topics as a starting point for future
research into vocabulary acquisition.

Meara and Levenston were not the only researchers who started to identify the
need to study the processes of vocabulary acquisition around that time (e.g. [13],
[14]), and slowly the interest in vocabulary increased, with Laufer [17] noting in
1989 that vocabulary could no longer be seen as a victim of discrimination, as
research questions addressing vocabulary acquisition were growing in numbers
while also addressing different aspects of vocabulary learning. However, it was
not until publishment of the book Teaching and Learning Vocabulary in 1990
by Nation [18], and the introduction of a principled and systematic approach
to vocabulary instruction, that the interest in vocabulary started to gain real
momentum [4].
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The emphasis in language learning was for a long time only placed on grammar
[19], but with the emergence of more research into how vocabulary acquisition
works, a new line of thought emerged around 2000 that grammar and vocabu-
lary are not two separate entities, but that they are fundamentally linked [16].
Awareness was raised that learning another language could not be successfully
acquired without addressing both areas explicitly. Folse [19] also argues that
vocabulary might be even more important than grammar when conversing in
another language, as a lack of grammar knowledge might hinder a conversation,
but not knowing the words can also stop a conversation.

The notion that vocabulary is important for language learning and is worthy
of detailed examination seems well-established around 2010, with vocabulary
learning being called an essential part of mastering a second language [20], be-
ing just as important as the acquisition of grammar [21], and being called the
building blocks upon which language learning largely depends [22]. Nation also
calculated in 2013 that 30% of all research from 1900 until 2012 on language
learning has appeared between 2001 and 2012, and notices how there is now an
international community of vocabulary researchers and how research on vocab-
ulary is clearly alive and well.

Vocabulary acquisition has now in contemporary research a central role in lan-
guage learning [4] and its complex and multi-dimensional nature are a topic
with which many researchers are involved [5].

2.1.2 Theory

L2 learners need many words to communicate successfully in everyday informal
situations, but also to read texts like newspapers or novels [1]. There is not
enough research to determine exactly how many words are necessary for each
activity, but most studies find that for successful conversations somewhere be-
tween 95% and 98% of the vocabulary in a conversation should be known, and
that around 98% of the words in a text must be understood for full comprehen-
sion of the text. For English this would result for communication in needing to
know somewhere between 2,000 and 3,000 word families, where one word family
consists of all forms that share one core meaning, to cover 95% and between
6,000 and 7,000 to cover 98%. For reading it would be as high as 8,000 or 9,000
word families to provide 98% coverage [20].

L2 learners can learn words explicitly or implicitly, where explicit learning is a
more conscious operation where the learner focuses on specific words to study,
while implicit learning happens naturally and without conscious operations [23].
Study results regarding how many written encounters a learner should have
with a word before it is learned implicitly vary widely, but most numbers are
located somewhere between five and sixteen exposures [22], although repetition
is not the only factor to take into account, as similarity to words in L1 and

13



TABLE I
FRAMEWORK OF THE ASPECTS INVOLVED IN KNOWING A WORD [3], WHERE
R = RECEPTIVE KNOWLEDGE AND P = PRODUCTIVE KNOWLEDGE

spoken What does the word sound like?
How is the word pronounced?
Form written What does the word look like?
How is the word written and spelled?
What parts are recognisable in this word?
word parts

What word parts are needed to express the meaning?
What meaning does this word form signal?

What word form can be used to express this meaning?
What is included in the concept?

What items can the concept refer to?

What other words does this make us think of?

What other words could we use instead of this one?

In what patterns does the word occur?

In what patterns must we use this word?

‘What words or types of words occur with this one?

‘What words or types of words must we use with this one?
‘Where, when, and how often would we expect to meet this word?
Where, when, and how often can we use this word?

form and meaning
concepts and referents
associations
grammatical functions
collocations

constraints on use

jael=slavii-vlav-cMavii-viiac ] -clavil-v sl ~ciavil-v iae =]

the meaningfulness of the context also affects learning [24]. Extensive reading
can lead with implicit learning to many high-frequency words being taught, but
since many incidental encounters are necessary it is more difficult to also learn
low-frequency words through implicit learning [4]. It is therefore necessary that
the L2 learner also learns vocabulary explicitly.

As with implicit learning, it is also important for explicit learning that a learner
has multiple encounters with a target word. Initially so the L2 learner can
establish the form-meaning link, which enables the learner to see the written
form or hear the spoken form of a word and to know the meaning that ac-
companies that form [20]. However, the form-meaning link is only the starting
point of the knowledge a learner can have about a word. Other knowledge is for
example how a word is pronounced, knowing the opposite word or equivalent
words, knowing which words typically accompany a word, understanding how
the meaning changes in different contexts, etc. This word knowledge that ac-
companies a word was put in a framework of eighteen aspects by Nation [3], as
can be seen in Table I, where for each aspect it is also specified if it helps with
the receptive knowledge of a word (i.e. reading and listening) or the productive
knowledge (i.e. speaking and writing). Multiple encounters are also necessary
to gain more word knowledge aspects and to deepen the understanding of a
word. This deepening of word knowledge by understanding many aspects of
a word is called depth of word knowledge, while a limited understanding of a
word, for example by only knowing the form-meaning link, only pertains to the
breadth of word knowledge.

The order in which each word knowledge aspect is acquired is not a fixed process
and is different for each word and each learner, making vocabulary acquisition a
dynamic process. VA is also incremental in nature, because it is necessary that
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learners have multiple encounters with a word, as it is not possible to learn all
word knowledge aspects simultaneously [16]. Therefore it is also important that
words are recycled during explicit learning and that it is possible to have multiple
encounters with a word. This variable process of vocabulary acquisition makes
it difficult to examine the links that exist between words in a mental lexicon
(i.e. the mental dictionary where words are stored connected to each other in
an intricate system), which results in a lack of generally accepted theory on how
the mental lexicon is built and how it functions [4].

2.2 Learning conditions

Words can be encountered in a new context or a learned context [25], where
the former happens when a learner has not seen a word in the same context
before and the latter occurs when the learner has previously encountered and
processed the word in the same context.

Text-based learning in VA is one type of learning that most often revolves around
learning in a learned context since it is based on rote associative memorization
learning. The most basic form of text-based vocabulary learning in explicit
learning is reading the L1 word and the learner tries to produce the L2 word
from memorisation, or vice versa. The first time the learner encounters such a
combination the context can still be considered a new context, but most text-
based learning exercises will repeat this process so the context will become a
learned context for the learner and the learner will eventually be able to provide
the L2 counterpart or the L1 translation. The context in which this takes place
can be considered a learned context because the information around the L2 word
does not change. The context of the L2 word here is, in case of word-to-word
learning, a single written word or formulaic language (i.e. types of vocabulary
which operate as multiword units, where the meaning cannot be derived without
the words being together, e.g. high five) and how it looks written, and the
learner is offered that same context each time the word is provided. It is,
however, possible to make changes to the traditional text-based learning and to
also create a variant that is new context oriented. For example, with picture-
word association, it could be possible to change the picture symbolising the word
each time it presents itself to the learner, which creates for each encounter a
new context for the target word. One of the most common methods for implicit
learning during text-based learning is reading a book and guessing the unknown
words that are encountered.

A counterpart to text-based learning is situated learning, where words are pro-
vided in the context in which they can be applied or encountered, so during
real-life situations or social interactions [26]. During explicit learning these con-
texts are created specifically for L2 learning, for example, by trying to present
real-life-like situations. Examples are showing a video of someone assisting an-
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TABLE II

OVERVIEW
implicit learning explicit learning
text-based | reading/listening to non-education specific material | rote association memory exercises
learning common context: new common context: learned
situated total immersion (e.g. visiting the L2 country) fabricated contexts for L2 practice
learning common context: new common context: new

other person and then encoding that scene with the corresponding 1.2 word to
assist [25] or trying to create an authentic context environment for the learner
to participate in, like showing drama scenes and asking the learner to participate
by showing how they wished a character would act [27]. Situated learning goes
often together with learning in a new context, as most authentic-like contexts
offered are used once and then followed with a new context. This especially
occurs with situated learning while being in the country where the L2 language
is spoken (i.e. total immersion) and the learning is implicit, as most situations
will be unpredictable and new. However, as with text-based learning, situated
learning can happen in both contexts, for example, if the same video from [25]
would be shown not once but multiple times to encode the word to assist then
the word would also be learned in a learned context. An overview of one example
implementation for each learning combination and the more common context
it is used in, so in either a used context or a learned context, can be found in
Table II.

Note that no combination is named the best and that no suggestions are made
to choose for successful L2 learning a certain method, learning type or context
over another or in a specific combination. Different encounters are necessary
to learn different aspects of a word to acquire more word knowledge depth, so
L2 learners are encouraged to have multiple encounters in a variety of ways,
and each combination of learning can provide such a variety. Recommendations
should also fit within the learning strategy of a teacher or within the personal
goals of an L2 learner, providing a second reason that naming a strategy the
best is undesirable. The focus in this thesis lies on explicit situated learning
in both new and learned contexts, but it is desirable to emphasize that all
learning combinations can be valuable for language learning. However, before
fully focusing on explicit situated learning it is also worthwhile to look at implicit
situated learning which explicit situated learning tries to emulate.

2.2.1 Research regarding new and learned contexts

Jeong et al. [25] also performed a study regarding new and learned contexts,
where they looked at situation-based learning using new contexts, and text-
based learning using learned contexts. Their situation-based learning condition
consisted of 5 second videos that visualised the target word in action and their
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text-based learning condition consisted of a video of a person holding up a piece
of paper with the target word for 5 seconds. Each target word had multiple
situation-based videos where the actor and location of the videos changed, cre-
ating a new context for the target word each time it was encountered by a
participant, while the context did not change for the text-based target words.
All participants tested their knowledge in a post-test by doing both a text-
based learning test and a situation-based learning test with a video that they
had not yet encountered. The text-based participants performed exceedingly
well when doing the text-based test, where they saw their learned context, but
performed badly when they had to recall the word through a new context in
the situation-based test. The situation-based learners did relatively well in both
learned and new contexts. The abundance of contexts associated with the tar-
get words might help with comprehending the word when encountering it in a
new situation.

2.2.2 Total immersion

The most complete implementation of implicit situated learning is total im-
mersion, where the learner travels or moves abroad to be situated in the L2
culture, walk the local streets and to interact with the people living there [28].
Total immersion is often seen by teachers as the highlight of students’ careers
where acquired knowledge becomes immediately relevant and connected to lived
experience [29]. Likewise, the hopes and expectations of L2 students often re-
volve around the envisioned necessity to speak L2 during total immersion in its
natural context which should force the L2 learner to adapt and become fluent
[28]. In these hopes and expectations the assumption lies that the L2 learner
will take full advantage of the offerings of the L2 culture to gain an immedi-
ate and beneficial effect on their language proficiency, but also to gain a deep
L2 cultural understanding. However, students returning from total immersion
programs were less accepting of these assumptions, as their experience taught
them that the actual total immersion experience can be very different from the
beforehand fantasized experience, and researchers are now not only emphasizing
the favourable learning outcomes of total immersion, but are also studying the
nature of the immersion context itself and possible impediments to L2 learning.

Two primary impediments to utilizing the opportunities of total immersion are
(i) motivation and (ii) social personal risk. Motivation is seen as extremely
important for L2 learning and directly influences how often students interact
with their L2 language [30]. Students with high motivation in total immersion
make an effort to go out and explore the environment, interact with native
speakers and are actively trying to incorporate new words or phrases that they
encountered into their own L2 speech [31]. In contrast, unmotivated students
are insufficiently involved which hinders them in developing the potential of
their L2 skills [30]. Additionally, learning is also obstructed if L2 learners feel
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a social personal risk, which can occur when an L2 learner believes there is a
contrast between their actual self and how the L2 learner thinks their self is
seen by native speakers, resulting in not only feeling misunderstood linguisti-
cally but also personally [32]. This perceived contrast can arise when the L2
learner believes that they cannot express their true thoughts or sense of humour
sufficiently, combined with the idea that as a result native speakers think the
L2 learner is childish or stupid. Such social personal risks can result in a low
self-esteem or anxiety which can hinder L2 use and subsequent L2 learning.

Mendelson [28] therefore recommends to inform L2 learners about the chal-
lenging nature of total immersion before leaving, to offer guidance and support
throughout the actual experience, and to put the experience into perspective at
the close of the venture. Savage and Hughes [31] conducted a study where L2
learners were able to make use of the possibilities created by total immersion.
The results of the study showed a statistically significant improvement in lis-
tening and reading from tests before and after the total immersion experience
of the learners. However, it was also found difficult to maintain their initial
language proficiency gain once they returned home.

Total immersion can give an L2 learner a language proficiency gain due to (i) the
implicit learning aspect and (ii) the situated environment in which it takes place.
Total immersion is implicit because interactions and encounters happen natu-
rally without a preconceived educational setup. This unpredictability makes it
impossible for the L2 learner to prepare for what they will hear and wish to
say, resulting in new word encounters and situations that differ strongly from
the classroom environment. Wilkinson [33] did note that L2 learners staying
with a host family tended to still employ classroom norms while being out-
side the classroom environment, so Wilkinson recommends a focus by teachers
on behaviour that is often ignored during classroom sessions, like using non-
interrogative topic initiators, to enable students to express themselves during
total immersion more like they would have in their L1.

2.2.3 Situated environment

Embodied cognition theory revolves around the notion that there is a close re-
lationship between the sensorimotor system and cognitive processes, and that

words and concepts have multimodal representations in the brain [34], [35]. The
multimodal representations are acquired with objects that are close to a per-
son, and are processed in multiple modalities of sensory information [7]. For

example, a permanent marker has a perceptual component (e.g. how a it can
look, how a person using it looks), a somato-sensory component (i.e. how the
different materials feel), and a motor component (i.e. what a body does with
it), but also a smell and sound component and more [34]. All these different
components, when encountered through an object close to a person, contribute
to the multimodal representation of a word or concept in the brain. These mul-
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timodal representations are stored in memory and when later there is a need
for that knowledge, for example when reading a text, then the brain reacti-
vates these multimodal representations by simulating how it represented the
perception, action, and introspection of that word when it was encountered in
real life [35]. Such a reenactment in the brain of previous perceptual, motor,
and introspective states is called a simulation or semantic representation, and
simulations appear central to the representation of meaning. Simulations are
already in place for L1 words, but there is an added value for language learners
to also have simulations directly connected to L2 words. Text-based learning
often first creates a link between L1 and L2, but situated learning can be helpful
here to create a direct link between an L2 word and a simulation [36], to help
with word retrieval. However, a situated learning variant such as total immer-
sion, where real objects are close by for creating multimodal representations, is
often not a feasible option for L2 learners. IVR can provide, as a digitalised
environment, an alternative for learning in total immersion, but also has its own
unique properties that can have an added benefit for language learning.

2.3 IVR

An IVR environment can create a feeling of spatial immersion [12], which occurs
when the brain is tricked into believing that what it sees is actually present [37].
This activates the visual and motor channels of the brain which also allows for
the creation of simulations, making it possible to store words as multimodal
representations when learning them in IVR. Thus VA in IVR can act as a
variation of total immersion where it is possible to train at any time [38] and
by anyone, as people for whom travel is difficult, impossible or unrealistic can
obtain spatial immersion through IVR [39]. As IVR is more suitable for explicit
learning than the implicit learning that goes with total immersion, there are
also possibilities to personalise language training [11].

Motivation is seen as an important necessity for L2 learning [30], where mo-
tivation is seen as a key feature that is supported by IVR [11]. Hastings and
Brunotte [40] also found that their students immersion into IVR made them ex-
cited which increased motivation to engage with their task in IVR, similarly to
Alfadil who noted that students were excited to go back into IVR for language
learning. Another explanation for students staying on task and focused is that
the only visual input in IVR is the learning environment [40], where the learner
is isolated from the real world and its distractions [42]. IVR might also be an
opportunity for people with language anxiety, where people feel anxiety when
they try to practice the L2 language with real persons. Language anxiety has
a negative influence on the motivation for learning and disrupts the commu-
nicative process that leads to L2 development as their is a lower willingness to
communicate in L2 [43]. In IVR learners could be in a safe context without the
perceived social personal risk to lower their anxiety and thus improving their

19



performance [44]. TVR might also aid total immersion, where IVR could pre-
pare L2 learners for the locations they are about to visit and to decrease anxiety
[10]. For example by learning how to find important buildings or to see how a
possible home-stay family’s residence could look like before actually arriving in
a similar environment.

Lan [14] states that there are many potential benefits for language learners from
learning with IVR, but noted that more studies should be conducted to look at
those possibilities and challenges for IVR, when combined with language learn-
ing. Especially now IVR sees an increase in popularity with affordable IVR
equipment as Google Cardboard, where a cell phone can be used to provide the
IVR images, and becomes thus more accessible. They also noted that partici-
pants of IVR studies should be more diverse than they currently are, as most
IVR studies are done with university students, so IVR studies should include
more age ranges, and individual differences and motivation levels should be
taken more into account.

A possible disadvantage of using IVR is the chance of users experiencing symp-
toms of motion sickness, where symptoms can include disorientation, nausea,
eye fatigue and more [45]. Users with no prior experience in IVR report greater
discomfort and have poorer task performance in IVR than users who have re-
peatedly experienced the same IVR content.

2.4 Conclusion

A word consists of more than the meaning that is expressed with it. How it
sounds, what synonyms are of the word, or which words are often grouped
together with it are more examples of what makes up a word. Nation made a
framework with 18 of such identified word aspect. Encountering a word multiple
times helps to strengthen the word aspects that have been previously seen and
to see new word aspects of a word to deepen the word knowledge of that word
further. Therefore it is important that a learner is repeatedly exposed to a
word, which is also called word recycling, and thus have multiple encounters
with words.

Words can be encountered during explicit learning and implicit learning in com-
bination with either text-based learning or situated learning and where the
words are encountered in either a new context or a learned context. If a learner
is purposefully learning specific words or does an exercise that is designed to
teach specific words, then learning is explicit. If a learner has no control over
the specific words that they get in contact with or if there is no learning goal,
then the learning is implicit. Text-based learning often includes rote association
memory exercises, for example when learning with flash cards. Situated learn-
ing takes often place during social interactions or other real-life-like situations.
The distinction between a new and learned context is dependent on if a word
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has been encountered in that specific context before. If this is the first time
that a word is seen in a context, then the context is new, but if it is not, then
the context is learned. Common combinations in VA are explicit text-based
learning in learned contexts and implicit situated learning in new contexts.

Total immersion is often seen as one of the most worthwhile methods for lan-
guage learning due to its richness of interaction possibilities with L2 and the L2
culture and how it allows learners to create multimodal representations. How-
ever, downsides to the method are also mentioned. Learners must be motivated
to learn the language while being on location and need to battle possible hes-
itations caused by a feeling of social personal risk to experience clear benefits.
Furthermore, total immersion can also cost relative more time and money than
other VA strategies. It is also recommended to first mentally prepare before
making the journey, and to try to keep the language proficiency gain up after
returning to avoid losing the gain they achieved during total immersion.

A strongly related method to total immersion is the use of IVR for VA, where
users are spatial immersed which enables them to also create multimodal repre-
sentations for words when learning. Some of the advantages of learning in VA
in IVR are the time needed to make use of IVR, the lack of social personal risk,
fewer distractions to get off task with a headset on, creating motivation to learn
by being considered fun to pertain in, and its increasing availability. IVR might
also help with preparing learners for their total immersion trip or to help with
keeping up the language proficiency gain achieved during such a trip after the
learner has returned.

Researchers into IVR and VA are relatively new and upcoming and are further
discussed in Chapter 4, but the concept of learning words in a virtual environ-
ment started much earlier within the research field of CALL. We discuss CALL
in the next chapter together with existing VR and IVR commercial programs
that focus on VA, to understand the workings of VA in IVR better and for
possible design choices.

21



3 Related work

IVR research on language learning originates from much earlier research on
different and non-immersive technologies, starting with text-based 2D VR and
followed by 3D graphics VR. Building language learning projects is, however,
not only done by academic researchers, and VA games are also commercially
available.

This chapter starts in Section 3.1 with an explanation of why only research and
applications with a VE are included in this thesis, followed in Section 3.2 by
a short history into earlier relevant research fields with a focus on VR. The
commercial side of language learning games in VR is discussed in Section 3.3,
while language learning games in IVR are discussed in Section 3.4. The first
research project that combined IVR with language learning is then discussed in
Section 3.5, and a short conclusion of this chapter follows in Section 3.6.

3.1 Virtual environments

This thesis focuses on spatial immersion, which can be obtained in IVR, and
potential benefits of IVR features for language learning. To be immersed implies
that the immersed person is surrounded by something. During total immersion
a person is surrounded by L2 speaking people and the L2 culture, while during
spatial immersion in IVR a person is surrounded by a virtual environment. Such
a VE is not exclusive to IVR, and this thesis follows the definition provided by
Schroeder [46] for virtual environments and the technology that displays it:

a computer- generated display that allows or compels the user (or
users) to have a sense of being present in an environment other than
the one they are actually in, and to interact with that environment.

So a VE provides a user with a strong sense of being there [17], and it is the VE
in which users are immersed. Because spatial immersion, and therefore VEs,
are a core aspect of this thesis, we exclude in this thesis research, projects and
commercial applications that make no use of a VE or that have no possibil-
ity for interactions. Therefore well-known language learning applications like
Duolingo® are not included, while research where only videos are played in IVR?

2 Duolingo offers lessons via mobile application and their website for different languages.
These lessons resemble a quiz where the user either selects a multiple choice answer, types in
the answer, or uses voice recording to provide the answer. Lessons can focus on pronunciation,
forming phrases by ordering words, matching words to images, or reading sentences. Duolingo
also combines language learning with gamification by rewarding users when they learn a lesson
each day, by working with an experience point system to level up, by using leaderboards, and
by awarding badges for completing specific objectives.

3When playing a video in IVR a 360 degree movie is shown within IVR where the user can

22



[48] is also excluded.

3.2 From CALL to IVRALL

The research field of computer-assisted language learning (CALL) that focuses
on virtual reality (VR) is called virtual reality-assisted language learning (VRALL).
VRALL became slowly more prominent around the early 2000s [19] and has seen
multiple focus shifts these past twenty years from text-based VR to 3D graphics
VR to IVR. To make a clear distinction between VRALL with a focus on non-
immersive VR and VRALL with a focus on immersive VR, the term immersive
virtual reality-assisted language learning (IVRALL) is used in this thesis when
discussing the latter.

3.2.1 Text-based 2D VR

The first virtual environments used for helping students with language learn-
ing were simple text-based 2D virtual environments called MUDs (multi-user
domains/dimensions) or MOOs (MUD, object oriented), which are database
programs that are run on a server. Everything that happens in the virtual en-
vironment is described in texts and obtained with the use of commands [50]. A
MUD or MOO environment consists of multiple rooms which can contain ob-
jects, and players can travel to these rooms and interact with objects and change
their appearance descriptions (e.g. edit a plant description from a small green
plan showing a budding sprout to a small green plant with a newly bloomed red
flower) and talk with each other. There is often also a map of the environment
that is drawn with characters due to its text-based limitations, see Figure 1.
One educational MOO that was created in 1994 and that is still running today,
is schMOOze University,* which focuses on English as a second language (ESL)
and English as a foreign language (EFL).°

Advantages for MOOs in combination with language learning are the feeling
of safety they can provide, and that they can enhance motivation [51], that
they can provide learner autonomy [19], [52], and can enable tandem learning®
[54], which are also advantages that continue to be listed for 3D VR and IVR.
Another MUD-specific advantage, which has now become outdated as an ad-

turn around to watch the video from different degrees but where other types of movements
are not registered. The user also cannot interact with the video.

4http://schmooze.hunter.cuny.edu/

5The (British) term EFL is used when English is taught to a non-native English speaker in
a non-English-speaking country, and the (American) term ESL is used when English is taught
to a non-native English speaker in an English-speaking country.

6 Tandem learning is autonomous learning between two persons, where one person has as
native language the language the other person wants to learn, and vice versa and who practice
talking in both languages with each other [53].
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Figure 1: Map of schMooze University.
Source: https://pages.uoregon.edu/dhealey/ed596/schmooze.html

vantage, is the low bandwidth that it uses’ in comparison to other non-text
based or mixed media forms, which made it more reliable, and the low cost
[51]. These advantages resulted in MOOs being studied for several more years,
even though 3D graphics were becoming rapidly more common, before the focus
shifted strongly to 3D VR environments.

3.2.2 3D graphics VR

A strong focus shift towards 3D graphics VR happened in the late 2000s when
virtual environments became more interactive and the graphic quality became
more visually appealing [56]. Especially online virtual worlds warranted sig-
nificant attention. Sykes et al. [57] name three online virtual worlds as par-
ticularly interesting to language learners: (i) open social spaces, (ii) massively
multiplayer online (MMO) gaming spaces, and (iii) synthetic immersive envi-
ronments (SIEs). The most popular of (i) used in education at the end of the
2000s is Second Life (2003) [47], a virtual world that tries to resemble the real
world and that has no set objective for its players, and is still used in contem-
porary research [58]-[60]. Reasons for its popularity are the possibility to build
complex objects and environments, and its low cost of entry [17]. Research
with open social spaces such as Second Life often focuses specifically on the
social aspect that such a virtual world can provide, and can consist of quest-
like projects where players have to solve a problem together which stimulates
communication and enables learning through discovery learning [61], studying
listening comprehension [62], and doing activities together to enable tandem
learning [63].

"The adjective low is relative. In the early nineties it was not uncommon for universities
to restrict access to ports that were accessed by MUDs or MOOs to prevent them from taking
up too much Internet access [55].
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The MMO that is most often used for studies into (ii) is a massively multiplayer
onlne role-playing game (MMORPG) called World of Warcraft (WoW) (2004)
[64], which is the most popular MMORPG today with an estimated 5 million
active players each month® and is currently available in nine languages.” Sylvén
and Sundqvist [65] argue that games like WoW can accomplish fundamental
L2 components such as immersion, authenticity (i.e. not adapted to cater to
wishes of L2 learners) and motivation. While playing, learners will be setting
self-directed in-game tasks which creates the opportunity for self-learning. Dur-
ing such in-game tasks learners will interact with NPCs and the environment,
resulting in a constant exposure to the L2 language, with many words being
recycled within the game [66]. Next to interacting with NPCs the game also
strongly encourages players to interact with each other by including strong en-
emies that need a party of players to be defeated [67] and by inviting players to
communicate with each other to discuss tactics.

The language learning benefits of MMOs like World of Warcraft and social
worlds as Second Life are sought after the creation of the platforms and games,
which is contrary to synthetic immersive environments, (iii) of the online virtual
worlds mentioned by Sykes et al., which are specifically developed with their
educational purpose in mind [56]. SIEs can therefore integrate the benefits of
online gaming while developers target specific skills and educational objectives
[57].

3.3 Commercial VRALL games

There are many research projects that look at the educational potential of ex-
isting virtual environments or that create SIEs of their own for such purposes,
but there exist also a few commercial games that are developed for the purpose
of language learning in a VR virtual environment. Two of these VR games are
Influent'® and Lingotopia.'!

Influent focuses on vocabulary acquisition and pronunciation. It puts the player
in an apartment with only a few rooms, see Figure 2, where the player can click
on items to learn the accompanying word. There are mini-games, for example
where you have to find a number of words in a specified time, and you fill a
booklet with the words that you have learned. There are 420 words to learn in
total.

In Lingotopia you are placed in a city, see Figure 3, where inhabitants only speak
the language you wish to learn. Some residents teach you the meaning of a word,
which lets you slowly built a vocabulary. Once a word is learned, you can hover

8https://activeplayer.io/world-of-warcraft/

9https://wow.gamepedia.com/Localization
Ohttp://playinfluent.com/
Uhttps://store.steampowered.com/app/860640/Lingotopia/
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Figure 2: Screenshot from Influent.
Source: https://store.steampowered.com/app/274980/Influent/

over it to see its meaning when you read the text of a non-playable character
(NPC). This should enable the player to, in the end, understand everything that
is being said in the city.

3.4 Commercial IVRALL games

There are a few different language learning games also published for IVR, that
focus on different language learning aspects. House of Languages VR is an
IVR game for the Samsung Gear VR and Oculus Go with a focus on vocabulary
acquisition. Players are placed in a VE (e.g. airport, cafe, cinema, zoo, museum)
and a raccoon NPC named Mr. Woo asks players to find specific objects in
the VE. Players can meanwhile look around and hear and read the L2 word for
each target word in the VE. Applications such as Mondly VR, VR Speech,'? and
busuu’s Spanish Learning Game'® focus more on conversing in L2 by placing the
player in a VE in scenarios (e.g. eating in a restaurant, taking a cab) where they
can interact with NPCs. Speech recognition allows the applications to comment
on the player’s pronunciation and to determine the follow-up comments of NPCs.
Open social spaces, like Second Life for VR, now also exist for IVR and are called
virtual reality social networks (VRSNs) [68]. One such VRSN is AltspaceVR'
which is not designed for educational learning, but where individuals do host
events from time to time for people who want to practice their language skills
with each other.

https://waw.vrspeech.app/
Bhttps://www.oculus.com/experiences/go/1644221912279007/
Mhttps://altvr.com/
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Figure 3: Screenshot from Lingotopia.
Source: https://store.steampowered.com/app/860640/Lingotopia/

3.5 An early IVRALL project

Zengo Sayu'® is a project from 1995'° by Rose and Billinghurst [69], and likely
the first to combine language learning with IVR. Its IVR environment is de-
signed to teach Japanese prepositions to students with no prior knowledge of
the language and consists of a Japanese house with furniture and several boxes
and orbs. These shapes have different colours and by touching an object a stu-
dent will hear the name and, if applicable, colour of the object. The relation
between these two objects (e.g. the red boz is next to the blue box)'” is spoken
in Japanese when the student touches two objects. Next, animation sequences
are shown in combination with the accompanying voice command (e.g. a yellow
box that is placed under a black box and the accompanying Japanese voice com-
mand put the yellow box under the black box)'®. After seeing all sequences the
student will hear a command and is expected to manipulate the environment to
follow the command. Lastly, the student will see a stack of blocks which they
must match with blocks of their own, but they can only build by providing voice
commands. They can, however, still point at objects and ask in Japanese what
is that' when they forget words or prepositions.

Rose and Billinghurst were far ahead of their time, as they noticed that there
were no educational IVR applications for foreign language learning and asked

15The project name Zengo Sayu originates from the Japanese word R4 (zengosayuu)
which can be translated as in all directions.

16https://www.youtube . com/watch?v=o0PuOHn4Sjgs

17 Akai hako wa aoi hako no tonari ni arimasu.

18 Kiiroi hako o kuroi hako no shita ni oite kudasai.

19 Are wa nan desu ka.
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for greater research into the efficacy of IVR for language education, where Zengo
Sayu could be the first to address that deficiency. They listed as possible advan-
tages addressing learner’s anxiety, a higher level of immersion and stimulation,
and giving access to both the meaning and the experience to develop an in-
tuitive understanding of abstract concepts. However, for years no one within
CALL continued in that direction and instead, as described earlier, started with
exploring 2D environments which was then followed by researching 3D environ-
ments. The exploration into CALL with IVR (IVRALL), both with and without
a focus on VA, started only recently in the second half of the 2010s, so twenty
years after Zengo Sayu.

3.6 Conclusion

Virtual environments in the early days of CALL emerged as simple 2D text-
based VR VEs before evolving to more complex 3D graphic VR VEs due to
hardware upgrades and being able to create a more immersive VE with more
advanced input options. A similar trend can be seen when comparing 3D graph-
ics to IVR, since IVR is able to create an even more immersive VE with even
more advanced input options. However, this should not diminish the value 3D
graphic VR VEs still have for language learning, as purchasing IVR hardware
can still be considered expensive and has a high chance of causing nausea with
new users. Furthermore, if a learner wants to learn for an extended period of
time, then a 3D graphics VR VE might also be more suitable. Additionally, 2D
text-based VEs might not offer any inspiration for design practices for language
learning with how much everything has changed when comparing it to an IVR
VE, but there is still much overlap between 3D graphics VR characteristics and
IVR. For example, letting a player interact with an item by activating through
a click interaction as occurs in Influent, can still be a viable method for target
word object interaction in an IVR VE, as is also shown when looking at some
of the contemporary IVRALL research projects discussed in the next chapter.
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4 Contemporary IVRALL+VA research

Language learning has many aspects that are necessary for learners to pay at-
tention to and that are interesting for researchers to study. IVRALL research
also focuses on multiple language learning aspects, like listening comprehension
[70], conversational practice [71] or vocabulary acquisition. Because of the fo-
cus of this thesis on specifically the vocabulary acquisition aspect of language
learning, we will only discuss IVRALL research with also a specific focus on the
VA aspect of language learning (IVRALL+VA).

This chapter starts in Section 4.1 with defining which research is included in
our literature search and how research is selected, followed by the rational of
research projects for selecting a specific L2 in Section 4.1.1. The sixteen selected
papers regarding IVRALL+VA can be divided into four categories, where all
research projects placed in the exploration-based category are discussed in Sec-
tion 4.2, followed by all research projects in the conversation-based category in
Section 4.3, one research project in the location-based category in Section 4.4
and all research projects in the movement-based category in Section 4.5. In
Section 4.6 a summary is given on different aspects of the research projects, like
reoccurring phases, retention, condition comparisons, choices regarding target
word objects, different contexts and participants, which are followed by an out-
line for our research design based on the state of the art work discussed in this
chapter.

4.1 Paper selection

We define here IVRALL+VA research as research that makes use of a VE in
IVR and that fulfils at least one of the two following conditions: (i) the research
project presents participants with predetermined target words inside a VE to
study and learn, and (ii) participants are tested and evaluated on words that
they have come across as visual representation, heard pronounced or read as text
during their time in the VE. Target words in condition (i) are predetermined
and emphasised in some manner within the VE to make the participant aware of
them, therefore condition (i) filters for explicit vocabulary learning. For explicit
vocabulary learning it is also possible to adhere to both (i) and (ii). By also
including research that only adheres to (ii) it is possible to also find research
with an implicit vocabulary learning approach. For example a research project
that lets participants play an IVR game that is not a SIE (i.e. a game designed
without any educational purposes in mind) and which evaluates participants on
the N nouns they heard most often during their playthrough.

An unstructured literature review was conducted for finding research that ad-
heres to the IVRALL+VA definition and at least one of its conditions. Searches
with combinations and variations on keywords for immersive virtual technology,
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language learning and vocabulary acquisition were applied in the bibliographic
databases Scopus, ScienceDirect and Google Scholar, which resulted in fifteen
articles of which one is a master thesis (i.e. [72]) and another is the aforemen-
tioned project Zengo Sayu from 1995 by Rose and Billinghurst [69].

A literature review by Palmeira et al. [12] with also a focus on IVR and VA,
although less strict with the particulars for VA and without the requirement of
a VE for the IVR, identified nine papers. Seven of the nine papers had overlap
with our search, of which five (i.e. [8], [73], [74], [9] and [6]) were also included in
our fifteen selected articles and two (i.e. [71] and [75]) had been discarded. The
research project of [71] lets participants use the commercial program Mondly VR
for language learning. This program revolves around conversations between the
user and NPCs and has here no focus on specific target words (i.e. not fulfilling
(1)), and the evaluation of [71] is on engagement and attitude towards language
learning in IVR (i.e. not fulfilling (ii)). In [75] participants prepare and give
an oral presentation in IVR where they are free to choose what they want to
convey (i.e. not fulfilling (i)), and while there is an evaluation on the vocabulary
quality, there is no evaluation on specific words (i.e. not fulfilling (ii)).

Of the remaining two papers of Palmeira et al. (i.e. [38] and [76]) one paper was
added to our selected papers and one was not. XU et al. [76] did not make use
of a VE, but showed instead a video for each target word (i.e. not fulfilling (i)),
and only evaluated on design needs (i.e. not fulfilling (ii)), and was therefore
not added to our research. Repetto, Colombo, and Riva [38], however, both
uses target words in their VE (i.e. fulfilling (i)) and evaluates participants on
them (i.e. fulfilling (ii)), and was therefore included in our research, resulting
in sixteen papers with an IVRALL+VA focus.

Of these sixteen papers none fulfils only condition (ii), meaning that no research
with implicit vocabulary learning was found, and that all found papers work
with explicit vocabulary learning (i.e. fulfilling both (i) and (ii) or only (i)).
All sixteen papers do adhere to condition (i), with thirteen papers also fulfilling
condition (ii). With the exception of Zengo Sayu [69] from 1995, all papers were
published from 2015 onwards, with one paper published in 2015, 2016 and 2017
each, three papers published in 2018 and in 2019 and six papers published in
2020. See Figure 4 for an overview.

4.1.1 Language choice

A total of ten different languages are used among the sixteen projects, with
English being chosen five times, and Japanese and Spanish two times. Chinese,
Czech, Finnish, Irish, Korean, Swedish and an artificial language called Vimmsi
have all been selected once. See Figure 5 for an overview of the frequency of
languages.
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Figure 4: Sixteen selected IVRALL+VA studies ordered by their publication
year.

A few researchers chose a specific language with their target audience or par-
ticipants in mind. Jia and Liu [77] from Words in Kitchen explain why En-
glish is most worthwhile to learn for their Chinese participants, as English is a
compulsary course in China while there is a lack of daily English conversation
possibilities. Collins et al. [10] from IrishSuper* state in their turn that the Irish
language is only spoken by a small part of the population in Ireland, and see
possibilities in IVR, and situated learning to increase participants motivations
to engage with the Irish language.

Other researchers link their language choice to their project design or the impor-
tance of participants being unfamiliar with a language. Repetto et al. [38] from
LimbVerbs* chose the Czech language because it is highly unknown in Italy,
and therefore hopefully also for their Italian participants, while its phonology is
quite comprehensible for Italian speakers, which is helpful since there are only
audio target words in LimbVerbs*. Fuhrman et al. [78] have a similar rationale
as Repetto et al., by stating that Finnish was chosen for ObjectManipulation™®
because Israelis are rarely proficient in or exposed to the language. However,
contrary to Repetto et al., Finnish was also chosen because its phonetic structure
does not resemble that of the languages that are widespread in Israel. Cheng
et al. [73] name no rationale for choosing Japanese for their IVR Crystallize
game. However, in earlier research where Crystallize was still a non-IVR game,
Culbertson et al. [79] stated that Japanese grammar is very different from En-
glish grammar which made it useful for evaluating how the game performed in
facilitating learning of unfamiliar grammatical structures.
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Figure 5: Chosen L2 languages of the sixteen selected research projects.

Legault et al. [6] from ZooKitchen* did not link their language choice explicitly
to how it relates to their participants knowledge, but did state as a requirement
for their participants that they should not have any knowledge of the target
language. Cho [72] from Classroom VR * follows Legault et al., but elaborates on
their participant requirement further by explaining how they want participants
to start from an equal initial condition since their project aims to examine how
a new, and therefore unknown, language can be learned with the use of their
selected technology. Vézquez et al. [9] from Words in Motion did not require
participants to have no knowledge of the target language, but did want to ensure
that their project would be challenging for all participants, so selected Spanish
words that had a low frequency counter according to a frequency list with over
450 million Spanish words. Macedonia et al. [80] from CaveGrasp* removed
both the possibility of participants being familiar with the target words and
with them associating the target language with their first language German, by
using Vimmi, an artificial corpus designed for research purposes. The artificial
words in Vimmi were created according to Italian phonotactic rules, and were
first randomly generated and then manually evaluated and selected [81].

Lastly some researchers chose a language based on location-based possibilities.
Alfadil [41] with House of Languages asked students from a nearby school who
were following an English course as participants, and Monteiro and Ribeiro [32]
from Museum Tour* used students of English from a nearby university and from
a private English course that one of the authors taught.
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4.1.2 Four approaches in IVR for VA

All projects can be roughly divided over four categories: (i) an exploration-based
approach for VA, (ii) a conversation-based approach for VA, (iii) a location-
based approach for VA, and (iv) a movement-based approach for VA, where all
include either a learning phase where target words can be learned in IVR, a quiz
phase where target words can be tested in IVR, or both. All papers are first
discussed along their assigned category, where VirtualCustoms* by Dobrova
et al. [74] is categorized both under (i) and (ii) as their learning phase has an
exploration-based approach and their quiz phase a conversation-based approach,
and ZooKitchen* by Legault et al. [6] is regarded as belonging to (i) and (iv),
as participants can explore freely to learn target words (i.e. exploration-based
approach), while Legault et al. also compare conditions with and without manip-
ulation possibilities (i.e. movement-based approach). Of the remaining fourteen
papers have six an exploration-based approach, three a conversation-based ap-
proach and four a movement-based approach. See Figure 6 for an overview of
the number of papers in each category.

Projects without a predetermined project name have been provided here with
made-up names to improve readability. These made-up names are always in-
dicated with an asterisk symbol at the end (e.g. ZooKitchen*). Zengo Sayu
from Rose and Billinghurst [69] is left out of the discussion due to its detailed
description in Section 3.5, and the design of the commercial program itself in
House of Languages by Alfadil [41], which is discussed in depth in Section 3.4,
is only briefly touched upon.

4.2 Exploration-based approach

The VEs in the exploration-based category are familiar environments like a liv-
ing room [8], [83], kitchen [6], [77], zoo [6], customs point at an airport [74],
classroom [72] and a supermarket [84], in which target words are placed as vi-
sual objects. Most projects in the exploration-based category let participants
explore freely in the VE and employ different strategies to make participants
aware of the target words within. For example, in Ogma [8] there is an excla-
mation mark hovering over each target words, in ProtoQuiz* [33] target objects
are highlighted in blue when facing in their direction, while in the zoo in ZooK-
itchen* [0] there is a gem floating next to target words. Contrary, the kitchen
VE in ZooKitchen* [6] is purposefully not calling attention to target words to
encourage exploration, and is only pointing arrows to missed target words after
some time has passed. In ClassroomVS* [72] participants are least free in their
exploration as they are guided past all target words with arrows placed on the
floor for walking directions, but they were free in studying the target words at
their own pace.
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Figure 6: Division of the sixteen selected research projects for each self-identified
approach of exploration, conversation, movement and location. ZooKitchen™
and VirtualCustoms* are counted for each of their assigned approaches.

4.2.1 VirtualCustoms*: exploration

Dobrova et al. [74] name the learning environment and motivation as most im-
portant learning factors for effective language learning and notice how in Russia
IVR is only used on a few schools and universities. They therefore introduce
VirtualCustoms*, an IVR environment of a customs point at an international
airport that was designed by a group of teachers, to promote using IVR for
learning by providing an example of how IVR technologies can create an ideal
learning environment. Thus an evaluation on VirtualCustoms* is left out and it
is only the idea of VirtualCustoms* that is presented by Dobrova et al. in their

paper.

There are two main VEs in VirtualCustoms*: (i) a VE called the green channel
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where the language learning is conversation-based, which is further discussed in
Section 4.3.4, and (ii) a VE called the red channel, see Figure 7, where language
learning is exploration-based. In the red channel target words of customs equip-
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Figure 7: Image of the red channel in VirtualCustoms* from Dobrova et al. [74].

ment are placed as visual objects in the VE and users can approach an object
to read the text belonging to the target word to learn it.

4.2.2 ProtoQuiz*

Garcia et al. [83] see the possibilities that IVR can provide for language learn-
ing, but find the research into IVRALL lacking. Therefore they present an
interactive IVR experience with ProtoQuiz* of which they detail the design and
development. Garcia et al. also test ProtoQuiz* with a focus group of four
persons aged between 18-24 to study user experience feedback.

The VE of ProtoQuiz* is a living room, see Figure 8, and a voice asks partici-
pants in Spanish, the target language, to find a specific object (e.g. where is the
bed?).?Y This question is also displayed in text at the bottom of the participants
vision. The participant is then expected to select the correct item, where items
that can be selected become blue when hovered over with a gaze pointer, and
the item will become red if the wrong answer is selected. If the answer is correct
then the object name is repeated audibly, ten points are added to the score that
is displayed at the top of their view while no points are subtracted for a wrong
answer, and a prompt appears for the next item until all items are found.

20 ; Dénde estd la cama?
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Figure 8: Living room environment from the project of Garcia et al. [33]. The
red dot on the fridge is a gaze pointer that is controlled with the participant’s
line of vision. Items that can be selected and that are hovered over with the
gaze pointer become blue.

According to the focus group the system was more enjoyable than traditional
language learning methods, but needed a more spacious environment, more
diverse objects, and an improved user interface. Participants also mentioned
feeling nauseous. Garcia et al. plan for their next iteration to change item selec-
tion from using participant’s line of vision to using touch controllers and adding
maybe a friendly speaking avatar to avoid the sensation of a voice coming from
out of nowhere. They also mention that studies are necessary regarding language
retention and vocabulary gain to see how successful it can teach information to
participants.

4.2.3 Words in Kitchen

Jia and Liu [77] also propose an IVR system for vocabulary learning called Words
in Kitchen and conducted a pilot study to identify its usability and enjoyment
factor. Words in Kitchen has a standard approach for the exploration-based
category; it uses a kitchen as VE in which virtual objects of target words are
placed and where participants can interact freely with the objects while explor-
ing the kitchen. However, similar to House of Languages with Mr. Woo, they
added a virtual character named Tony as a learning companion, which can be
seen in Figure 9. In other exploration-based projects the user learns the audio
or text L2 word through a sourceless recording that is played or through a text
field hovering near the visual object. Here the L2 word accompanying the vi-
sual object is provided by the learning companion when approaching an object,
where the learning companion says the word out loud while there is also a text
box near them with the text of what they are saying. The virtual character
could also ask participants to search for a specific object. The virtual charac-
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Figure 9: Image of Tony from Words in Kitchen from Jia and Liu [77].

ter has multiple functions; it guides participants to prevent aimless roaming, it
improves interactivity, the quiz phase can be hidden by making it a request for
help, and it can provide feedback by showing a happy expression when choosing
correctly and a sad expression when choosing incorrectly.

A small pilot study with three children between 8 and 10 years old and two
persons of 24 years old was conducted to test the design of Words in Kitchen.
All participants expected that the system could increase learning interest and
that it was easy to use. One participant mentioned how they also associated
target words with their location in the VE. Participants also thought that the
learning companion made the learning process more lively.

4.2.4 Ogma

Ebert et al. [8] built a system called Ogma which consists of an IVR living
room environment in which participants can move around by using a North
Myo armband?' and pointing their arm in the desired direction. They tested
their system by letting half of their nineteen participants work with Ogma and
by giving the other half a traditional vocabulary acquisition method.

The experiment for the virtual reality group consisted of both a learning phase
and a quiz phase. The living room, see Figure 10, has ten objects marked with
an exclamation mark for the first phase, which indicates a word of interest. The
Swedish word that belongs to such an object is hovering in text above the object
and pronounced when the object is approached and looked at. Participants had

21 A wireless gesture recognition device that is worn on the forearm. The Myo armband can
sense electrical activity in the forearm muscles with a set of electromyographic sensors and has
a gyroscope, an accelerometer and a magnetometer to determine its position. These signals
enable the user to control technology by using hand motions.
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Figure 10: Image of the living room environment from Ogma [8]. Target words
are indicated with an exclamation mark during the first phase.

five minutes to get familiar with the ten words of interest during the experiment.
Next followed the second phase, where all exclamation points were removed and
participants saw a word in text displayed in their field of view and heard it
pronounced. Participants were then expected to walk towards the accompanying
object in the living room and point towards it. The experiment was concluded
after all ten words were identified.

The experiment for the traditional group consisted of receiving a written list
with the same ten Swedish words as the virtual reality group encountered and
their translation to English. All words were also read aloud and the participants
received flashcards to help them. Participants could study the words until they
felt ready for the follow-up test.

Both groups were given as posttest a written list with L1 words after their
experiment and had to write and pronounce the corresponding L2 words. A
week later they made as delayed posttest the same test again. The posttest
was made significantly better by the traditional group, while the score for both
groups was similar for the delayed posttest. However, the retention rate, which
was calculated as a percentage of the correct words from the posttest which were
also correct during the delayed posttest, was significantly higher for the virtual
reality group. Some virtual reality participants also mentioned that they were
able to visualise the living room and the objects in it to help them during the
test.

Participants were also asked to rate their experience on enjoyability and effec-
tiveness, where the virtual reality condition received much higher ratings for
both, even though many participants experienced dizziness from using the Ocu-
lus Rift.
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4.2.5 ZooKitchen*: exploration

Legault et al. [6] created two different IVR environments: a zoo and a kitchen.
The main difference between the two environments is the navigation method,
where teleportation is needed in the zoo while the kitchen can be traversed in
real space, and the level of interaction, where the kitchen has more items to
interact with.

64 participants with an average age of 19.05 first took a cognitive test before the
actual experiment, where they were assessed on inhibitory control??, language
history background, phonological working memory, first language (L1) profi-
ciency, and spatial abilities. All 64 participants were then evenly divided over
four groups, so 16 participants per group, where the first two groups learned
thirty zoo words in IVR and thirty kitchen words in a traditional manner, but
the first group started in IVR and the other group with the traditional method.
The last two groups were similarly divided but learned the kitchen words in
IVR and the zoo words with a traditional method.

The traditional method consisted of an English word presented on a computer
screen where the participant could hear the corresponding Chinese word after
which they could go to the next word. After seeing all thirty words the par-
ticipant continued going through the words until twenty minutes had passed.
Participants in the IVR kitchen environment had to find the target objects
themselves by pointing at an object and then hearing the corresponding Chi-
nese word. After ten minutes, arrows started appearing to indicate any missed
objects to ensure that all thirty words had been heard before twenty minutes
were up.

Target objects in the IVR zoo environment, see Figure 11, were indicated with
a gem next to the object and the accompanying Chinese word could be heard
by pointing towards the object. Participants had again twenty minutes to hear
all thirty words.

After the experiment a post-test took place where participants would hear the
Chinese word and then had to choose the corresponding word from either four
English words in text for the traditional condition or four screenshots of target
words for the IVR condition. Participants were thus only tested on learned con-
texts and not on new contexts, since participants of the IVR condition were not
presented with the written target words while participants of the traditional con-
dition did not see a picture of their target words. Results showed that accuracy
was significantly higher for words learned in the IVR environment. However,

22 An inhibitory control test looks at the degree in which a person can suppress the dominant
behaviour impulse they feel when seeing a stimuli so a more appropriate behaviour can be
selected that helps with completing their goals. For the inhibitory control test in ZooKitchen*,
participants had to indicate in line ups of five arrows on a screen in which direction the third
arrow pointed.
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Figure 11: Images of the zoo environment in IVR and a participant [6]. On the
left the gem to indicate the target word cow is floating above the road. On the
right the gem has turned black to indicate that the participant has successfully
clicked on the target word.

when looking at the results separately for successful versus less successful learn-
ers, it was noted that less successful learners showed a clear benefit of learning
in IVR, while the best learners performed equally well in both conditions.

Legault et al. also looked with ZooKitchen* at the influence of manipulation on
VA, making the project also have a movement-based approach, which is further
discussed in Section 4.5.5.

4.2.6 IrishSuper*

Collins et al. [34] created IrishSuper* after iterating through three case studies
of which all three are discussed in [10] and the last iteration is discussed sep-
arately and in more detail in [84]. The final version of IrishSuper® consists of
a supermarket VE, where the supermarket is filled with visualised objects of
target words. These objects are, contrary to a real supermarket, placed with
generous spacing around them on display, where one object type takes up the
whole shelf. Collins et al. [34] focus with IrishSuper* on vocabulary retention,
and learner’s anxiety and motivation on learning, but place their main focus
on improving the motivation of participants to see themselves as being capa-
ble of becoming Irish speakers in the future. Their participants are ten trainee
Irish primary school teachers aged between 18-40 for whom Irish language com-
petency is a requirement, so who already try to become future Irish language
speakers.

The participant starts the experiment in IVR by approaching an NPC standing
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in front of the supermarket, who tells the participant the four items they need
to retrieve from the shop. The participant can walk through the supermarket
and pick up an object to hear their Irish (i.e. L2) pronunciation and a text
hovers over the object with the Irish text equivalent. Participants can put

Figure 12: Image of IrishSuper* from Collins et al.
[84].

objects in their shopping basket and when they think that they have retrieved
the four requested items, participants can go to a checkout desk to place their
selected items on the counter for evaluation. The NPC shopkeeper will then
shake their head if the participant is still missing items, and will also tell the
participant how many items they still need to find, or the NPC shopkeeper will
give the participant a thumbs up if they collected all items successfully and the
participant will continue on to the next level. There are four levels in total,
where the only difference between levels is the difficulty of the L2 items that
are requested. The learning phase and quiz phase are thus combined together
in a game-like approach, as the participant can explore the supermarket and
choose to learn the text and audio of each word that piques their own interest
(i.e. learning phase), while also trying to find explicit requested target words
(i.e. quiz phase).

Each participant played through IrishSuper* three times, where each session
had a duration of twenty minutes and took place in a time period of five weeks.
There was a pre- and posttest regarding vocabulary, where the posttest was
administered a week after the last session, so retention rate would also play
a role in the results. Collins et al. found a 21% increase on word retention
when comparing the results of the pretest with the posttest and conclude that
the simulated environment increases the L2 vocabulary of participants. Par-
ticipants also filled in a pre- and posttest regarding their anxiety for learning
Irish and their attitude towards learning Irish. The pretest scores indicated a
lack of confidence among participants regarding their ability in Irish, while the
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posttest indicated more confident participants as a result of interacting with
IrishSuper*. The IVR experience allowed participants to self-assess their ability
and motivations through interacting with the Irish language in a naturalised
environment instead of through the usual classroom experience.

4.2.7 House of Languages

Alfadil [41] studied the influence of IVR on VA through the commercial game
House of Languages, which is discussed in more detail in Section 3.4. House of
Languages is a game in which a raccoon NPC named Mr. Woo teaches players
vocabulary in different VEs. Players can select an object by gazing at them,
which reveals the text and pronunciation of the L2 word associated with the
selected object. House of Languages starts with Mr. Woo requesting specific
items which the player must find (i.e. quiz phase), but the player can meanwhile
also learn about the other objects in the room by gazing at them (i.e. learning
phase). This setup allows the player to go through the learning and quiz phase
simultaneously, as was similarly done in IrishSuper® [84]. House of Languages
then concludes with some mini-games and puzzles to test the player further.

The hypothesis of Alfadil was that participants who use IVR, in contrast to
participants using a traditional method, score better on VA. Participants were
64 students from a school where they learned English as L2 and were ages
12-15. Participants in the IVR experimental group used House of Languages
for twelve school days for a duration of 35-45 minutes with sessions of around 8
minutes, while participants in the traditional control group continued with their
usual school learning and made use of books, lectures and worksheets. Results
showed that participants in the experimental group scored significantly higher
on vocabulary acquisition than participants in the control group.

Alfadil also observed participants during the experimental period and noted that
students were clearly excited for participating in House of Languages, which kept
their motivation for learning high. Alfadil also sees further potential for IVR
language learning in the classroom since IVR can provide a personal teacher,
although in the form of an NPC, for each student, enabling each student to
study at their own pace without influencing the overall classroom balance.

4.3 Conversation-based approach

Vocabulary learning can revolve around studying and practicing with individ-
ual objects, as with the projects in the exploration-based category, or around
learning words from conversation or practicing vocabulary by applying them in
conversation. Crystallize and Museum Tour* have such a conversation-based fo-
cus, while VirtualCustoms applies such a focus in their quiz phase, while having
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an exploration-based focus in their learning phase.

4.3.1 MuseumTour*

Monteiro and Ribeiro [82] wanted to explore the potential of IVR for language
learning. Therefore they placed their 25 participants, with a median of 23 years
of age, in MuseumTour* in a museum by using Google Cardboard, where they
followed a tour through a virtual museum where seventeen text target words
were placed in the environment and where each is close to an object that the
target word has a connection with. Most of the chosen target words are difficult
to capture in a visualised object, like bedridden, hardships or strength. After a
participant selected a word a real life teacher, who joined the participants in
IVR, would first provide synonyms to the target words and/or ask questions
directed to the participant regarding the target word, while always speaking in
the target language. Then the teacher would tell a story about the object while
using the target words at least five times in their story.

Figure 13: Image of MuseumTour* [32] depicting the target word self-portrait
and its accompanying object of the first self-portrait of Frida Kahlo.

It was thus intended that vocabulary was explicitly taught through the context
of a story to participants. A pre- and posttest on the seventeen words resulted
in an average gain in learning of 43%, but Monteiro and Ribeiro also asked
participants about their IVR experience, where participants reported feeling
immersed and some mentioned how IVR was able to support their learning
style with realistic images and kinaesthetic aspects.
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4.3.2 Crystallize

Cheng et al. [73] created a 3D video game for learning Japanese called Crystallize
to increase engagement when learning a language [79]. Cheng et al. converted
this 3D version to an IVR demo of Crystallize to explore the impact of IVR on
language learning, and studied if IVR could also teach embodied cultural inter-
action (i.e. bowing in Japanese greetings). The IVR environment of Crystallize
is a Japanese teahouse with NPCs that provide different types of dialogue. The
player can eavesdrop on an NPC group to obtain new words for their inventory,
and can join a conversation to use these words through prompts where they
must choose a word from a multiple choice selection, see Figure 14, or where
they must put words in order to form a sentence.

NELE konnichina SRS

What will you'say

konnichiha
sayounara

stay silent

Figure 14: Image of Crystallize [73] where a participant can choose a response
from a multiple choice selection.

Cheng et al. evaluated the impact on learning by comparing the results of 34
participants who learned in the original 3D Crystallize to 34 participants who
learned in the IVR demo. All 68 participants made a pre-test before the exper-
iment and a post-test after the experiment to determine how many of the eight
target words they knew. The differences between the two scores were used to
measure language acquisition, where on average the non-IVR group learned 5.39
new words and the IVR group learned 4.77 words, although the difference was
not statistically significant. Cheng et al. suspect that the difference is caused
by participants being unfamiliar with the IVR interface which might contribute
to less effective learning. However, projects like Ogma [8] and Words in Motion
[9], which also provided a vocabulary pre- and posttest of target words, found

44



similar results with the IVR group performing worse than the non-IVR group,
but administered a second post-test for recall after some time had passed and
discovered that the retention rate was significantly higher for IVR groups [3],

[9].

4.3.3 Mondly VR

Tai et al. [35] used the commercial IVR program Mondly VR to study the po-
tentials of mobile-rendered HMDs for vocabulary learning by comparing IVR
language learning with walkthrough video language learning. An experimental
participant group of 24 participants could look around in five different VEs and
interacted with NPCs through voice command, while a control participant of 25
participants group watched Mondly VR gameplay through videos on a desktop.
Target words in Mondly VR were either heard and read during conversations
with NPCs, seen as a picture in the speech bubble of an NPC, seen as an ob-
ject in the VE, or encountered as a combination of these options. No emphasis
was placed on target word objects in the VE and it being a target word. All
49 participants, aged 14-15, evaluated their vocabulary acquisition by partak-
ing in a pretest, posttest and an delayed posttest with a delay of one week.
Results showed that both participant groups performed significantly better on
the posttest in comparison to the pretest, with the IVR group also performing
significantly better than the control group. The IVR group also performed sig-
nificantly better on the delayed posttest in comparison to the pretest, where the
retention rate of the IVR group was also significantly better then that of the
video watch group.

4.3.4 VirtualCustoms*: conversation

Dobrova et al. introduce with VirtualCustoms* an IVR experience for language
learning without further evaluations. Their IVR experience consists of two VEs
of which the VE called the red channel is exploratory-based and was discussed
in Section 4.2.1, and the second VE, called the green channel, is conversation-
based. In the green channel, see Figure 15, the user can interact with a customs
officer while the spoken sentences of the customs officer are also displayed in text
in the VE. Through conversation with the customs officer the user can learn the
names of goods and types of luggage. The user can also test their knowledge in
a mode where the customs officer skips some phrases in their dialogue and the
user must then select from a multiple choice option which phrase was left out.
Input is given by the user by selecting a text option in the VE.
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Figure 15: Image of the green channel in VirtualCustoms* from Dobrova et al.
[74].

4.4 Location-based approach

Research projects are seen as having a location-based approach if they have a
focus on how location plays a role in VA. Only one research project falls under
this location-based category, namely ClassroomVS* from Cho.

4.4.1 ClassroomVS*

In their master thesis Cho [72] compares VA in IVR to VA in a desktop equiv-
alent, with a specific focus on the connection between spatial presence and
memory retention. Unlike projects with an exploration-based approach where
participants are free to learn target words in any order during the learning
phase, were participants in Classroom VS* guided inside a classroom VE to see
all target word objects in a specific order. The classroom VE housed twenty
classroom objects as target words, and participants had to follow red arrows
placed on the ground, which can also be seen in Figure 16, to go past all target
word objects. 64 participants participated in total with ages between 18-65.
One half of the participants learned in the IVR VE and the other half learned
in the desktop VE. Participants were allowed to take their time for each object
and were asked to see each object twice by following the arrows a second time
after finishing their first round. Approaching an object would result in the ac-
companying L2 word appearing in text next to the object. Participants in the
desktop VE moved around with a keyboard and mouse while participants in
the IVR VE moved around with an Xbox controller. Participants were tested

46



Figure 16: Image of ClassroomVS* from Cho [72].
The arrows on the ground show the walking route participants must follow.

afterwards not with a vocabulary posttest to test their L2 word knowledge, but
with a layout of the classroom and a list with the L2 target words texts com-
bined with a target word object screenshot image, and participants were asked
to fill in where they had seen the target word in the classroom. Doing so allowed
for testing participants on Memory of Loci, where knowledge is connected to a
pattern that is created from the order and location something is encountered
in [86]. Cho concluded that IVR showed superior results in remembering where
objects were compared to the desktop VR equivalent, but also added that they
were not able to find the exact mechanism for increased memory retention.

4.5 Movement-based approach

Embodied cognition theory revolves around the concept that cognitive processes
are grounded in the body’s interaction with the world, and that learning lan-
guages as a cognitive process also involves the sensorimotor systems and their
sensorimotor representations in the brain [78], [80], as discussed in more detail
in Section 2.2.3. Four projects use embodied cognition theory as the basis for
their IVRALL+VA research, although interestingly enough each project uses
the knowledge of this basis to focus on a different type of movement in IVR.
Repetto et al. [38] from Limb Verbs* study the effect on learning an action target
word while moving a part of the limb that is connected to that action word (e.g.
learning the action word to throw, which needs an arm to be put into action,
and moving the thumb, which is part of the arm, while learning). Macedonia et
al. [80] with CaveGrasp* let participant make a grasp movement around objects
in IVR. Fuhrman et al. [78] from ObjectManipulation™ let participants make a
relevant movement with regards to the target word (e.g. making a movement
of stirring food, while learning the target word spoon). Lastly, Vazquez et al.
[9] from Words in Motion connects the movement of drawing specific symbols to
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target words.

4.5.1 LimbVerbs*

Repetto et al. [38] mention how action words are better recalled if subjects
pantomime the corresponding action during the learning phase, which they call
the enactment effect. Repetto et al. hypothesise that if for learning a verb’s
meaning the motor simulation of the action described by the verb is important,
then a synchronous action that involves the same responder limb of the action
verb should modulate its recall later. They also wondered if, if indeed involved,
motor simulation would be triggered by actual motion or virtual motion. To
test their hypotheses they created a VE that looked like a park and chose fifteen
target words, of which five are hand action verbs (e.g. to peel, to leaf through),
five are foot action verbs (e.g. to kick, to jump) and five abstract verbs (e.g.
to undertake, to forget). They tested with 40 participants aged between 19-49
years and with an average age of 33.17. Twenty participants were for the first
condition instructed to continuously move around in the park and the other
twenty participants were for the base condition told to sit on a bench while
they were only allowed to look around. To move around participants used an
Xbox controller while standing still themselves. The actual hand motion was
therefore the thumb that moved the left analogue stick on the controller, while
the virtual motion was the virtual walking in the park. Repetto et al. found
no differences between the two conditions and conclude in their results that
simulation is apparently not involved in verbal learning, but then nuance it
by mentioning that their project only provides a shared generic motion for all
words, while research that combines each word with a different gesture does
find significant results. However, possible explanations not named by Repetto
et al. might also be that the movement of the thumb on an analogue stick was
too small to have an effect, that the corresponding limb movement mixed with
the uncorresponding limb movement might negate each other, that the avatar
movement through the park, which can more easily cause nausea for people who
are sensitive to the side effects of vection, influenced the results, or if the motor
simulations acquired for L1 are automatically transferred to L2.

4.5.2 CaveGrasp*

Macedonia et al. [30] use for CaveGrasp* one generic movement for their exper-
imental condition; namely grasping. Macedonia et al. explain that neuroimag-
ing studies on words for tools or instruments, so manipulable objects, show a
stronger activity in motor brain areas than words that have a low manipulabil-
ity. Therefore, the more intensive the interaction with an object is the more
it will be grounded. So by actually grasping or manipulating an object the
brain is able to create strong sensorimotor networks that are connected to that
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specific word. Hereupon Macedonia et al. wondered if grasping virtual objects
would lead to better memory performance for L2 words than virtual VA learning
without grasping.

Figure 17: Image of CaveGrasp* from [30] [380] showing participants making a
grasp movement in front of a target word object.

Macedonia et al. set up their research project in the Deep Space 8K, which is
an IVR cave situated in Linz with a wall and a floor of both 16 by 9 meters
which can generate stereoscopic 3D visualizations in 8K. Users wear 3D glasses
to be immersed in the projected virtual environment. Macedonia et al. used
three conditions for their project, where for all conditions participants were
placed through Deep Space 8K at the bottom of the ocean floor. For two
conditions participants saw multiple instances of the same oversized object being
dropped in the ocean, and after a second the objects would reach the ocean floor
and stay there for a little while while participants could read the L2 target
word belonging to the objects and hear how it is pronounced. After some
time the target word would then disappear and the next would follow, until
all target words were seen. For the first condition the participant was also
asked to grab the object, however, since the object is visual and cannot provide
haptic feedback, the participant was essentially asked to position their hands
around the virtual object like they were grasping it, while the second condition
requested no movement. The last condition provided only the text and audio
of a word without a visual representation and without any movement requests.
Participants were tested on their recall and recognition immediately after their
learning session and also 30 days later. Their results showed a statistically
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significant difference for word retrieval when comparing the grasp condition to
the text and audio only condition, and for word recognition when comparing
the grasp condition with the other two conditions. They conclude that learning
L2 words in a VE while grasping their visualisations enhances the memorability
of L2 words as well as their recognition. They also state that IVR allows for
grasping without the use of real objects, making it suitable for embodied learning
of L2. However, when translating this to IVR with an HMD instead of an IVR
cave, the results might be different, if the program is not able to project the
user’s hands into the environment.

4.5.3 ObjectManipulation*

Fuhrman et al. [78] looks with ObjectManipulation® at the concept of manip-
ulating objects during VA. They aim to explore in their project the effect of
meaningful motor information that is acquired in IVR while learning new words.
Interestingly, their VEs are built in a similar manner as how VEs are built for
studies with an exploration-based focus, meaning that they built a room and
dressed it up with various items like a table and a kitchen surface, while also
placing visualisations of target words inside the room.

Figure 18: Image of ObjectManipulation™ from Fuhrman et al. [78].

However, what makes it different from exploration-based projects is that par-
ticipants were not free to explore the room to learn the words, but instead one
object would have a yellow outline around it and arrows on the ground pointing
towards it to indicate that this was the current target word of the participant.
Upon locating the object the participant would hear the pronunciation of the
word and was required to say it aloud followed by walking towards it and then
they would hear the word a second time. From here three different options
could be required from the participant, depending on the current condition: (i)
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the participant had to repeat the word a second time, (ii) the participant had
to repeat the word a second time while performing an unrelated non-interactive
movement (e.g. drawing half a circle in the air), and (iii) the participant had
to repeat the word a second time while performing a meaningful action with
the object while mimicking reality (e.g. stirring food with the visualised target
word for spoon). Participants were tested after each condition with a word-
picture matching test and a week after their session with again a word-picture
matching test and a verbal free recall test. The relevant manipulation condition
always outperformed the non-relevant manipulation condition, where Fuhrman
et al. speculate that the non-relevant manipulation condition required partici-
pants to not only process the word, but to also think about a movement that
was separate of the presented word, possibly creating a higher cognitive load
which can have a negative effect on the learning process. The watch condition
was compared to the manipulation condition only marginally favourable dur-
ing the word-picture test a week later, with it being the other way around for
the first test. Fuhrman et al. [78] hypothesise here that IVR technology might
have enhanced learning for both the watch-only and manipulation condition,
and that both groups performed so high on the posttest that the manipulation
effect might have been erased. This effect might have become again visible for
the delayed posttest where the manipulation condition performed slightly bet-
ter, which might indicate that the motor information that was paired with the
target word might have worked as a more powerful mnemonic.

4.5.4 Words in Motion

Vézquez et al. [9] from Words in Motion do not provide participants with a
dressed up VE, but use an empty room to allow participants to focus on the
connection between their bodily experiences and the target words to enable
kinesthetic learning. 57 participants were placed in one of three conditions.
Twenty participants in condition (i) first saw a symbol being drawn in the air
which they had to redraw with their right hand, see Figure 19. The Span-
ish target word would then appear with the corresponding English translation.
Symbols did not match the target word in any manner. Participants were then
asked to make the movement again after which the words would stay visible for
fifteen seconds before continuing to the next movement. Twenty words were
learned in this manner and each word was encountered twice. Another twenty
non-kinesthetic IVR participants in condition (ii) followed the same setup as
participants in condition (i), but all the movements were made by the program
so the participants only had to watch. The text-only participants in condition
(iii), consisting of 17 participants, saw each word for fifteen seconds on a com-
puter screen where each word appeared twice. A post-test was taken by all
participants where they had to fill in the English translations to the Spanish
target words. A second post-test was repeated a week later. Text-only par-
ticipants did significantly better on their first post-test than IVR participants.
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Figure 19: Images on the left show the animation of the movement in Words in
Motion and the images on the right show the movements of the participant [9)].

However, in the second post-test, text-only and kinesthetic IVR participants
performed almost the same, while non-kinesthetic IVR participants performed
significantly lower. So even though the text-only group was able to remember
more words in the first post-test (M=14.6), many of those words were forgotten
during the second test (M=7.56), while the kinesthetic IVR could recall not
that many words during the first post-test (M=10.8), but of those words they
remembered many during the second post-test (M=7.8), meaning that their
retention rate was significantly higher than the text-only and non-kinesthetic
IVR groups. These results suggest that kinesthetic elements in virtual reality
can positively impact language learning, especially for retention. Vazquez et al.
also noticed that their results showed a strong comparison to the results from
Ebert et al. [8] and their Ogma project, where the performance for the text-
only condition was better for the initial test but where participants of the IVR
condition performed better on the later recall test.

4.5.5 ZooKitchen*: movement

Legault et al. [6] created with ZooKitchen* an exploration-based kitchen and
zoo VE for VA, which is discussed in Section 4.2.5, but also placed an emphasis
on movement-based VA by comparing the kitchen VE, where objects can be
picked up and moved around and participants can walk around in the VE, to
the zoo VE, where target words cannot be manipulated and participants move
in the VE through teleportation. Using manipulable objects for VA is also the
core element of ObjectManipulation® [78] from Section 4.5.3; but the difference
in ZooKitchen* is that participants are not specifically instructed to interact
with the objects. Instead, the opportunity is built into the VE, but it is up to
participants to decide on any interaction, which objects to interact with, what
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the interaction is and how long the interaction occurs. Target word objects were
also not marked to encourage active and self-paced learning in the kitchen VE,
unlike the zoo VE where target word objects were indicated with a gem floating
next to them. However, arrows appeared next to not yet activated target word
objects after some time had passed, to prevent that participants would miss any
target words.

Figure 20: Images of the kitchen environment in IVR and a participant [6]. On
the left a participant points towards a knife, and on the right and bottom a
participant is picking up a broom.

Legault et al. found in their results that kitchen items were more accurately
learned as compared to zoo items and refered to earlier research regarding em-
bodied representations for a possible interpretation of their finding. In this
earlier research of Martin et al. [87] the activation of neural networks was stud-
ied while participants looked at 2D drawings of tools and animals, where it was
found that looking at tools activated motor regions in the brain, while animal
words activated additional visual processing regions. Legault et al. conclude
that items that can be seen as tools may make more use of embodied networks
and may therefore be more effectively learned in comparison to target words
from the zoo VE. Most participants also stated that it was the ability to move
objects in the kitchen VE that aided their VA learning process.
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4.6 Summary

There are a few trends noticeable when looking at all discussed IVRALL+VA
studies. So has each study a learning phase, quiz phase or both, are multiple
studies looking at retention and do studies include sometimes a non-IVR al-
ternative as control condition. These and other observations relevant for this
research are summarised in more detail in this section. An overview of the
characteristics of all sixteen IVRALL+VA studies can be found in Appendix A.

4.6.1 Learning phase and quiz phase

Overall two phases are recurring in each of the sixteen discussed IVR projects:
(i) aresearch or learning phase, where participants have the opportunity to study
the target words in IVR so they can be learned, and (ii) a search or quiz phase,
where the IVR program requests a specific target word and the participants must
identify or provide the corresponding target word. However, IVR quiz phases
are never used as a test for evaluating participants word knowledge. Instead
all tests are made outside of IVR so non-IVR participants can also make the
same tests or to easily use the same test for the pretest as well as the (delayed)
posttest.

All movement-based and location-based projects only have a learning phase,
in which the target word is connected to a specific movement, and do not in-
clude a quiz phase to quiz on vocabulary in IVR. A quiz phase is probably
excluded because the main interest of researchers here lies in studying the effect
of movement or location on language learning, and as long as participants learn
the words, which they do in the learning phase, then a test outside of IVR is
sufficient for evaluating the conditions of the research projects.

All conversation-based projects include a learning phase, where participants
listen to NPCs to learn vocabulary. Target words in Crystallize [73] are indicated
by allowing participants to collect them in a dictionary, while target words in
MuseumTour* [82] are provided in text next to the object of interest of the
tour guide story. Target words are not specifically emhasised in Mondly VR
[85]. Crystallize and VirtualCustoms* both also include a quiz phase, where the
learning phase in VirtualCustoms* is exploration-based instead of conversation-
based. Both projects leave out words in NPC sentences during their quiz phase,
where the participant needs to fill in the empty space by selecting the correct

term.

All exploration-based projects include a learning phase in their program with
the exception of ProtoQuiz* [83], where participants do get to move around
freely to get acquainted with the controls, but there are no words to learn while
doing so. One possibility for the decision to not include a learning phase is
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that ProtoQuiz* [83] is a proof of concept/prototype project with a focus on
user experience and without an evaluation on language learning, making it less
important if participants have sufficient possibilities to learn the target words
first. In all the other projects participants are encouraged to study the target
words during the learning phase.

Ogma [8], Words in Kitchen [77], House of Languages [11] and IrishSuper* [34]
also include a quiz phase in their design. In Ogma [3] the target word indicators
in the form of exclamation marks from the learning phase are removed and the
textual representation of a target word no longer appears when approaching a
target word object. Instead, a textual target word will appear in the field of
view of the participant and the participant must approach the corresponding
target word object until all target words are found. In House of Languages [41]
and Words in Kitchen [77] participants are guided and accompanied by an NPC
teacher, who also provides the target words that must be found by participants
in the quiz phase. In House of Languages [41] the NPC teacher is a raccoon
character named Mr. Woo and in Words in Kitchen [77] it is an unnamed small
humanoid character named Tony with blonde hair and blue eyes to look like
a foreigner for its Chinese participants. Lastly, the IrishSuper* [84] combines
both phases and hides them in a game-like approach, where participants receive
a grocery list inside a supermarket where they are asked to find the listed items
and check them out. While browsing the supermarket, participants can pick
up an object and an audio recording will pronounce the word and a text will
appear for the written form of the object. This allows the user to explore target
words freely (i.e. learning phase) while also asking them to look for specific
target words (i.e. quiz phase).

4.6.2 Retention rate

Five research projects evaluated the retention rate of their IVRALL+VA method
by comparing an immediate vocabulary posttest after the experiment with a
delayed posttest, where Ogma [8], Words in Motion [9], ObjectManipulation™®
[78] and Mondly VR [385] had their delayed posttest one week after the first
posttest, and CaveGrasp* [80] had their delayed posttest 30 days after the first
posttest.

CaveGrasp* and ObjectManipulation™® both only test with IVR conditions, where
CaveGrasp* has three conditions: (i) grasping a visualised object in IVR, (ii)
looking at a visualised object in IVR, and lastly (ii) only reading the L2 word in
IVR. ObjectManipulation® has also three conditions: (i) making a meaningful
movement when learning the target word in IVR, (ii) making an irrelevant move-
ment in IVR and (iii) a watch-only condition in IVR. In both research projects
almost no significant differences were found between the post-test and delayed
post-test, with only CaveGrasp* noting a significant difference for their grasp
condition in one of their five test modes, namely a free recall of L1. In Object-
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Manipulation™® the participants in the irrelevant movement condition performed
poorly, but participants in both the watch-only as the manipulation condition
performed almost equally well, with watch-only participants performing slightly
better in the posttest and manipulation participants performing slightly better
in the delayed posttest.

Mondly VR, Words in Motion and Ogma also include one non-IVR, condition.
Mondly VR worked with two conditions, where (i) one group learned in IVR
with the Mondly VR application and (ii) the other group watched video on
a desktop of Mondly VR gameplay. In Words in Motion participants tested
in one of three conditions: (i) a kinesthetic condition in IVR, (ii) a watch-only
condition in IVR, and (iii) a non-IVR text condition in which participants would
look at a computer screen and read the L1 and L2 word. Ogma tested an IVR
condition against a non-IVR condition where participants learned with a word
list and flash cards. In all three research projects was a positive significant
difference found for the IVR condition when looking at retention.

Collins et al. [84] with IrishSuper* do not compare between conditions or two
posttests, but have their only posttest one week after their experiment, so re-
tention rate does play a role in their results, but it is not possible to see how
many words participants exactly lost between the experiment and the posttest.
However, Collins et al. did find a satisfying 21% increase on word retention
between the pretest and posttest.

4.6.3 Non-IVR versus IVR

Six research projects compared their IVR condition(s) to a non-IVR condition
and tested on VA of L2. (i) Ogma, (ii) ZooKitchen*, (iii) House of Languages
and (iv) Words in Motion used for their non-IVR condition a traditional method
of L1-L2 word association, where ZooKitchen* and Words in Motion presented
the words on a screen while Ogma provided all words on paper. For House of
Languages the traditional method was provided inside the classroom by using a
book, lectures and worksheets. (v) Crystallize used a desktop equivalent of their
IVR project as their non-IVR condition and (vi) Mondly VR showed gameplay
videos of their IVR condition for their non-IVR condition.

ZooKitchen*, House of Languages and Mondly VR found all three that partic-
ipants in an IVR condition performed significantly better on the posttest than
participants in the non-IVR condition. For Crystallize the non-IVR group per-
formed slightly better than the IVR group on the posttest, but not significantly.
With Ogma and Words in Motion the non-IVR group did perform significantly
better on the posttest than the IVR group. However, Ogma and Words in Mo-
tion, together with Mondly VR, also looked at retention with a delayed posttest,
where it was found for all research projects that IVR participants had a signifi-
cantly higher retention rate than non-IVR participants, meaning that after some
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TABLE III
OVERVIEW OF RESEARCH PROJECTS COMPARING A NON-IVR AND IVR
CONDITION AND THEIR RESULTS.

non-IVR posttest score retention rate
condition type higher for higher for

Ogma [8] trad. (paper)

Words in Motion [9] trad. (computer)

ZooKitchen* [0] trad. (computer) -
House of Languages [41]  trad. (classroom) -
Crystallize [73] desktop equivalent non-IVR -

Mondly VR [+ gameplay videos | INRMSER RS

time had passed there was a larger word loss for non-IVR participants while IVR,
participants still remembered most of their words.

Cheng et al. [73] with Crystallize conclude after their posttest that the impact
of IVR was inconclusive, as they find no significant difference between their
non-IVR and IVR participants with the non-IVR participants also performing
slightly better. However, it could be that a possible impact might have been
found if participants would also have participated in a delayed posttest, similar
to Words in Motion and Ogma.

Overall IVR participants score slightly more often significantly better on posttests
than non-IVR participants, but when a non-IVR group scores significantly bet-
ter on the posttest, then the retention of the IVR group is significantly higher.
Therefore we conclude that a non-IVR condition can be left out if the focus of a
research lies on the long term effects of IVRALL+VA, but only if participants
are also tested on retention.

4.6.4 Activating words and manipulation

Projects with a conversation approach have no objects for participants to acti-
vate and learn, while all projects with only a movement approach present their
objects, if they have any, in a predetermined order to their participants, making
it unnecessary for participants to activate the objects themselves. However, all
projects with an exploration approach enable participants to activate an object
so they can hear either the audio, read the text or do both. In Classroom VS*
participants go past the target words in a predetermined order, similar to most
movement approach projects, but participants are here free to decide for them-
selves when they continue on to the next target word. Target words are then
activated by simply stepping into their vicinity. In House of Languages and
ProtoQuiz* target words are selected by gazing at the target word, however,
Garcia et al. from ProtoQuiz* concluded from participant input that they want
to switch to touch controllers for a next iteration. In Ogma participants can ac-
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tivate target words by pointing at the target word objects while wearing a Myo
bracelet that detects arm movements. In ZooKitchen* and Words in Kitchen
participants can also activate objects by pointing at them, but use instead an
IVR controller where in the VE a ray is cast from the controller that can be
used to point at target word objects, after which clicking on the object then
activates it. In IrishSuper* target word objects are activated by picking them
up from their shelves.

ZooKitchen* took both an exploration as a movement approach, and also looked
at the difference between learning words that can be manipulated (i.e. objects in
the kitchen) and objects that cannot (i.e. objects in their zoo), and found that
objects that can be manipulated in the VE are more accurately learned. There-
fore, if conditions that do not involve manipulation are researched, it might be
better to let all target word objects be either picked up and moved around or
to let all target word objects be unmovable, to not let manipulation create a
difference between target words and how well they are learned. An approach
like IrishSuper* is then possible if all items can be picked up, while a pointing
towards method can be used while also being able to pick everything up, like
in the kitchen from ZooKitchen*, or for VEs where all target word objects are
static. Approaching a target word object to activate it is also a possibility, but
worked in ClassroomVS* because target word objects were presented along a
clear walking route with able space between the objects, while using the ap-
proach of participants becomes troublesome if target word objects are presented
closely next to each other in a VE.

4.6.5 Target word objects

All research projects that work with target word objects include only objects
that are logical for the participant to encounter in the environment in which
the objects are presented. So are animals placed in a zoo, kitchen utensils
in kitchens, types of luggage in a customs point, and living room furniture in
living rooms. Collins et al. [84] from IrishSuper® also name the challenge to
only use words that belong to a chosen context to ensure that the experience
is authentic for users. Placement of target word objects should also be taken
into account when placing target word objects in a VE, as a participant from
Words in Kitchen mentioned that they associated words with locations, while
participants from Ogma also commented that they could mentally explore the
apartment VE and visualise the target word objects during the test.

Two projects indicate which objects are target word objects in the VE right from
the start: in Ogma target word objects are marked with an exclamation mark
and are in the zoo VE from ZooKitchen* marked with a hovering gem that also
changes colour to indicate that an object is successfully activated. Target word
objects in the kitchen VE from ZooKitchen™ that have not yet been activated
are called to the participants attention by placing arrows next to them, but only
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after some time has passed.

The total number of words that are learned by participants in the different
research projects lies between eight words for Crystallize and 64 words for Irish-
Super*, but those 64 words are learned in a time span of five weeks. The most
words learned during one session is for ObjectManipulation™® with 40 words, but
those words are divided over three different conditions. The highest number of
words learned in one session and for one condition are 30 words for ZooKitchen*,
although participants did need to come back later for another session to learn
again 30 words. Most research projects also provided participants with a spe-
cific time limit in which to learn the words, with ClassroomVS* and Words in
Kitchen letting the participant decide when to continue on, while Ogma also lets
their non-IVR participants decide when they are finished with learning, while
IVR participants are tied to a time schedule.

4.6.6 New and learned contexts

Words can be learned in a new or learned contexts, as further detailed in Sec-
tion 2.2, where new contexts are contexts in which a learner has not yet en-
countered a specific word, and learned contexts are contexts that a learner has
previously encountered an L2 word in. All research projects let participants
learn in at least a new context, as all presented VEs are new for all partici-
pants. IrishSuper*, however, also creates the opportunity for participants to
learn in a learned context.

In IrishSuper* the main focus lies on improving the Irish language identity of
Irish language learners. To allow for the observation of a gradual increase in
presence ratings, three sessions of 20 minutes each were spread along five weeks.
During a session a participant received a grocery list in IVR and had to find
all target words on the list in the IVR supermarket VE. The supermarket was
always the same, but the target words were always different, meaning that if
a participant only interacted with the words on their list that all words were
learned in a new context, but if they explored the supermarket and also inter-
acted with other items, and repeated this action for the same items in another
session, that they were also learning words in a learned context. So depending
on the behaviour of the participant, the context in IrishSuper* could also be a
learned context, although this is not further evaluated by Collins et al.

4.6.7 Participants

Most studies that compared conditions chose a between-subject approach for
testing their conditions (i.e. Ogma, House of Languages, ClassroomVS*, Crys-
tallize, Mondly VR and Words in Motion), while ZooKitchen*, CaveGrasp*
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and ObjectManipulation® chose a within-subject approach. Proof of concept
research like ProtoQuiz* and Words in Kitchen used respectively four and five
participants to evaluate their project design, while other research varied between
ten and 68 participants. Ages of participants vary from eight years old from
Words in Kitchen to an average of 33.17 years with an SD of 15.95 years from
ObjectManipulation™.

4.6.8 Recycling words in different contexts in IVR

Using IVR for VA seems to be a promising addition to the many different
methods of L2 word learning when looking at the results of contemporary
IVRALL+VA research. IVR participants often score high on posttests and have
a higher retention rate than non-IVR participants. These scores are, with the
possible exception of IrishSuper*, acquired by participants who have interacted
during one learning session with target words in one VE. A learning session is
here defined as the period that a participant can study target words and which
ends when the participant is not able to study the target words further.

Learners need, as explained in Section 2.1.2, multiple encounters with a word
to gradually learn more and more word knowledge aspects because it is not
possible to learn all word knowledge aspects at once. Therefore it is important
that words are recycled during learning and that it is possible to have multiple
encounters with a word to increase the depth of word knowledge. Providing
multiple encounters with a word, so recycling a word, is also possible in IVR,
but if a word is encountered a second time by a learner then this can be either
in a new or learned context. Since the discussed sixteen IVRALL+VA research
projects did not recycle or evaluate on recycling words, which was also not
necessary for their research, the question is raised if and how presenting learners
with recycled words in either new or learned contexts might affect learning.

To study the possible effects of learning in either a new or learned context inside
IVR we propose a system called Wics that recycles words in multiple learning
sessions. To do this, we choose to follow an exploration approach to keep a
sole focus on learning words. Projects with a movement approach include al-
ways at least one movement variable, while studying specifically the contexts in
which learning occurs does not need to be connected to any movement. More-
over, if not all words can be manipulated then it is probably better to remove
all possibilities for manipulation to avoid learning benefit differences between
words, which was shown in ZooKitchen* and mentioned in Ogma and Words
in Kitchen by participants. Similar to projects with a movement approach, will
a project with a location approach always study the influence of the location
of target word objects on learning. Creating an opportunity for learners to
also remember the location of objects, which is more easily accomplished in a
learned context than in a new context, can also provide learning benefits as Cho
showed with Classroom VS*, so can better be avoided when comparing contexts.
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Projects with a conversation approach work often with fabricated contexts to
enable conversations, that take most often place in new contexts, as detailed in
Table 11, as repeating the same words in an entirely new context can make the
conversation feel forced or artificial, making a conversation approach also less
suitable for comparing learned with new contexts.

Projects with an exploration approach follow the design behind rote association
memory exercises, where traditional rote association memory exercise methods
provide the L2 word in text, while IVR projects include also at least the vi-
sualisation of an L2 word. Such rote association memory exercises are for the
traditional text method most common in learned contexts, however, since IVR
can easily switch between different VEs, it becomes possible to also present L2
words in new contexts during rote association memory exercises in IVR. There-
fore an exploration approach can be suitable for presenting words in new and
learned contexts.

Previous IVRALL+VA research projects have shown that posttests can be made
significantly better by both IVR as non-IVR conditions, but that the retention
rate is always significantly better for an IVR condition, see Table III. Since
language learning is mainly about acquiring a skill for the long term, so where
retention rate is more valuable than remembering words for a short period, we
choose to not compare learning in new and learned contexts in IVR with a
non-IVR equivalent, but to test instead on retention after one week.
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5 Experiment design

The focus of the experiment, based on the findings detailed in Section 4.6, is
studying possible effects when words are recycled in multiple learning sessions
and are presented in either new contexts or learned contexts. For the IVR world
we provide an exploration-based learning approach, meaning that participants
learn target words by activating target word objects in the environment and
participants can decide on the order the words are learned. None of the target
word objects can be manipulated by participants to prevent a learning disadvan-
tage for target word objects that cannot be manipulated. Target word objects
that are presented in learned contexts need a different location in each learned
context to prevent a learning advantage for learning in learned contexts. Other-
wise learned contexts provide an extra memorability for learning (i.e. location)
that new contexts do not. Lastly, the experiment will test for retention after
one week has passed. To test for retention the experiment will have a posttest
and a delayed posttest.

Testing must, by definition, also occur in either a new context or a learned
context. Language learners try to learn, and therefore know, another language.
By knowing another language it might be possible to get a job, emigrate to
another country, talk to people on a foreign holiday and much more [88]. The
conversations, but also texts that are encountered in such situations, are not
scripted but occur naturally and are often unexpected, meaning that they take
place in new contexts. Therefore, to improve external validity of the study, we
choose to let the posttest and delayed posttest also be in a new context to see
how learning in either context also prepares for such an unexpected encounter.

In summary, the experiment is set up to answer the following research question:

RQ: What are the effects of recycling words in IVR in learned or new
contexts on retrieving words when encountered in a new context?

5.1 Context specification

The difference between conditions revolves around the concept of context. Con-
text can include and exclude different things depending on what is included in
the concept. Therefore we will first define the concept of contexrt so we can
determine what exactly must change to make something a new context, while
all other elements stay the same, while also deciding on the exact number of
contexts that will be used for our experiment. Lastly, the time allowance for
participants is discussed.
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5.1.1 Context

A context for a word can be many things, but since IVR can present objects
visually to users, here the context will be the representation of the target word,
which is the visual object of a word, and the virtual environment in which the
word is presented. Therefore, to create a new context, the two things that are
changed from the learned context are (i) the visual representation of a target
word and (ii) the virtual environment.

5.1.2 Number of contexts

Users must have multiple learning sessions to come across multiple contexts,
either new or learned, but the question is how many. Having more learning ses-
sions will increase the difference between the two conditions, but after some time
people will stop taking in new information. Furthermore, for non-experienced
IVR users it might also be problematic to stay for a prolonged time in IVR and
each additional new context learning environment will increase the time needed
to go through the experiment. Non-experienced IVR users might experience
nausea or other IVR related discomforts, which might also hinder learning and
give therefore a disadvantage to non-IVR participants. Providing participants
with two learning sessions creates a difference of one learning environment be-
tween participants, as the first learning environment will always be in a new con-
text. Three learning sessions adds an extra learning session where the context is
different for both conditions, so then the learning environments would be two-
thirds different from each other and one-third the same. Providing participants
with four learning environments might require too much of the concentration of
participants and their ability to take in information. Since all learning sessions
are shortly after each other it might also not be necessary for participants to
see words for a fourth time if they have learned them three times relatively
shortly before. It could be that some last and difficult words are finally stored
in memory during such a fourth learning session, but the chance for that hap-
pening does not outweigh the possibility of participants experiencing discomfort
or boredom. Therefore we choose to let participants have three learning sessions
to let participants encounter a different learning environment twice in the new
context condition. With three learning environments (i.e. one learning environ-
ment shared between conditions and two additional learning environments for
the new context condition) and two test environments (i.e. one for the posttest
and one for the delayed posttest) there are five VEs needed for Wics.

5.1.3 Time allowance

Two IVRALL+VA research projects, ClassroomVS* and Words in Kitchen, al-
lowed participants to learn words until the participant decided that it was time
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to continue on, where in Ogma non-IVR participants were also allowed to learn
to their heart’s content. Other research projects had a strict time allowance
for learning words, including ZooKitchen* where participants had 20 minutes
to learn 30 words and Ogma where IVR participants had 5 minutes to learn 10
words.

Our experiment will not exclude participants based on their IVR experience,
thus we include both IVR experienced participants as participants who have
never been in IVR before or have little experience. It is expected that non-
experienced IVR participants are able to move around the VE and interact
with target word objects, but that they are slower in doing so. Setting a time
limit might thus negatively influence results for non-experienced participants.
Participants will therefore all choose themselves when to continue on to the next
VE by trying to find the moment that they are content with their learning and
they feel that there is not much more to gain by staying in their current VE.
Hopefully this also removes any possible pressure a participant might feel with
an imposed time limit, since stress might also affect results negatively.

5.2 Experiment setup

The experiment is a between-subject design with the two conditions: (i) learning
words by recycling them two times in a new context in IVR and (ii) learning
words by recycling them in two learned contexts in IVR after learning them once
in a new context. The independent variable of the experiment is the context
in which words are repeated for learning a second and third time (i.e. new or
learned) and the dependent variables are the test scores for the posttest and
delayed posttest, the number of activations of target word objects, and the time
spent in the VEs. For the experiment the context is the visuals of the virtual
environment and the target word representations. Participants can study the
target words until they feel ready to continue. Table IV provides an overview
of the experiment setup.

5.3 Hypotheses

Participants in both conditions will have seen all target words in three learning
sessions before doing the posttest. Participants are encouraged to learn the
words until they feel content in each learning session. Participants can still
rely on their short-term memory when doing the posttest and are expected to
make use of this memory to retrieve the learned target words. Therefore we
hypothesise:

H1: New and learned context participants will perform similarly on
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TABLE IV
SETUP OF THE EXPERIMENT FOR BOTH CONTEXTS

Learned context \ New context

Learning environment 1

Environment A
Object representations A
Object locations A

Learning environment 2

Environment A Environment B
Object representations A | Object representations B
Object locations Y Object locations B
Learning environment 3
Environment A Environment C
Object representations A | Object representations C
Object locations Z Object locations C
Posttest

Environment D
Object representations D
Object locations D

Delayed posttest

Environment E
Object representations E
Object locations E
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the posttest.

There are 18 word aspects that can be learned for a word [3], as described in
Section 2.1.2 and listed in Table I, like what other words it makes us think of or
how it is pronounced. It is impossible to learn all word aspects simultaneously
so multiple encounters are needed to learn different word aspects, where each
encounter with a specific word aspect also deepens the knowledge for that word
aspect. If such an encounter adds new information to a specific word aspect
then knowledge about this word aspect will deepen further. Participants in
both contexts are presented the exact same information regarding word aspects
with the exception of the word aspect of what is included in the concept which
also refers to how a word can look as a visual object. Here participants in the
new context condition receive additional information about this word aspect in
each learning session, while participants in the learned context condition always
receive the same information about this specific word aspect. Because new
context participants have received more information regarding how a target
word can visually look as an object, we expect that this has deepened their
word knowledge in comparison with learned context participants. In the delayed
posttest, both groups need to rely on their long-term memory instead of their
short-term memory, where we expect that a more deepened word knowledge
allows for a better retrieval of this knowledge. Therefore we hypothesise:

H2: New context participants will have a higher retention than
learned context participants.

5.4 Conclusion

The main directions for this thesis, which were established in Section 4.6.8,
have been bundled in a research question which places a focus on researching
the effects of recycling words in different contexts. A context is defined as the
virtual environment and the visual representation of target words. There is no
time constraint for learning so both non-experienced IVR, users as experienced
IVR users can be included in the experiment. For this experiment a system must
be built for IVR so it is possible to recycle words in IVR in different contexts.
The design of such a system is described in the next chapter.
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6 System design

Participants must be able to explore multiple contexts in IVR for the experi-
ment in order to answer the research question introduced in the previous chap-
ter. Therefore, a system is needed to carry out the experiment. The system
must have certain requirements in order to do the experiment set up in the
previous chapter. The full list of identified requirements is discussed in the
next section. In Section 6.2 a platform is chosen to build the system in, namely
Neos VR. Choices on how to fill in the requirements specifically are explained in
Section 6.3. How target words and their objects, together with virtual environ-
ments, are selected is discussed in Section 6.4. Putting the virtual environments
and the target word objects together is discussed in Section 6.6, while specifics
regarding the functionality of the system are discussed in Section 6.7. Lastly,
in Section 6.8 is detailed how the system explains its workings to participants
through an additionally designed VE that functions as introduction room, and
in which is explained how participants can take breaks.

6.1 Requirements of the system

A system is needed to do the experiment, and requirements for the system should
enable the system to be used in the experiment. Requirements are separated
into functional requirements, which are features that must be implemented in
the system to make it function for our purposes, and non-functional require-
ments which are properties of the system. Those are both further divided into
requirements that are needed to learn words for the experiment, and require-
ments that are needed for the workings of the system.

6.1.1 Functional requirements

The experiment has two conditions, where in both conditions participants learn
words in three learning sessions, but in one condition the context is new in
each learning session while for the other condition the context is learned for the
second and third learning session. Breaks are needed between learning sessions
to avoid that participants are overloaded with information and to provide non-
experienced IVR users with time outside of IVR between learning sessions. Since
the experiment has an exploration-based approach, the target words should be
presented as visual object representations. Because it is not possible to learn
an L2 word without providing a word form of the L2 word (i.e. written or
spoken form), there needs to be a clear connection between a visual object
representation and the L2 word form. It is also difficult for learners to learn
more word aspects if the link of an L2 word to the equivalent L1 word form
has not yet been established [4], so the system should also enable the user to
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make that link as effortlessly as possible by presenting an L1 word form at the
same time as the L2 word form. However, participants can have different L1s
from each other for this experiment, making it difficult to present participants
with their own L1. We therefore replace the L1 with an English translation
and require all participants to speak English as either an L1 or an L2. As
the experiment tries to look at the word knowledge of participants when they
are confronted with a new context, and participants are tested for retention,
a posttest and delayed posttest are needed. With these specifications for the
experiment we identify the following functional requirements for the system with
a focus on learning words:

e The system must present a user with three new contexts or one new con-
text followed by two learned contexts

o The system must present a user with visual object representations of target
words

o The system must provide the user with a form of L2 (i.e. written form or
audio form)

e The system must enable the user to make a link between L1 and L2
e The system must allow for multiple learning sessions and include breaks

e The system must test target word knowledge twice in a new context, once
for the posttest and once for the delayed posttest

To acquire multimodal representations of an object in the brain, as discussed
in Section 2.2.3, an object needs to be close to a person. As we want to take
advantage of this benefit which IVR can provide, participants must be able to
move around in the VEs so they can get close to the target word objects in
it. Moving around in IVR also supports the exploration-based approach of the
experiment. To see the L2 word form and English translation belonging to a
target word it should be possible to show this connection to the participant.
Several VEs are presented for the experiment and participants must be able
to reach those different VEs. Participants also should not need to divide their
attention by having to figure out how the controls or workings of the system
work while trying to learn words. Such additional attention loss would not be
beneficial for word learning and it creates a disadvantage for non-experienced
IVR users when compared to experienced IVR users. To minimise differences
between participants with a different IVR experience level, everything should
be optimised for both groups. Some data also needs to be collected regarding
the experiment, so time duration, word clicks and word input need to be stored
so that data can be retrieved. Participants should also be able to communicate
target words that they knew prior to participating, since these words will by
default be filled in correctly at both the posttest and the delayed posttest which
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will skew the results for retention. Thus the following functional requirements
are identified for the system, with a focus on the functionality of the experiment:

e The system must enable the user to move around
e The system must enable the user to activate target words

e The system must enable users to become familiar with the locomotion,
controls and workings of the system before words are learned

e The system must collect time duration, word clicks and word input of a
participant for analysis

e The system must allow the user to go from one VE to another VE

e The system must allow users to indicate that they knew a target word
before entering the system

e The system must be optimised for both non-experienced IVR users and
experienced IVR users

6.1.2 Non-functional requirements

Manipulation can help with learning a word, just as the location of an object can
act as a mnemonic for remembering that word. To prevent such advantages for
some words but not for others, or for one condition over the other, it is necessary
to not have target word objects that can be manipulated and to always provide
target word objects with a new location in learned contexts. However, in both
contexts a mnemonic might also be created if target word objects are often
grouped together with the same target word objects, so this should also be
avoided to prevent a learning advantage for some words. Similarly, a VE might
create a more beneficial environment for learning if elements of the VE are
moving which might increase immersion. Thus, to keep VEs between conditions
as similar as possible to each other, VEs should not have any elements that move
in them. Similarly, VEs should roughly have the same walking size area and
should invite a similar level of exploration, so if not all target word objects
can be seen in one environment then they should also not be shown all at once
in another. VEs in the new context condition should also differ from each
other as the VE is one of the two elements that is included in the definition
of context for this research. Therefore a VE should appear clearly different
from any other previously encountered VE. Lastly, all words should be seen
during a learning session to avoid a disadvantage for some words. With these
specifications in mind we discern the following non-functional requirements with
a focus on learning words:

69



e The system must ensure that users see every target word in the learn and
test environments

e The system must have target word objects for each learned context in a
different location

e The system must not allow any manipulation of target word objects

e The system must not have elements that move and are part of the VE

e The system must have VEs with a roughly equal size walking area

e The system must have VEs in which all words are not visible in one view

e The system must provide new context VEs that appear and feel different
from each other

e The system must have VEs in which target word objects are not grouped
together with the same target word objects across multiple VEs

The focus of participants should be on learning words, so the composition of
VEs in combination with the target word objects that are placed in them should
not call for attention by standing out because the aesthetic of objects does not
belong or because the objects are illogically placed. Furthermore, participants
should be able to deduce if something is a target word or not, so they can
purposefully learn words instead of spending time on guessing and trying to
understand on what they should focus. Therefore, if a target word is represented
by multiple objects in a VE, for example there are multiple coins to depict the
target word coin, then all the objects belonging to this one target word should
be grouped together in the VE; so all coins should be placed close to each other.
Then non-target word objects can be used for decoration of the VE as long
as these objects are spread out over the environment. Thus participants will
hopefully deduce that objects that are bundled together are target words (e.g.
coins bundled together), while objects that are strewn about the VE are merely
there for decoration (e.g. bushes spread out over a garden). Thus the following
non-functional requirements of the system are discerned:

e The system must have target word objects that fit in to the VE that they
are in

e The system must have VEs in which objects are logically placed

e The system must have objects that belong to one target word grouped
together at the same location in a VE
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6.2 Choosing a building platform

Target participants include people who have IVR experience and own a headset
of their own. Therefore it is preferable that the experiment can be offered
through an already existing program that is free to use so it is not necessary to
already own the program. To also allow for participant recruitment from within
the program, the program should also have an active player base. Furthermore,
the program should allow for interactive world building so it is possible to create
a custom made experiment.

Five programs were found that allowed for active world building: (i) VRChat,
(ii) Sansar, (iii) Neos VR, (iv) Rec Room and (v) AltspaceVR. However, the
player base of Sansar turned out to be almost gone and the player base of Rec
Room are mostly children, making both programs not suitable for the purposes
of this research. VRChat, AltspaceVR and Neos VR all have an active player
base, with VRChat having the most players.

VRChat and AltspaceVR allow for interactive world building but need an ex-
ternal program outside IVR (i.e. Unity) to realise this. Neos VR offers an
all-in-one solution to world building and offers all interactive world building
possibilities inside the program itself, making it possible to see at all times how
the world looks while in IVR. Therefore we choose to use Neos VR for building
the experiment.

Neos VR is a free-to-play massively multiplayer online virtual reality metaverse.
It provides each user with a home world VE in which they always begin when
starting up the program. Players can also create a new world, which opens up
a new and empty VE in which the player can build things. When saving such a
world a world orb asset is created which represents the saved world. An example
of a world orb can be seen in Figure 21. The world orb is an orb roughly the size
of a small hand and by interacting with it, it is possible to again open and enter
that specific saved world. Players can share these world orbs with each other
to enter worlds that others have made. It is possible to share world orbs when
players meet each other or to send world orbs through the in-game message
system from one player to another player. If multiple players enter the same
world, then players can meet up inside that world. However, it also possible to
open up a private session of a world to be in that world without others.

Three worlds are created for this experiment: (i) a world which stores the first
experiment part for participants in the new context condition, (ii) a world with
the first experiment part for participants in the learned context condition, and
(iii) a world with the delayed posttest for all participants.
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panese words
it this world to
learn more about this
. _experiment)

Figure 21: A world orb with the title of the world up top and the username of
the world creator below.

6.3 Choices for the system

The established requirements from Section 6.1 are requirements that a system
must adhere to in order to be able to do the experiment. However, some re-
quirements can be filled in in different ways. Choices made regarding those
requirements and their chosen specification are discussed here.

6.3.1 L2 form and translation to English

To provide users with the possibility to learn the L2 form of a target word
when presenting it as a visual object, a target word object also needs a written
or spoken L2 form connected to it. Since learners have different preferences for
learning words, we choose to offer both to users. Thus the written L2 word form
is seen each time a target word is activated, and the spoken L2 word is also heard
for each activation. However, as learners tend to first create a form-meaning link,
the English translation of a target word must also be provided upon activation
to minimise their cognitive load, so participants do not have to come up with
the meaning themselves. Because there is already an audio fragment playing
upon activation, it is undesirable to also play an audio fragment of the English
translation at the same time. Therefore we will show the English translations
only in their text word form.
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6.3.2 Break duration

For the break duration between learning environments and the test environment
a minimum duration of three minutes is chosen so participants will at least take
a small break. However, since some participants will need a slightly longer break
than others before being able to take in more information, the maximum break
duration is set on fifteen minutes.

6.3.3 Number of target words

Participants do not have a time restriction for learning and have not one but
three learning sessions to learn each word in. Most IVRALL+VA research
projects did have a time restriction and one learning session to learn all words
in from the IVRALL+VA research project experiments. With 30 target words
ZooKitchen*, has the highest number of words that participants had to learn
for one condition in one learning session. For ZooKitchen* it was also men-
tioned that some participants scored really well on the posttest, even with 30
words. Since Wics provides participants with more and possibly longer learn-
ing sessions, and ZooKitchen* showed that close to 30 words can be learned by
some participants in 20 minutes, we propose to have a minimum of 30 target
words that can be learned with Wics. However, we do not want to include many
more target words since participants must activate all words at least once for
each learning environment, so three times in total, and interact with the words
during the test, meaning that participants must interact at least 120 times with
words when there is a minimum of 30 target words. To keep people interested
and concentrated, we decided to keep the number of target words similiar to
the number used in ZooKitchen*, with a final chosen number of target words of
32, of which the rationale is explained in Section 6.4.3.

6.3.4 Indicating missed words

Participants are allowed to explore the environments without any time pressure.
This lack of time pressure removes the necessity to make participants aware at
all times of what a target word is, as happens in Ogma by placing an exclamation
mark next to each target word. There is also a risk of a VE becoming cluttered
with target word indications with a minimum of 30 target words for Wics.
However, missed target words should still be communicated to the participant
to avoid frustration from endless searching because participants cannot continue
on to the next VE if they have not yet activated all target word objects at least
once in their current VE.

Since participants can search for target words and learn them without a time
limit, there is no need to make participants aware of missed target words at a
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specific time. Instead, participants should decide for themselves when they are
convinced that they have seen everything in a learning environment. Therefore
participants should be able to activate a button at a time of their choosing after
which missed target words are indicated in the VE. As indication for missed
target words a small orb that glows brightly yellow was chosen, since it draws
attention by shining, while avoiding becoming obtrusive by taking up much
space or being hard to ignore. It can also resemble, for those familiar with the
franchise, the light of a fairy when seen from afar from Peter Pan or a fairy
without wings from The Legend of Zelda, providing it with a bit of rationale
for why its floating (i.e. fairies can fly) or guiding the participant (i.e. fairies
from both franchises are known for their offered guidance). Participants should
also be able to turn the light orb indicators off if they do not want them to be
a part of the VE any longer, by pressing the button again. An example of the
small orb is shown in Figure 22.

Figure 22: Example of an orb that indicates a missed target word.

6.3.5 Activating objects

To learn the L2 of target word objects the user is provided with the L2 text,
L2 audio and L1 text of a target word object when the target word object
is activated. These texts should always be directed towards the participant,
even when they turn away or turn around, so texts can always be read. To not
overwhelm the user with at least 60 words hovering in the air of the environment
(i.e. one L1 word and one L2 word for each target word object), and to allow the
user to think about the object without other word aspects imposing themselves
on the user, the L2 and L1 representations must be activated by the user when
they want to see those word aspects, while the word aspects remain invisible
and silent at all other times.

There are several methods to activate a target word in IVR, when looking at
IVRALL+VA research projects. Words can be activated with gaze, picking the
object up, by approaching the object or pointing to the objects and clicking.
Selecting target word objects with gaze was not well received by participants
from ProtoQuiz* and will therefore not be used here. Picking objects up defies
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the requirement that manipulation with objects must not be possible, so is also
discarded. There are at least 30 objects in the VE, making it almost unavoidable
that objects are next to each other. Using participants’ proximity for activation
would thus result in multiple audio forms of words activating at the same time.
Since a cacophony of sounds will make it difficult to focus on specific words,
target word objects should not be activated by using proximity. The point and
click method offers participants the possibility to be in control of when a target
word object is activated since the participant not only has to point their ray cast
on the object, but must also click a button to activate it successfully, making it
difficult to activate objects by accident unlike the gaze or proximity activation
methods. Neos VR also comes with ray cast functionality included. Therefore
a point and click method is chosen for target word object activation. To also
make the participant in charge of the duration in which they can read the text,
we choose to let the participant not only click the button, but to also hold it
until they are finished with the text form of a word.

6.3.6 Testing

Wics presents participants with five word aspects, of which all 18 word aspects
are discussed in Section 2.1.2 and presented in Table I, in all learning environ-
ments. These five word aspects help with the receptive knowledge of a word,
so the knowledge that is needed to recognise a word. This is in contrast to
productive knowledge, which is needed by the learner to produce a word as-
pect themselves. For each word aspect that is connected to gaining receptive
knowledge there is a word aspect counterpart that is connected to productive
knowledge. The five word aspects that participants encounter during the learn-
ing environments are (i) What does the word sound like? through the audio
fragment of the target word which is provided upon activation, (ii) What does
the word look like? which is shown as L2 text word when activating the tar-
get word object, (iii) What meaning does this word form signal? which can
be deduced from the target word object and which can be confirmed with the
English translation text that is also shown upon activation of the target word
object, (vi) Where, when, and how often would we expect to meet this word?
which connects to the environment a word can be found in although in our
experiment the how often is consistent between VEs, and (v) What is included
in the concept? which is taught by showing visual representations in the form
of an object for each target word. An overview can be seen in Table V. The last
word aspect of What is included in the concept? is the only word aspect that is
different between conditions, as new context participants see a different visual
representation for each learning session while learned context participants see
the same visual representation in each learning session.

The tests are the first time that participants are specifically asked for their
productive knowledge. Therefore we do not want to test them on productive
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TABLE V
FIVE RECEPTIVE KNOWLEDGE WORD ASPECTS THAT ARE PROVIDED IN THE
LEARNING ENVIRONMENTS, TAKEN FROM THE 18 WORD ASPECT
FRAMEWORK PROVIDED IN TABLE I

=

What does the word sound like?

written R What does the word look like?

form and meaning R What meaning does this word form signal?

concepts and referents R What is included in the concept?

constraints on use R Where, when, and how often would we expect to meet this word?

Form spoken

knowledge word aspects if those are connected to a receptive knowledge word
aspect which the participant has never seen, as it then becomes increasingly
difficult to produce the target word. We therefore want to test on the productive
knowledge word aspect counterpart of one of the four receptive knowledge word
aspects that are presented in the learning environments. Participants can thus
be tested on the word aspects How is the word pronounced?, How is the word
written and spelled?, What word form can be used to express this meaning?,
What items can the concept refer to? or Where, when, and how often can we
use this word?

Because we want to study if learning in a specific context can help with word
retrieval when encountering the words in a new context, we are not interested
in testing participants on What items can the concept refer to? or Where,
when, and how often can we use this word?. We are, however, interested in if
participants are able to come up with a word form when encountering a visual
representation, which relates to What word form can be used to express this
meaning?. However, we want to define that word form here further and ask
participants to specifically come up with the written form of a word (i.e. How
is the word written and spelled?) as not all participants might be comfortable
with leaving voice recordings (i.e. How is the word pronounced?). Because this
is the first time that a participant is asked to make use of their productive
knowledge for the written form of a word, we will not evaluate them on how
the word is specifically spelled, but instead we shall evaluate them on if the
pronunciation produced by their written entry corresponds to how the target
word is pronounced.

6.4 Word and environment selection

Wics needs five VEs and a minimum of 30 target word objects to be able
to present participants with three learning virtual environments and two test
virtual environments that all have their own target word object visualisation.
Those target word objects must match the aesthetic of the VE in which they
are placed, and VEs should appear and feel different from each other. This
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Table VI: 75 initial object suggestions list

knife couch cup mug sun
rainbow squirrel flower plant vase
clock tree book cat statue
rug umbrella glass bottle remote
water stone television lamp bird
bowl hatstand frog cable outlet
chair table shoes socks coaster
sunglasses handkerchief ball kettle eye
rose tea teapot computer airco
coffee beer curtains window door
key magazine screwdriver  spoon hand
pot watering can  tablet phone brush
mirror blanket headset music stereo
pillow cloud fox dragon button
light Eiffel Tower  picture painting  closet

section describes the process of how each VE asset and all target word assets
were selected for Wics.

6.4.1 Word suggestions and VE asset selection

To create an idea about what kind of objects the environments could possibly
hold, a list was created with 75 object suggestions of which most can easily take
on different representations and that do not look out of place in different places,
as can be seen in Table VI. A search was performed among existing assets with
this list in mind to identify possible environments that could house a multitude
of the objects from the list in them. Selected assets were checked on ability
of customisation with Blender, a 3D computer graphics software, and on being
able to open in Neos VR. Environments also should not look like each other, so,
for example, including a cafe twice is not desirable.

This search for environments resulted in five assets that depicted different types
of environments or a different aesthetic style. The original assets can be seen in
Figure 23. The five assets are: (i) A round inhabited island with rocks on the
sides, palm trees and a fallen log in the middle, covered with a large sky dome
with a sun with clouds. The palm tree leaves became invisible when looking up
at the sky from under them, so where removed in Blender. (ii) A fully furnished
bedroom connected to a fenced garden in low poly style, so with a block-like,
simple and often colourful appearance. (iii) A realistic looking apartment with a
living room, kitchen, scullery, hallway, two bedrooms and a children’s bedroom,
bathroom, toilet, and an office, all filled with furniture. (iv) A theatre in low

(s



poly style, filled with red chairs that look out to an empty stage. In the air
hovered a drawn elephant which was removed with Blender. (v) A simple barn
with a bar in it, with an open door at the front and no walls on the left and
right side. There are stairs that lead to a small balcony on the side. Walls on
the side were added with Blender to close off the building and the balcony was
made wider to allow for a person to walk around comfortably.

Figure 23: The five original base assets (from left to right, top to bottom): an
island, a furnished bedroom with garden, a realistic apartment, a theatre and a
simple barn with a bar.

The bedroom with garden environment was selected specifically for its low poly
style to present participants with a different aesthetic from some of the other
environments. A low poly style creates a simple appearance because there are
a minimal amount of sides used to create an object. To maintain the low poly
aesthetic of the bedroom with garden, it should be filled with low poly target
word objects. Therefore the first search for assets was for low poly objects, as
realistic looking assets are more widely available, but if a low poly objects of
a proposed target word objects does not exist then that proposed target word
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cannot be used. A search for low poly assets was therefore performed on Google
Poly. If alow poly version did not exist for one of the 75 initial object suggestions
then it was removed from the list, while new objects that could possibly fit in
one of the five chosen VEs were included, resulting in an updated list with 140
possible target word objects.

6.4.2 Narrowing the word suggestion list

More criteria were established in order to reduce those 140 object possibilities.
When arriving in the first word learning environment, participants will not know
which exact words are target words. If target words objects are mixed with other
objects that look like they could be target word objects, then the experience
will become a guessing game for the participant. There is also a risk that the
participant might get disappointed when they want to learn a word, and expect
to be able to learn that word, that it then becomes clear that the object is
just mere decoration. It could make the participant doubt all the other objects
in the environment. Therefore there should be an intuitive logic behind which
objects are target words and which are just for decoration. To create this logic
all items from the 140 possible target words list were removed that are part of
the essential structure of an environment, like door or window. Objects of which
there are more than one and that are spread out over the environment, like stone
in the bedroom with garden, were also taken off the possible target word object
list. Excluding objects that are repeated throughout the VE allows the VE
to be decorated with objects so it does not feel empty, while minimising the
affordance of participants to try those decorative objects out as target words.

Environments also need to look logical, so it should be believable that someone
outside of the participant’s view put everything together and that the envi-
ronment looks like a naturally occurring environment, instead of participants
getting the impression the environment was built especially for them. Therefore
all items were removed from the list that would look strange in one or multiple
of the selected environments, like dynamite in an apartment or only one set of
curtains in the barn bar which has many small windows. Items were also re-
moved if they needed to be toys or statues in all environments in order to work
for the environment, like hot air balloon or lighthouse, or the participant might
become actively aware that everything is specially fitted for their environments,
which might diminish their immersion.

Everything should be static inside each VE. Therefore items that would look
strange when remaining stationary or unchanged, for example a foz or a squirrel,
but also a mirror that is expected to show a reflection, were also removed from
the list. Lastly, items of which was expected that it would be difficult to find four
other assets of were also removed, like koala. This brought the word suggestion
list from 140 words to 60 words.
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6.4.3 Selecting words on their L2

Next the Japanese equivalents of all 60 remaining possible target words were
listed. Then items were selected based on their Japanese equivalent. Items
with short (i.e. one or two syllables, e.g. fune (boat), hana (flower)), medium
(i.e. three syllables, e.g. kinoko (mushroom), tsukue (desk)) and long (i.e.
four syllables, e.g. waninashi (avocado), matsukasa (pinecone)) word lengths
were separated, as were words that are clearly loan words from English, like
naifu from the word knife. This last category was also included to provide the
participant with words that they can quickly learn to create a feeling of success.
Since all remaining words adhered to the aforementioned requirements, a final
selection of 40 words was made by choosing words from all categories randomly,
while keeping a varied mix of assets with different sizes, but no more than five
long words were selected to avoid overwhelming the participant. Words with
similar sounds to the words that were already selected were also dismissed, as
same sounding words can confuse participants when learning a word for the
first time because such words can be easily mixed up. The word for book,
which is hon, and bookcase, hondana, together with the word for chair/stool,
isu, and couch, nagaisu,’> were also purposefully selected, so participants can
realise that one word fits in the other. Discovering this connection could provide
participants with a feeling of accomplishment, which might motivate them to
continue with the experiment.

Since every one of the five environments needs their own representation of a
target word, additional assets were sought for every selected word, where target
word assets that were already part of the five selected environment assets were
also taken into account. For example, there was already a chair/stool in the
bedroom with garden VE, apartment VE and barn bar VE, so only two more
chair/stool assets needed to be found. If there was an abundant choice of assets
then the different feels of the environment were also taken into account when
searching for assets, like an old or broken look for the uninhabited island and a
stylish look for the apartment. If less than five different assets were available for
a word, then the word was dismissed. This resulted in a final list of 32 target
words for the system, which are listed in Table VII.

6.5 VE allocations

With all VE assets and target word object assets chosen it is possible to de-
termine the order in which VEs appear for a participant and their function.
Furthermore, one VE should be selected to function as learn VE for the learned
context condition, meaning that it is seen as a learning environment three times
for participants in the learned context group.

23The literal translation of nagaisu is long chair.
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Table VII: Final 32 selected target words

avocado
bag

ball

bed

boat

book
bookcase
broom
butterfly
camera
car
chair/stool
chest of drawers
coin
couch
desk

earth

fish

flower
garbage bin
glasses
key

knife
lamp
mushroom
pinecone
rug

shoe

table
teapot
telescope
television
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waninashi
kaban
tama
beddo
fune

hon
hondana
houki
chouchou
shashinki
kuruma
isu

tansu
kouka
nagaisu
tsukue
chikyuu
sakana
hana
gomibako
megane
kagi

naifu
ranpu
kinoko
matsukasa
juutan
kutsu
tebburu
chabin
bouenkyou
terebi



6.5.1 Learned context VE selection

Of the five selected VEs, two VEs will be used for the two test environments
and two VEs will be used once for a learning environment. However, one VE
must be used three times as a learning environment for the learned context
condition. This VE will also be encountered for both conditions as the first
learning environment in Wics to keep conditions the same regarding content for
as long as possible.

Of the five VEs, the realistic apartment and the low poly bedroom with garden
VEs are least suitable to function as repeated learning environment. Due to the
clear function of the rooms and the small room space, many target word objects
can only logically appear in a specific area of the VE, making it difficult to
really switch the location of objects and to create a total different dynamic for
each separate learning VE. There is a bit more freedom to place objects logically
inside the barn bar. However, the asset for car for the barn bar is a real size car,
which stands out in the environment and is difficult to place anywhere except
outside where there is limited room for variation. The barn bar is therefore also
not the most suitable VE for the learned context conditions.

Remaining are the uninhabited island and the theatre. Both have as advan-
tage that they are almost entirely empty and that they do not have a strong
affordance regarding a specific placement for objects. The uninhabited island is
located inside a large skybox, where a sphere with an image of a blue sky with
clouds and a sun is shown on the inside of the sphere. The theatre is enveloped
by walls on stage and chairs at the front, making it a closed box in which the
stage is located with no windows, making it also the only VE with no view to the
outside or the possibility to step outside. Because participants in the learned
context condition must go through the chosen VE three times, and a closed off
environment might become oppressive after a while, we choose the uninhabited
island as the first and repeated learning environment.

6.5.2 Order and function of environments

There are three learning environments, of which one learning environment is
repeated three times for the learned context group, and there are two assessment
environments of which one is encountered a week later than the other.

With the uninhabited island chosen as first learning environment, there are four
more VEs that must be chosen as either second or third learning environment,
posttest environment or delayed posttest environment. The uninhabited island
has a realistic style and is seen by participant as the first learning environment.
To present the new context participants with also a different style of environ-
ment, the bedroom with garden and its low poly style was also selected as a
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word learning environment for that group. Next, the theatre was selected for
the posttest environment. The theatre holds both realistic looking objects as
low poly objects, making it an interesting environment to present to partici-
pants from the learned context group who only come across realistic looking
items and participants from the new context group who have seen both. The
barn bar holds also some simple objects and has a simple aesthetic of itself,
providing it with a somewhat similar vibe as the theatre, which is why the barn
bar was selected as the second assessment environment. That left the apart-
ment as another learning environment for the new context group. New context
participants will go through three different learning environments, starting with
the uninhabited island. To mix the style of the environments as much as pos-
sible, the new context group goes then from the uninhabited island VE to the
bedroom with garden VE as second environment, and as third environment to
the apartment, to follow an order of realistic, low-poly and realistic.

6.6 Completing the environments

Target word objects must be placed in a VE to complete the VE as a learn or
test environment that can be used for the experiment. Therefore the VE assets
need to be prepped and target words must be divided over and placed in VEs.

6.6.1 Prepping the environments

After creating the word list and choosing the order of appearance of VEs, it
was possible to continue with the creation of the environments. As mentioned
before, during the word selection it was established that it should be clear what
a target word is in the environment. To accomplish this, all objects that could be
mistaken for a target word were removed from environments with Blender. For
example, the bedroom with garden has many decorative objects, like frames
on the wall, but also a computer, and a lounge chair. Such non-target word
objects were all removed, and if there were multiple representations of objects
that were target words, like how the apartment has of itself six chair/stool
assets, then only one was kept per VE. Objects that could remain were objects
that were part of the building, like doors and windows, and objects that were
in the VE in abundance and spread out, like bushes and stepping stones in
the garden. The apartment has many different chambers, but since there are
only 32 target words, all rooms were closed off with a door, instead of the door
standing open, and only the living room with kitchen and one of the bedrooms
remained reachable for the participant.

All five environments should also have roughly the same walking space area size,
and should provide a similar view on words to keep the two conditions roughly
the same. So words should not all be visible at one glance in one environment.
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Therefore, two small sets were added to the open stage to block the view of
the participant so it becomes not possible to see all words with one look. The
walking area size in the roof barn was larger than the other areas. Therefore,
the roof was lowered and no longer making the top of the stairs available to
go to the balcony. Lastly, the environment should, just like the target word
objects, be stationary to not create a possible unintended favourable learning
condition for one environment over another environment. Therefore, no moving
water was used to encompass the uninhabited island, but instead a flat plane
was used with a water colour to appear like a sea.

6.6.2 Dividing target words over environments

All selected 32 target words have five or more corresponding assets, of which
some assets are already part of an environment. For example, the barn bar
already had a knife and lamp and the apartment had among other things already
a couch and table as furniture. However, the assets for the target words that
were collected still needed to be divided over the environments that did not
yet have that target word. Due to starting the search for assets with only low
poly assets, it was possible to provide the bedroom with garden environment
with an entire set of low poly objects. Realistic looking items were divided over
the uninhabited island, apartment and barn bar, with stylish and new looking
items going to the apartment, old-fashioned looking items going to the barn
bar, and broken, mended and random items going to the uninhabited island.
The assets still left were a mix of low poly and realistic objects, but since the
last environment is a theatre, and props can come in many different colours
and flavours, a colourful mix of both low poly and realistic was selected for the
theatre. The size of objects was also not always consistent with their non-prop
counterpart to strengthen the feeling that the theatre is filled with props.

6.6.3 Placing target words in the environment

Target words objects are placed in a VE with the purpose that a participant
is able to find a rationale behind its placement. For example, there are three
versions of the uninhabited island for the learned context group and the target
word objects are placed differently in each environment. Each island tries to
convey a different personality for the person who must once have inhabited the
island. One island has the telescope in the middle of the island, with a chair and
glasses next to it to see clearly through the telescope. A bag is already packed
in the boat to leave at any moment as soon as a ship is spotted. Simple objects
like a toy car are placed aside as unwanted distractions. Another island tries
to show more the spirit of someone who has accepted their fate and who has
tried to make the most of it. They have made a chill corner with the bookcase,
a sofa, and on a table next to it are a teapot and a lamp for easy reading.
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Objects are also mixed up for each environment, for both conditions, to not be
next to the same object in another environment. The only exception on this
are the bookcase and books, which can always be found together, just like how
their Japanese words are similar and belong together. A complete overview of
the visual representations of all target words in each of the environments can
be found in Appendix B. An overview of every filled learn and test environment
can be found in Figure 24 and additional images of all VEs can be found in
Appendix C.

6.7 System functionality

Different functionalities to make the system work are discussed in this section.

6.7.1 Word activation

Pointing a ray cast on an object and holding a button on the controller must
activate a word, so show the L2 written word of the object together with its
English translation while playing the L2 audio form. This functionality was
implemented for all target words in learning environments. If a participant
activates a target word object, a black line goes from the object towards the
L2 word, as can be seen in Figure 25, to indicate that the object and the
word belong together. The black line also underlines the L2 word. Under the
underlined L2 word there is an English translation that is smaller than the L2
word so it does not ask for as much attention. The words and the black line will
always rotate with the head position of the participant, so the words are always
readable regardless of the participant’s positions. The audio is played once and
the texts disappear if the ray cast is not pointed on the object any longer or if
the participant lets go of the button. If participants want to hear the spoken
L2 form again or read the texts once more, then they must activate the object
again.

6.7.2 Word fill-in

Words need to be filled in by participants as text input in the test environ-
ments. One text field was therefore added to each target word object in the
test environments. The corner of a text field always touches the surface of the
target word object it belongs to so participants know for which target word
they need to provide input. A few examples of empty text fields connected to
their target word object can be seen in Figure 26. Clicking a button on the
controller while pointing the ray cast on a text field spawns (i.e. the creation
of a character, item or NPC in a VE) a virtual keyboard in front of the partic-
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Figure 24: A: The three learned context learn VEs. B: The three new context
learn VEs. C: The two test VEs.




chouchou

'\butterﬂy

[

Figure 25: The target word object for butterfly which is currently activated.

ipant. Letters can be selected from the keyboard with the ray cast and input
appears inside the text field. The keyboard can be removed again by clicking
close or enter. Participants are asked through a text field inside the VE, which
also explains the workings of the test, that they fill in an x behind an entry if
they already knew that word prior to participating. The delayed posttest envi-
ronment has the same workings as the posttest environment, with the exception
that participants do not need to fill in an = behind words that they knew prior
to participating any longer, because all text fields where an z was filled in by
the participant in part one are now removed.

6.7.3 Portal system

Users need to be moved to different VEs to go from one to the next. Participants
in learning environments are allowed to leave the VE after they have interacted
with each target word object at least once. If participants have fulfilled this
requirement and use the toggle button to check if they have found everything
then a button will spawn below the toggle button with the text open portal.
Similarly, participants cannot leave the test environment until something has
been filled into every text field to ensure that participants have seen all target
word objects on which they will be tested. If they do not know a word then
they must fill in a dot (i.e. .), so the text field is not seen as being empty.
After all text fields have been filled a button will again spawn with the text
open portal. The participant can choose when they want to open the portal to
continue, so it is possible to continue learning or check all filled in words a last
time if participants choose to do so.
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Figure 26: Empty text fields connected to target word objects in the theatre
test VE.

To not startle the participant by teleporting them without warning to the next
location, the user should make the decision themselves to be teleported. There-
fore a clear indication is needed that doing a certain action will teleport the
user. To create the idea of something being a portal an asset was used that
has many colourful particles going up in a circular shape, as can be seen in
Figure 27, providing it with a feel of something otherworldly. Using the open
portal button would make this portal asset appear in the VE. By stepping into
this cocoon of light users are then moved to the next VE.

6.7.4 Restricting the user’s movement

The movement of users is restricted through the placement of invisible blocks
around the walking area which the participant cannot bypass. In the uninhab-
ited island VE participants cannot enter the water or climb or teleport to high
rocks. The garden of the bedroom with garden VE is encompassed with a fence
without a garden gate. The bedroom has a door that is closed and cannot open.
The apartment also has many closed doors of which none can open. In the the-
atre it is not possible to move further than the stage, while in the barn bar it is
possible to go outside, but participants can only move on black stone slabs that
are close to the side of the building.
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Figure 27: Portal asset.

6.7.5 Collecting data

The input of all filled in text fields, together with the number of clicks for
each target word object for each location, are stored in one text asset in a
location inside the experiment world that is not reachable by the participant.
The number of target word objects a participant had already found before using
the toggle button to check if there are any words left is also stored. A low
number could indicate that the participant did not explore the environment,
which would make their entry invalid if their behaviour would differ too much
from other participants. The username of a participant is also stored so their
participation in the first and second parts of the experiment can be linked to
each other. Furthermore, the time duration for each part of the world is stored
and the date is stored so it is possible to send reminders to participants for the
second part of the experiment a week later.

All data that is collected inside the world is connected to a cube asset in a room
that participants reach last when going through the experiment world. The cube
is blue in the learned context world, purple in the new context world and yellow
in the delayed posttest world to keep conditions easily apart. The cubes are
the only assets that a participant can manipulate, so pick up and move around.
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By holding the asset the participant can send it to the researcher through the
in-game message system of Neos VR. Since all data collection assets are linked
to the cube, those are also sent along with the cube.

6.8 Introduction and break room specifics

Participants should first become familiar with the controls and the workings of
the system so they can focus fully on learning words when being in a learning
environment. Therefore, an introduction room is created to explain to the
participant the specifics of the system and what is expected of them before
beginning the experiment. Here participants are also asked for demographic
information. Next to the introduction room a break room is created to provide
participants with the possibility to take breaks between learning.

6.8.1 Explaining the system to the user

It is undesirable to put the user immediately into a learning environment, where
they need to focus on learning words, without them understanding the controls
and workings of the system yet. Therefore an introduction to the workings of
the system in a separate VE is necessary before starting the learning process.
A historical temple-like room with four elongated windows on one side was
chosen to function as the introduction room. The temple-like room has a high
ceiling and windows to avoid a feeling of being locked up or closed off, as this
is the first VE a participant will see and the VE should feel inviting and safe.
The introduction room has three functions: (i) obtaining relevant demographic
information from participants, (ii) teaching users about some Japanese language
facts that are nice to know for the experiment, and (iii) conveying to participants
how to interact with the environment and objects.

Upon entering the experiment world the participant starts in the middle of
the room at location (1), see Figure 28. At locations (2) to (5) they will fill
in demographic information, at location (6) they learn about Japanese as a
language, and at locations (7) to (12) they are educated on the use of the system.
Showing all this information at once will make it difficult for participants to
understand what is expected from them in the introduction room. Therefore
everything is still hidden from the participant when they enter the room, except
for the information located at (2), shown in Figure 29.

At location (2) the participant is asked to choose between a teleport locomotion
or a walking locomotion, and to choose between doing the experiment sitting
or standing. The participant is asked to choose on basis of what makes the
experience most comfortable for them. Providing answers to both questions
spawns a button underneath those questions with the text Begin.
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Figure 28: Top-down view of the lay-out of the introduction room with every-
thing visible.

Clicking the Begin button from (2) spawns an information text with informa-
tion regarding what to expect from the introduction room at (3) with a con-
tinue button underneath. Clicking the continue button spawns at location (4)
the question what the participant’s proficiency in Japanese is, with six levels to
choose from. Choosing either I have none / I know a few words or I'm a begin-
ner will spawn a text underneath that tells the participant they can continue.
Choosing one of the four higher levels of proficiency will warn the player that
they can continue, but that it is likely that they will not meet the condition
that they should not know more than twelve words for their results to be taken
into account. The participant is then allowed to choose if they want to run
the risk of their results not counting or not. Whatever option they chose, at
(5) more questions will spawn. Here participants are asked to fill in their first
and optionally their second language and their age range. After answering each
question a request will spawn at (6) to perform a sound check by pressing a
button with play sounds on it. Pushing the button plays a sound fragment of a
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Figure 29: The introduction room as it is seen by the participant upon entering
at location (1).

cow mooing and a cat miaowing. Playing the sound will also make a question
appear about which sounds they heard, together with ten possible answers of
which the participant can select as many as they want, and they can push a
button with the text done below the options if they are finished.

The button done of (6) spawns two Japanese language facts at (7) that are
useful to know during the experiment. One, that the experiment will not use
a Japanese script but instead will work with a script with Latin letters which
is called romaji in Japanese. Two, that the same word in Japanese can mean
both the single and plural variant of a word, which should explain why some
learning environments show a single target word object for a target word while
another learning environment can show multiple objects for that same word.
For example, the uninhabited island shows one shoe while the bedroom with
garden after that has two shoes while both teach the Japanese word kutsu. It is
also mentioned that the provided English translation is always in single form,
but that they should remember that in Japanese it can be both. There is a
button below this information with continue, which toggles on the information
at (8).

The information at (8) is accompanied with the object of a mug. The infor-
mation text explains to the user how objects can be activated, and asks the
user to activate the mug three times by pressing the primary button of their
controller while holding the laser on the mug. As long as the trigger is pressed
and the laser is on the object, the textual form of the word mug in Japanese (i.e.
magu) can be read, while the word can be heard once. Pressing the mug again
activates the pronunciation recording again. After activating the mug three
times an information text field appears at (9), together with a toggle button.
Here the participant can read about what to do to check if they think they are
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done with all the objects in the scene, and how toggling a toggle button will
make glowing orbs of light appear next to missed objects. A new object spawns
close to (2) for demonstration purposes when the participant tries this button.
After finding the so-called missed object, a cat in the corner of the room, and
activating the cat to see its Japanese word (i.e. neko), more information will
spawn at (10). Now a copy of the toggle button is also spawned next to this new
information, but now with an added button beneath that says open portal. The
information explains that the button will appear after activating all the words
in an environment at least once and after using the toggle button to check if
everything has been found. The participant is then invited to use the button,
upon which a last information text field spawns at (11), together with a portal
at (12). The information at (11) conveys to the participant that they should
only use the open portal button if they think they are finished with an environ-
ment. The information also provides the participant with an overview of what
to expect from here on, so that they will three times go through a learning and
break environment, followed by a fill-in environment and lastly will go to an
environment to save their data. The participant is asked to step into the portal
if they are ready to begin.

In the second part of the experiment the participant makes the delayed posttest.
The introduction room for the second part of the experiment contains much less
information as most information from participants is already obtained in the
first introduction room and the workings of the system are not repeated in the
second introduction room. Instead it is expected from participants that they
still remember these, but non-experienced IVR participants are able to ask for
a reminder regarding controls from the researcher when doing the second part.

The spawn location of participants is again at (1) in the second introduction
room with info already being present at (2). At (2) the locomotion type and
standing or sitting position in real life are asked and a small text field in-
forms participant that this experiment part will have one test environment to
go through. An open portal button below the small text field enables the par-
ticipant to open up a portal to the delayed posttest VE.

6.8.2 Break rooms

Users receive much new information to process when going through the learning
environments. Therefore, a learning environment is always followed by a break
room to provide participants with a moment where they can take a rest from
learning. Thus the break room should not include any stimulating views that
call for attention. Therefore, the break rooms are a simple low poly shape with
rising walls on the side to act as natural barriers for the participant. A counter
that counts the number of minutes, starting from the moment the participant
entered the break room, communicates the current duration of their break to the
participant. How the break room is encountered by participants upon entering
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can be seen in Figure 30. Non-experienced IVR users are expected to go out of

Figure 30: Lay-out of the break room.

IVR at this point so they can take a break away from IVR. However, as IVR
experienced participants have less to worry about IVR discomforts [45], there is
a chance that they will choose to stay inside IVR, thus inside the break room.
Therefore, a video player is included in the break room where participants can
watch a video of rabbits playing around. There is no wild action that demands
the attention of the viewer in the video and the sound of the video only includes
wind rustling and bird song. The original rabbit video,?* which has a duration
of one hour, was cut into three parts of fifteen minutes to provide each of the
three break rooms with its own video with rabbits, so there is always something
new to watch. After fifteen minutes the video will disappear as the maximum
break duration has been reached. The counter stops counting at fifteen minutes
and a new message appears to tell the participant that they should open up the
portal and continue on.

6.9 Conclusion

A system called Wics was created based on the identified requirements for a sys-
tem to be used in the proposed experiment discussed in Chapter 5. Wics first
teaches participants about the workings of the system inside an introduction
room which is specifically designed for this purpose. After becoming familiar
with the workings of the system and the controls, words can be learned through-
out three VEs, which are three uninhabited island VEs for the learned context
condition and which are an uninhabited island VE, bedroom with garden VE

24 Bunnies Playing - 1 HOUR of Relaring Bunny Cam Video! by Hook’s Hollands on
YouTube: https://www.youtube.com/watch?v=Z-1NpnOLe10
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and apartment VE for the new context condition. Wics also provides partici-
pants with a break opportunity between each learn VE. Target words are tested
for the posttest in a theatre VE and for the delayed posttest a week later in
a barn bar VE, which are both new contexts for all participants. How partici-
pants are recruited for the experiment and how the data from the experiment
is analysed is discussed in the next chapter.
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7 Method

Participants are recruited with both IVR experience as without any experience
to do the experiment. How we reached out to possible participants and what
the exclusion criteria for participants are is discussed in the next section. The
specific equipment used to run the system and do the experiment is mentioned
in Section 7.2. The process a participant went through from the beginning of
the experiment until the end is discussed in Section 7.3 and in Section 7.4. How
the data received from participants will be analysed is discussed in Section 7.5.

7.1 Recruitment of participants

Non-experienced IVR participants were sought through word-of-mouth and an
information brochure. Experienced IVR participants were sought within the
Neos VR community through the Neos VR Discord server and a published
world for promoting the experiment in Neos VR that was accessible for all Neos
VR users. On the Discord server a call for participation was sent in the edu-
science channel, where a description of the experiment was provided, as well
as specifics regarding the expected duration of an hour and the specifics on
how to sign up for participating. In the published promotion world Neos VR
users were spawned inside the temple interior of the introduction room upon
entering the world. The promotion room contained textual information about
the experiment, a link to the consent form, three L2 word objects to learn, a
portal visualisation and a promotion poster, and can be seen in Figure 31. All
persons needed to do, if they wanted to participate, was to open a link that
was provided in each message which led to a consent form and an information
document with detailed specifics about the experiment. No participants were
promised any kind of compensation, and no compensation was given at the
end of the experiment. Our study was approved by the ethical committee of
Electrical Engineering Mathematics and Computer Science (EEMCS) of the
University of Twente (RP 2021-223).

Participants were excluded from participation if they were younger than 16
years of age. Data of participants that met one of the following criteria were
not taken into account for the results: (i) the participant could hear no sound in
IVR, (ii) the participant toggled on the glowing lights before activating 20 words
in any of the learning environments, (iii) the participant knew more than twelve
target words from the experiment before entering the first learning environment,
and (iv) the participant only completed the first experiment part and did not
complete the second experiment part.

The age of participants was checked by ensuring that the box on the consent
form, in which participants indicate that they are at least 16 years of age,
was ticked. Whether a participant could hear sound in the experiment world
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Figure 31: Promotion room for participating in the experiment for Neos VR
users.

was checked by letting participants hear two animal sounds in IVR and by
letting them choose from a list of ten animals which two animals they just
heard. How many words were activated before a participant checked if they had
found everything was tracked within the experiment world. How many words
participants knew prior to participating was checked by instructing participants
to indicate which words they already knew during the posttest.

7.2 Equipment

Neos VR user participants used their own hardware for Neos VR. Non-experienced
IVR participants travelled to a location where a room contained a desktop, mon-
itor, mouse, two VIVE base stations, one HTC VIVE (2016) headset and two
VIVE motion controllers. Participants only interacted with the headset and
two motion controllers. Participants were asked to bring their own earphones
for hygienic reasons. The desktop with monitor and mouse stood in one cor-
ner of the room to allow the program to be run and the monitor allowed the
researcher to maintain an overview on the happenings in the IVR environment
of the participant. A space was cleared in the middle of the room for the IVR
play area in which the participant could move freely with their arms around. A
chair stood in the middle of the IVR play area for the participant to sit on, as

97



sitting reduces the chance for IVR sickness as opposed to standing. Neos VR
was run on Windows 10 with release 2021.11.10.1253 of Neos VR.

7.3 Procedure for part one

Non-experienced IVR participants were welcomed into the prepared physical ex-
periment room and received a short explanation regarding the IVR introduction
room they would start in. The researcher then helped them with putting on
the headset and providing them with two motion controllers. Participants then
went through the introduction room inside IVR while the researcher stayed in
the physical experiment room and watched what the participant did and looked
at on the monitor. The researcher provided guidance on how to move around
inside the VE and provided tips on controller specific interaction possibilities,
while the participant could also ask any questions they might have. Once the
participant reached the end of the introduction room and opened the portal, and
felt like they understood how to move around in IVR and how to use the con-
trollers to manipulate the environment, the researcher left the room to provide
the participant with a safe space to do the experiment. This was done because
it could be that a participant is shy with repeating the Japanese words out loud
with the researcher present, or that they feel watched and judged which might
skew the results.

Experienced IVR participants who were Neos VR users and own a headset of
themselves were already able to make use of Neos VR and understand its work-
ings, so did not need a researcher to setup the IVR equipment or to explain the
workings of Neos VR. Instead, Neos VR participants were sent the experiment
world orb for the first experiment part through the Neos VR message system
from which they could retrieve the world orb to enter the world. They then
also started in the world in the middle of the introduction room. The same
worlds were used for all participants and the entire experiment took place in
IVR, although participants were free to remove the headset during breaks.

The order of VEs which a participant goes through can be seen in Table VIII.

7.3.1 Introduction room - part one

The participant starts in an introduction room, which looks like an histori-
cal temple room with four elongated windows on one side. The participant is
spawned in the middle of the area with a few text fields where they fill in if
they use the teleport or walking locomotion and if they are sitting or standing
in real life. They continue on to an information text regarding what to expect
from specifically the introduction room they are in, and fill in their proficiency
in Japanese. They then fill in their first language and optionally their second
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TABLE VIII
THE VES IN THE EXPERIMENT AND THEIR ORDER OF APPEARANCE, WHICH
MATCHES THE ORDER OF THE EXPERIMENT SETUP SHOWN IN TABLE IV.

Part one
Learned context \ New context
Introduction room - part one
Uninhabited island v.1
Break room 1
Uninhabited island v.2 | Bedroom with garden
Break room 2
Uninhabited island v.3 \ Apartment
Break room 3
Theatre
Save room - part one

Part two
Introduction room - part two
Barn bar
Save room - part two

language and their age range, which is followed by a sound check. They then
read a bit of information about Japanese and practice activating a target word
object with a mug asset. Next they receive an example of how a missed target
word object looks and how it will have a glowing light next to it if the partic-
ipant toggles a button which will show all missed words. The participant also
reads about how they can open a portal with a button if all words are found
and can press the button to spawn a portal. Lastly they read an overview of
what to expect from the experiment after which the participant is invited to
step through the portal to go to the first learning environment.

7.3.2 First learning environment

The portal brings the participant to the first of the three learning environment,
which looks like an uninhabited island with objects strewn about by a previous
washed-up island dweller. The participant learns each of the 32 target words
that are included in the VE by placing their ray cast on a target word object
and clicking and holding a button on the VIVE controller. This action shows
the corresponding L2 text word form and English translation belonging to that
target word object. After the participant feels like they have seen all target word
objects they toggle a button to see if they are right. A text above the button
tells them if they have indeed seen all target words or if they need to explore a
bit more. If they need to explore a bit more then a glowing orb appears next
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to each missed target word object. After gaining an indication from the toggle
button text that there are still target word objects that have not been activated,
the participant toggles off the button if they want to explore further without
the provided missed target word indicators. They leave the button toggled on
if they want to see which word exactly they have missed. An example of how
a room can look where all target word objects are indicated as missed can be
seen in Figure 32. After activating all target words the participant sees an open

Figure 32: A room where all target word objects are indicated as missed.

portal button appear beneath the toggle button if it is toggled on. All three
possible toggle button states are shown in Figure 33. The participant decides if
they are finished with learning words in the VE. If they are not finished, they
continue learning the words, and if they are finished they press the open portal
button to spawn a portal. They then enter the portal to go to the first break
room.

7.3.3 First break room

In this first break room participants read about the risk of having to process
too much information and the importance of breaks and they are informed that
the break duration has a minimum of three minutes and a maximum of fifteen
minutes. Participants can read from a counter how many minutes have passed
in their break. An open portal button appears after three minutes below the
informative text. There is also a video in the break room with rabbits hopping
around that the participant can turn on if they want to watch it while spending
their break in IVR. However, especially non-experienced IVR participants are
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you've seen
found there are still everything

everything? some words left
(search for @)

/ Open portal /

Figure 33: All three possible toggle button states: default state (left), after
toggling the button on while missing target words (middle), and after toggling
the button on while missing no target words (right).

recommended to take a break outside of IVR to reduce the risk of negative effects
of IVR occurring. To do this, they can take off the headset by themselves, which
was practised while the researcher was still present at the start of the experiment,
and they can also put the headset back on by themselves when they want to
continue. However, it is always possible to call the researcher if help is needed
in any way. After 15 minutes of break time have passed the video disappears
inside the IVR environment and a new text appears below the informative text
with the request to please open and enter the portal. After clicking on the open
portal button a portal will again open which the participant enters to continue
on to the second learning environment.

7.3.4 Second learning environment and break room

The second learning environment different for each of the participant groups.
The new context group spawns in low-poly bedroom with garden VE while the
learned context group spawns on a second version of the uninhabited island
from the first learning environment where all target word objects now have a
different location. However, participants go through the environment in exactly
the same manner as in the first learning environment. Once all target words
have again been activated at least once and the participant checks if they have
found everything, participants choose to open the portal when they feel ready
to continue to the next break room. After entering the portal they see a second
break room that is almost exactly the same as the first break room, with the only
differences being that there is a different rabbit video and the information text
now communicates that they are in the second break room. The participant
enters again the portal when they feel like their break has been long enough
and between three and fifteen minutes, which brings them to the third learning
environment.
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7.3.5 Third learning environment and break room

The third learning environment also differs for each participant group. The new
context group spawns in a realistic looking apartment VE while the learned
context group spawns in a third version of the uninhabited island where again
all the locations of target word objects are different from the previous island
versions. Everything in the third learning environment is again repeated for a
third and final time and participants go to a third break room after entering the
portal. They can see a new rabbit video during their break and open a portal
after feeling finished with their break. Stepping into this portal brings them to
the next VE.

7.3.6 Test environment - part one

Both participant groups teleport after the third break room to the same test
environment. The spawn point of the participant is in the middle of the stage
with a clear view to a text placed on a wall that explains to the participant the
purpose of the environment. The participant reads that it is expected of them
to fill in all 32 text fields that are present in the environment, where each text
field is connected to the target word object that it belongs to. If the participant
does not know a word then they should fill in a dot (i.e. .), and if they already
knew a word they should fill in a letter z after it. Participants are also informed
that the open portal button will not appear until all text fields have been filled.
If participants have filled in something in all 32 text fields, and also feel satisfied
with what they filled in, they can use the open portal button to open a portal
to continue on.

7.3.7 Saving room - part one

Participants always end the experiment in a saving room that has the same
interior as the introduction room, however, now it only has one wall filled with
information in two parts. The first part asks the participant if they want to get
reminders about the second part of the experiment that must be done a week
later. There is a toggle button that they can turn on if they want reminders
through the Neos VR message system, and there is an empty text field where
they can fill in their Discord username or email if they want reminders through
Discord or email. Reminders are promised to be sent on both day six and day
seven after participating, so on the day before the second experiment and on
the day itself.

The other information part has large and red letters with /Important! written
above it to draw the attention of the participant towards it. Here an informative
text explains to the participant that they first need to send an asset, namely a
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large cube that is placed next to the cube, to the researcher before closing the
experiment world. There are also instruction on how to send the asset. The
warning text, instructions and the cube asset for saving can be seen in Figure 34.
After sending the asset the participant closes the experiment world without

Please send the big cube next to this message backto the
researcher (usermame: Thérése),

You can do this by first going to the Contacts menu and then to our]

conversation. Then grab the cube with one hand and click with the

laser of the other hand on the green plus icon (bottom right of our

conversation). Then wait until the cube is ploaded and everything
is again ‘All Synced

[Please also save the cube to your inventory in case something goes
wrong with sending the asset (when the background of the sent
asset stays red instead of becoming orange after syncing).

Please do not take a further look at the cube until after you have
completed the second part. If you're curious, the cube can then
provide you with your statistics regarding the experiment

The world orb for the second experiment will be sent to you within
afew days.

part 1 is now finished! Thank you again, and hopefully until next
week, Please do NOT save the world when leaving, as this will take
up a large chunk of your avallable storage in nes.

i itisi r ing the next week
il n: it is important that during t 4
No{g:caacttri(:e the)apfnese words from the experiment further.

you do

Figure 34: The warning text, instructions and cube asset for saving in the saving
room as encountered by participants in the new context condition.

saving, but before leaving there is a last message underneath the information
text that reminds the participant that they should no longer actively try to
learn or repeat the words in their head.

7.4 Procedure for part two

A week after participating in the first part participants are asked to go through
the second part of the experiment in which the main activity is going through
a second test environment. The pre-IVR process is the same as for the first
part of the experiment, where the researcher is present while the participant
goes through the introduction room so questions can be answered, but where
the researcher leaves when the participant goes to the test environment to allow
for privacy while testing.

7.4.1 Introduction room - part two

The introduction room of the second part of the experiment has the same in-
terior of the ancient temple. Here the participant starts again with questions
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regarding their locomotion and standing or sitting position, and answering those
will reveal an informative text about what to expect from this second part of
the experiment, namely going through another test environment. Beneath this
text is an open portal button which the participant presses to open a portal to
go to the next VE of the experiment.

7.4.2 Test environment - part two

The environment of this second test environment is a barn with a bar inside
it that is located in the middle of a desert canyon environment. Participants
are spawned close to a text field so they read that they should fill in all text
fields and type a dot (i.e. .) if they do not know a word. Looking around
they see a text field attached to each target word object that they have learned
in the previous week. After filling in all text fields an open portal button will
once again spawn which the participant pushes if they feel ready, which opens
a portal to continue on to the last environment.

7.4.3 Saving room - part two

Similar to the saving room from the first experiment world, the participant is
asked to send an asset to the researcher, which contains all necessary data. The
participant is then thanked again for participating and is told through text that
from that moment on they can take a look at the sent assets, if they would like
to do so, to see the data collected in the experiment.

7.5 Analysis

Words filled in for the posttest and delayed posttest will be scored with 1 point
if the answer is phonetically correct, 0.5 points if the answer is almost correct
(i.e. one syllable is wrong or missing), and 0 points if the answer is incorrect,
similarly to Ogma [8] and ObjectManipulation* [78]. Points are assigned by the
main researcher. We are only interested in the improvement of participants, so
if participants already know words prior to participating, we correct the score to
not count those prior known words in the score. We call this corrected score the
performance score of a participant. To calculate the performance score we trans-
form the initial score into a performance score percentage by dividing the initial
score with 32 minus N words that are known prior to participating. For exam-
ple, if a participant knew 6 words beforehand, and has scored 18 points on the
words they did not know beforehand, then their performance score percentage is
18/(32 —6) * 100% = 69.23%, whereas their score would be 24/32+100% = 75%
without the correction.

104



The performance and retention scores seems to be close to normally distributed
continuous data, however, is expected to break parametric assumptions due to
a skewed data set.?® Therefore, the performance score is dealt with as ordinal
data and we use a non-parametric test to compare between the independent
new and learned context conditions using the Mann- Whitney U test [89)].

The time spent in total for the learning environments, the time spent in total for
the break rooms, and performance scores for the posttest are compared between
the new and the learned context group using also a Mann-Whitney U test for
determining if there are significant differences between the two groups for these
topics.

With the performance scores for the posttest and the delayed posttest the word
retention for each participant is determined by calculating delayed posttest per-
formance score/posttest performance score. Again we compare this retention
between learned and new group using a Mann-Whitney U test to determine if
there is a significant difference in scores between both groups in the delayed
posttest and thus whether learning with new contexts increases retention.

25Consider the cut-off at 100% and as participation is voluntary, participants are likely to
be more motivated, hence we expect practically no cases where no words at all are memorized.
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8 Results

There are in total 26 participants who started with the experiment. All 26
participants completed the first part of the experiment, while 22 participants
also completed the second part. The four participants who did not complete
the second part of the experiment were excluded from the results, leaving 22
participants in total. There were 6 participants in the learned context condition
and 9 participants in the new context condition who are experienced IVR users
and 5 participants in the learned context condition and 2 participants in the
new context condition who are non-experienced IVR users with no or little prior
IVR experience. The age range for most participants is the age range of 26-30
with 11 participants, followed by the age range of 21-25 with 8 participants and
2 participants with an age range of 56-60 and one participant with an age range
of 61-65. The number of participants in each age range can be seen in Table IX.
There are no participants that did not wish to disclose their age range.

TABLE IX
DIVISION OF AGE RANGE OF PARTICIPANTS.

Age range ‘ Learned | New

21-25 4 4
26-30 5 6
56-60 2 -
61-65 - 1

Two of the 22 participants experienced a world crash in Neos, one during their
second learning environment and one during their second break. The first oc-
curred for an experienced IVR Neos VR participant in the learned context
condition, where the participant quickly went through the previous VEs a sec-
ond time until reaching the second learn VE again, and the other occurred for
a non-experienced IVR participant where the researcher went through the VEs
a second time until the second break area was reached again. The times inside
learn VEs and break rooms of these two participants are left out of the results,
while their test scores are included.

Table X shows the max score, score, and performance percentage per partic-
ipant per condition, as well as the median and standard deviation between
participants for both conditions. The max score refers to the maximum score
a participant could get given the number of words they knew beforehand. Per-
formance of participants in the learned context condition (Mdn = 89.06) did
not differ significantly from participants in the new context condition (Mdn =
79.69) on the posttest, U = 58.5, z = -0.1286, p = 0.8977.

Table XI shows the max score, score, performance percentage, and retention

percentage per participant per condition, as well as the median and standard
deviation between participants for both conditions. Figure 35 shows the box
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TABLE X

POSTTEST SCORES AND PERFORMANCE OF PARTICIPANTS PER CONDITION

Learned New

Participant | Max score | Score | Perf. (%) Participant | Max score | Score | Perf. (%)

L1 32 14 | 43.75 N1 25 15.5 | 62.00

L2 25 24 | 96.00 N2 32 25 | 78.13

L3 32| 28.5 | 89.06 N3 32| 25.5 | 79.69

L4 25 | 19.5 | 78.00 N4 31 30 | 96.77

L5 32| 16.5 | 51.56 N5 32| 30.5 | 95.31

L6 32 28.5 | 89.06 N6 20 19 | 95.00

L7 32 29.5 | 92.19 N7 32 31.5 | 98.44

L8 32 30 | 93.75 N8 32 7 ] 21.88

L9 32| 30,5 | 95.31 N9 28 24 | 85.71

L10 32 6.5 | 20.31 N10 32 17.5 | 54.69

L11 32 30 | 93.75 N11 28 | 16.5 | 58.93

Median 32 28.5 | 89.06 Median 32 24 | 79.69

Mean 30.73 | 23.41 | 76.61 Mean 29.45 | 22.00 | 75.14

TABLE XI
DELAYED POSTTEST SCORES AND PERFORMANCE OF PARTICIPANTS PER
CONDITION
Learned New
Max Score Perfor- Reten- Max Score Perfor- Reten-

score mance (%) | tion (%) score mance (%) | tion (%)
L1 32 14 43.75 100.00 N1 25 13 52.00 83.87
L2 25 19 76.00 79.17 N2 32 12 37.50 48.00
L3 32 22 68.75 77.19 N3 32| 14.5 45.31 56.86
L4 25 18.5 74.00 94.87 N4 31 22.5 72.58 75.00
L5 32 9 28.13 54.55 N5 32| 235 73.44 77.05
L6 32 18 56.25 63.16 N6 20 16 80.00 84.21
L7 32 22.5 70.31 76.27 N7 32 30 93.75 95.24
L8 32 22 68.75 73.33 N8 32 3.5 10.94 50.00
L9 32 30 93.75 98.36 N9 28 16 57.14 66.67
L10 32 5 15.63 76.92 N10 32 9.5 29.69 54.29
L11 32 10.5 32.81 35.00 N11 28 12 42.86 72.73
Median 32 18.5 68.75 76.92 Median 32 14.5 52.00 72.73
Mean 30.73 | 17.32 57.10 75.35 Mean 29.45 | 15.68 54.11 69.45
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TABLE XII
TOTAL TIME SPENT IN THE LEARN AND BREAK ENVIRONMENTS OF
PARTICIPANTS PER CONDITION

Learned New

Learn | Break Learn | Break
L1 - - N1 45 35
L2 59 27 N2 31 13
L3 32 19 N3 20 9
L4 19 19 N4 50 30
L5 71 27 N5 38 23
L6 52 29 N6 25 17
L7 65 20 N7 24 15
L8 54 40 N8 - -
L9 43 18 N9 24 12
L10 9 20 N10 18 11
L11 36 37 N11 27 22
Total 440 256 Total 302 187
Median 47.5 23.5 Median 26 16

plots of both the performance and the retention percentages of both conditions.
Retention of participants in the learned context condition (Mdn = 76.92) did
not differ significantly from participants in the new context condition (Mdn =
72.73) on the delayed posttest, U = 75, z = 0.9053, p = 0.3653

Table XII show the total time spent in rounded down minutes in the learn
and break environments per participant per condition, as well as the median
and standard deviation between participants for both conditions. Time spent
in the learning environments of participants in the learned context condition
(Mdn = 47.5) did not differ significantly from participants in the new context
condition (Mdn = 26) during the experiment, U = 73, z = 1.6996, p = 0.08921.
Time spent in the break environments of participants in the learned context
condition (Mdn = 23.5) also did not differ significantly from participants in the
new context condition (Mdn = 16) during the experiment, U = 74, z = 1.7789,
p = 0.07526.
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9 Discussion and conclusion

We build a dynamic IVR system called Wics where participants learned 32
Japanese words in three learning sessions and were tested in IVR in order to
answer the research question of this thesis:

RQ: What are the effects of recycling words in IVR in learned or new
contexts for retrieving words when encountered in a new context?

With as hypotheses:

H1: New and learned context participants will perform similarly on
the posttest.

H2: New context participants will have a higher retention than
learned context participants.

For H1 we tested the performance of both groups on the posttest when compared
with each other and predicted that both groups would perform similarly. The
new context group performed marginally better (z = 0.1286) on the posttest
than the learned context group, with no significant difference (p = 0.8977).
Therefore, H1 is supported.

For H2 we tested the retention between the two conditions groups by comparing
the retention percentages and predicted that the retention of the new context
participants would be higher. The learned context group even performed a
bit better (z = —0.9053) than the new context group, but with no significant
difference (p = 0.3653). Thus, H2 is not supported.

To answer the research question we set up requirements such as that the system
must provide users with multiple learning sessions, target word visualisations,
and an L2 word form, see Section 6.1 for a full list, where we managed to fulfil
all requirements.

9.1 Learn duration and results

There is no significant difference between contexts on the performance of the
posttest or on their retention rate, with the new context group performing
marginally better on the posttest and the learned context group scoring slightly
better on retention. We identified several possible reasons for how these results
might have come about.
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TABLE XIII
ALL PARTICIPANTS ORDERED BY TOTAL TIME SPENT IN LEARNING

ENVIRONMENTS
Participant Total time spent Indicated
((L)earned/ in learn non-experienced

(N)ew context #) | environment (min) | IVR user

Firstly, when looking at the total time spent by participants in both the learn
and break environments, we see that the learned context group spent substan-
tially more time in the learning environments, but also the break environments.
Although no significant difference in time spent by the learned context group
could be identified with a 95% confidence, we can see a significant difference
with a 90% confidence. Participants were allowed to pinpoint the moment where
they felt ready to continue themselves and no time limit was imposed on them
during the learning environment.

Participants with higher learn times were most often non-experienced IVR par-
ticipants, of which 2 participants were in the new condition and 5 participants
in the learned condition. We miss the times from 1 non-experienced IVR par-
ticipant in the new context condition. All the participants ordered by their
total time in the learning environments reveals that all non-experienced IVR
participants belong in the half that took the most time learning. One possible
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explanation could be that non-experienced IVR participants need more time
in IVR due to unfamiliarity with controls and locomotion inside IVR. How-
ever, most non-experienced IVR participants noted that they felt familiar with
moving around and activating words somewhere throughout the first learning
environment. Non-experienced IVR participants came across as being more ex-
cited due to the novelty of IVR, where some participants noticed their virtual
hands and were impressed by them while others expressed a clear excitement
when seeing the portal asset with moving particles open up in the introduction
room. This excitement might have resulted in more motivation to learn. To
follow this conjecture we use Spearman’s Rho to informally investigate if there
could be a correlation between the total learn time and performance on the
posttest (rs = 0.33434, p = 0.14965) and the total learn time and retention
(rs = —0.03009, p = 0.8998). If at all of influence it seems that if the total learn
duration would have had an influence on the results, then this could have been
on the performance of the posttest, but not on the retention.

There is an indication that there might be a correlation between learning time
and performance on the posttest (p = 0.14965). Most participants in the learned
context condition were also participants with a long learning time. However,
there is almost no difference between the performance of the groups on the
posttest (p = 0.8977). Therefore it is possible that learning in the new context
condition prepared participants better for retrieving words in a new context
posttest, but that this benefit was erased due to participants in the learned
context condition learning for a longer period of time. This is, at first glance,
the opposite of what we expected to see with both hypotheses, as this seems
to indicate that learning with new contexts is more beneficial for word retrieval
shortly after learning, while its advantage diminishes in the long run. However,
only so many word aspects can be learned at a time and learners first create
a form-meaning link with their preferred word form before adding more word
aspects to their word knowledge, as discussed in Section 2.1.2. This form from
the form-meaning link is the textual form or audio form from the L2 word.
If after establishing the form-meaning link there is still room to process more
information, other word aspects as the textual or audio form that was not the
favourite of the learner, or the visual representation of an object, can still be
learned. The strength of these extra learned word aspects depends on learner’s
ability to still take in new information after creating the form-meaning link,
but is expected to be weaker than the form-meaning link. How weaker the link
to information is, how more difficult it is to retrieve, and how easier it is to
forget after time passes, but shortly after learning it is expected to still be in
short-term memory. So if new context participants did have a benefit during the
posttest as opposed to learned context participant, then we expect that it was
this weak but additional word knowledge regarding how a word can be visually
represented that provided new context participants with an extra benefit.

112



9.2 Test observations

All non-Neos VR users, so users who did the experiment with the researcher
present, and some Neos VR users who communicated through Discord, appeared
excited to go back into IVR to do the test because they were curious to see how
much they would be able to remember. Also, participants from both groups
indicated that they wanted to see the next environment and were curious as to
what it would be. This might indicate that testing in IVR, in contrast to text-
based testing, could also increase motivation for wanting to evaluate existing
word knowledge. Something we advise interested researchers to further explore.

Some participants filled in a word on the posttest that was awarded 0 points
due to missing more than one syllable or having more than one syllable wrong.
Some of these words were filled in written exactly the same on the delayed
posttest where the words were awarded again 0 points. However, there is a
form of retention happening here. Participants have stored the words incorrectly
into their memory, and since there is no moment between the posttest and the
delayed test to verify answers, there is no manner for participants to be corrected
on the word they stored for L2. So remembering the incorrect form of L2 a week
later again is also similar to remembering the correct form of L2 a week later.
However, since we did not anticipate for this occurrence, we did not include this
form of retention in our calculations, so now only retention on correct word is
calculated, and not on purely retaining stored word forms. However, as this
research focuses on how learners might perform in an unexpected new context
as might be found during total immersion, a better representation is produced
by only looking at retention of correct words.

Another unexpected occurrence is that words were sometimes filled in correctly
on the delayed posttest after making a mistake in the posttest, and even words
that were filled in the delayed posttest after filling in no word in the posttest.
N5 explained after the delayed posttest an occurrence of the latter, where they
told after the delayed posttest:

I didn’t remember the word for avocado during the posttest and was
confused with the Pokémon called Wishiwashi. It was during the
bike ride back home that I suddenly thought Nooo, that’s not it! It
was waninashi/, and that information has never left my brain from
that point on.

while N6 wrote:

Occasionally memories of the learning world came to mind unprompted,
but I wasn’t deliberately rehearsing anything.
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L1 even had an 100% retention score, while not remembering all the words they
had filled in the week before, but where their forgotten words were countered
with words that were now remembered correctly.

Participants had to go through the second part of the experiment one week
after the first part, so 7 days later. However, in the learned context L3 took the
delayed posttest 8 days later, while from the new context P9 took the delayed
posttest 8 days, P3 9 days later and P5 10 days later. Their results do not
look particularly different from other participants, but the longer waiting time
before testing could have influenced retention.

9.3 Learning observations

Context was defined as (i) the virtual environment and (ii) the visual represen-
tation of a target word. All other aspects were kept the same between conditions
to only let the difference be in the context in which was learned. However, some
participants, indicated that they remembered on the delayed posttest the words
they had learned by searching for the sounds of the word and still hearing the
words as they were said by the audio cues. N6 from the new context group
noted:

I can still visualise and recall the spatial layout and arrangement
of objects (and the environment itself) in the first learning world
pretty clearly. I spent a lot more time in the first one, so it’s not
too surprising to me that my memory of that one is stronger than
the subsequent 2. I can recall the approximate layout of the other
two, and placement of some of the objects, but it’s not as clear.
I only have a strong memory of the visual aspect of some objects
(e.g. the rowing boat from the first world) - for most, the strongest
memory is of the words being spoken. For example, for the knife &
rug I’d probably not be able to pick out exactly which model was
used in that world, but I remember the audio cues very clearly. I
guess because the audio cues were shared across all learning worlds.
When I was trying to learn the words I did quite a lot of sub-vocal
practice and would try to learn a few new ones before going back to
practice the previous few.

N6 thus noticed that they most strongly remembered the audio cues, as those
were repeated exactly the same over the three learning environments and the
participant was sub-vocally practising the words by repeating the audio cues.
Including the audio cues in the definition of context, so the audio cues are
different for each context, might diminish the strong effect that audio now seems
to have had on learning for at least some participants.
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P5 indicated that their ability to visualise objects in their head was low and that
imaginations appeared only dim and vague, which resulted in them almost not
remembering any visual representations of words, but where they remembered
the sounds instead. They wrote:

I think I had a vague recollection of the first boat while I was trying
to recall fune, but I'm generally not a very visual thinker, so for
most of them I was just trying to recall the sounds of the words.
Bouenkyou was one of the difficult ones to remember, and I had no
imagery while remembering it - just tried out mouth sounds until it
felt right.

For them this did not diminish their experience in the new contexts they went
through, as they named it was fun to go through and they wanted to continue
with learning and exploring and seeing what the next environment would bring.

That there are 32 words to learn for each environment was communicated to
participants beforehand. However, as there was much information to take in,
some participants might have thought that it was possible that after the first
learning environment they would have to learn new words that they had not
seen before. Thus some participants indicated that they had spent much time
in the first learning environment to learn everything really well, only to discover
that everything was the same in the next learning environment and that they
had already learned most words well at that point. This expectation and re-
sulting approach might have resulted in quite a different learning outcome than
participants who knew they had still two more learning environments to learn
the words in.

Some participants also communicated their opinion regarding the experience of
going through Wics. N9 wrote:

This was super fun! I loved that the worlds kept changing.

while N5 wrote:

Was a really fun way to learn new words.

and N6 wrote:

It was a very interesting experience - certainly richer than simply
trying to learn a list of words!
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Unlike non-experienced IVR participants, experienced IVR participants also
tended to sometimes name possible improvements for the system as they seemed
to understand more clearly the possibilities IVR has to offer, and therefore to see
missed opportunities. Most often the advise consisted of adding the possibility
to manipulate objects, which was purposefully not included in Wics, but adding
a social aspect to learning or letting objects appear at unexpected places were
also named.

9.4 Limitations

We chose for a between subjects design, as a within subject design would ask
for a large commitment of people, where they go through learning, waiting
a week, delayed posttest, waiting a bit more, learning, waiting a week and
another delayed posttest. However, a within subject design will counter people’s
individual learning differences much more. Because our sample size is small,
there is more influence of individual learn preferences on the results. We divided
participants randomly over groups to avoid bias, but this can have resulted in
an unequal division of participants with specific learning differences.

There was no check on participation of Neos VR participants, as everything
occurred outside of the view of the researcher. There is known how much time
they should have been in an VE, the number of activation of objects, after how
many activated objects it was checked if everything was found and on which
dates the participant participated. But there was, for example, no control on if
someone cheated on the test, if someone took a break outside of the break rooms
or if someone was talking with somebody else during learning or was otherwise
occupied.

Wics can only really depict a large variety of material objects easily, so it would
be difficult to depict words like impression or appearance. Meaning that not all
words can be learned in the current system.

9.5 Future work

There might be a possible advantage for studying in new contexts if learners
have ample opportunity to also add the visual representations to their word
knowledge. Future research looking into recycling words and different contexts
would be advised to either take more time between learning sessions so knowl-
edge regarding word aspects can be processed before continuing with the next
learning sessions. To prevent some participants learning to their heart’s content
and going far beyond other participants regarding learning effort, some form of
a time restriction is also recommended.
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It is also recommended to test for visual imagery vividness to divide or exclude
participants based on their visual imagery possibilities. Learners with a low
ability to create visual images in their mind are expected to not experience
an advantage for learning with visual object representations for the long term,
although they can still benefit for the enjoyment of going through environments
in IVR to learn target words. A well-known test for testing the strength of
visual imagery of people is the vividness of visual imagery questionnaire. [90]

To avoid creating learned contexts for the word aspect for which a participant
has a learning preference, so to enable participants to create a really strong con-
nection to one word aspect, it is recommended to also change the context for
other word aspects. By changing the voice and intonation of audio cues, partic-
ipants cannot continue strengthening one specific voice instance for each target
word. Perhaps changing the font would do something similar for participants
with a learning preference for the textual form.

We have been quite mild with using the possibilities of IVR for this research
to focus specifically on recycling words in different contexts. However, IVR
has many possibilities to show objects or virtual environments. Other research
might study possible effects when switching contexts much more quickly, letting
a teacher change the content of a context live, or to continue on into the realm of
impossibilities, where some objects behave or are placed as they would normally
not.

9.6 Conclusion

In this research we looked at recycling words in IVR in a new context, where
for each learning session each of three VEs and the visual representations of
objects within was changed, and recycling words in a learned context, where
the context was kept the same each learning session. Two tests also took place
within IVR and happened in a new context so learning in both contexts could
be tested for an unexpected situation as can be encountered in real life. One
test was a posttest taken after the three learning sessions and the second test
was a delayed posttest taken one week after the first posttest.

A system called Wics was built so participants could go through either three
new contexts learning environments or one new context and two learned context
learning environments. Each learning environment contained the same 32 target
words as visual representations. Participants could explore the environment
and activate target word objects to hear and read their L2 and read an English
translation. Participants were tested in a similar environment, but where target
word objects could not be activated. Instead, target word objects had text
fields connected to them where participants could fill in the L2 of the target
word object.
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Participants were scored on performance for the posttest and retention was
determined by also looking at the delayed posttest. There was no significant
difference for performance on the posttest between conditions, nor on reten-
tion. There was also no 95% significant difference for total time duration spent
in learning environments, nor for break environments, but there was a 90%
significant difference seen where participants in the learned context condition
learned longer and took longer breaks. Participants were allowed to pinpoint
the moment they felt ready with learning the presented target words, to allow
for differences in IVR familiarity and learn differences, which made it possible
for a difference in learn duration to occur.

When taking a closer look at possible correlations based on informal investi-
gation between learn time and performance on the posttest and retention then
there are indications that a longer learn time could have benefited the perfor-
mance score, but not the retention. Therefore there is a chance that learning
in a new context was more beneficial in Wics for retrieving words during the
posttest in comparison to learning in learned contexts. This could possibly be
caused by providing too many new word aspects at once, where the visual repre-
sentation word aspect, being not the first word aspect to be stored into memory
for learners, is only stored minimally and is mostly lost over time. Therefore,
it might be worthwhile to provide learners with ample opportunity to process
words between learning sessions so multiple word aspects have a similar oppor-
tunity to be stored in memory. However, future research is needed to support
or disprove such speculations.

For as far as we are aware, Wics is the first IVR system to provide learners with
multiple learning sessions where words are recycled, where learners have control
over their own learning by being able to activate indicators for missed words,
and where the posttests are also inside IVR. Participants showed enthusiasm
for going through the learning environments, discovering which virtual environ-
ment would wait for them next and looked forward to testing themselves in a
new IVR environment a week later. The possibility of IVR to change VEs with
ease should not be overlooked by language learning researchers as it can keep
motivation up while providing learners with many contexts to learn, whether
they switch contexts consecutively or repeat one context a few times. Further-
more, as participants showed a clear enthusiasm for going back in IVR to do the
posttest, studies might consider to do their posttest(s) also in IVR, to base the
results on a test method that compliments the learning method that is studied.
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A Overview of IVRALL-+VA studies

The following table contains an overview of characteristics of the sixteen IVRALL+VA
studies that were considered during this research.
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B Overview visual representation of target words

An overview of the visual representations of all target words per environment are
shown in the image grid on the pages below. Each row in the grid corresponds to
a specific target word of which the name and Japanese translation is shown to the
left above each row. Each column in the grid corresponds to a specific learning
or test environment. From left to right, the columns represent: uninhabited
island, bedroom with garden, apartment, theatre, and barn bar. Note that the
yellow labels attached to the visual representations in the theatre and barn bar
environments are text fields and were used to fill in the words in the posttest
and delayed posttest respectively.



avocado - waninashi

bag - kaban

ball - tama

bed - beddo

boat - fune

book -hon




bookcase - hondana
.
broom - houki

butterfly - chouchou

camera - shashinki

car - kuruma

chair/stool - isu

. .




chest of drawers - tansu

coin - kouka

couch - nagaisu

desk - tsukue

earth - chikyuu

fish - sakana




flower - hana
garbage bin - gomibako

glasses - megane

knife - naifu

lamp - ranpu




mushroom - kinoko

¢
. . | .
/
/

pinecone - matsukasa

.

rug - juutan

shoe - kutsu

table - tebburu

teapot - chabin




telescope - bouenkyou

television - terebi




C Overview VEs

Images of respectively the uninhabited island as seen by all participants, the
bedroom with garden, apartment, theatre, barn bar and the second and third
island of the learned context condition.
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