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ABSTRACT
Nowadays there are many smartphone apps that let users
journal their food intake. However, unlike most quanti-
fied self apps, food trackers still require a lot of manual
work. All this manual journaling could deter users from
regularly tracking their food intake and potentially living
a healthier life. In this research, an optimal app design of
a food tracker where as many functionalities as possible
are automated using the smartphone camera is explored.
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1. INTRODUCTION
When trying to lose, maintain or gain weight efficiently,
tracking energy intake and macronutrients of food is a
must [1]. Traditionally, this used to be done with pen and
paper, looking up the calories of each product and adding
them up. Nowadays, smartphone apps provide a simpler
way to do this, improving dietary tracking consistency,
and working just as effective as the traditional methods in
helping with weight loss [2].

Popular examples of such apps are MyFitnessPal, YAZIO
and Virtuagym Food, which are the most downloaded apps
internationally in the iOS App Store. These apps are very
similar and generally work as follows. When the user has
consumed food or a drink, the user should enter its name,
the portion size, the time when it was consumed, and the
app will tell you how much the user has eaten that day and
how many calories there are still left for his daily goal.

Although there are plenty of smartphone apps that help
users with tracking their food intake, most of these apps,
like the aforementioned examples, still involve a lot of
manual work. Meals have to be selected manually, por-
tion sizes have to be entered manually, and other details
that potentially could be useful to track, such as when or
where a meal was eaten, have to be classified manually.

All this manual work could deter users from using these
apps and tracking their food. Furthermore, even when
people are willing to put in the work, matching food items
and estimating portion sizes still is challenging for many
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users. According to Chen et al. (2019), a common prob-
lem is that energy-dense and nutrient-poor foods are omit-
ted in logbooks by users, partly due to ”confusing portion
sizes” and ”time-consuming data entry”, causing signifi-
cant underestimation of energy intake (on average by 445
kcal) and intake of macronutrients. [3] In the same study,
only 20% of the participants answered that they would
continue to use MyFitnessPal, due to the aforementioned
challenges affecting their motivation for long-term use.

That is where the idea of a simpler app design comes up,
namely a food tracking app where the camera is used for
logging food automatically. In such an app, information
that is filled in manually in regular food tracking apps
(food items, portion sizes, nutritional facts, etc.), will be
detected using machine learning, in order to calculate the
intake of energy and possibly other nutritional values.

As will be mentioned in the next section, there has already
been done a lot of research into food recognition and por-
tion size detection, which are crucial for the camera-based
design to work in practice. Also, there already exists an
app that uses the camera for logging food, which is proof
that the technology can work. Therefore, this research will
not focus on the technical aspects of food and portion size
detection. Rather, this research is trying to investigate
how the design of food tracking apps can be improved to
minimize the efforts of logging food intake, making use of
the upcoming and ever improving food recognition tech-
nology.

Since the camera plays such a fundamental role in a camera-
based food tracking app, the app design will be developed
from the ground up, rather than adding the camera to an
existing regular app as an afterthought.

For this research, the optimal design for a camera-based
food tracking app will be explored, a prototype app will be
designed and the design will be user tested. From here, the
first research question can be answered, namely: What is
the optimal design for a camera-based food tracking app?
(RQ1) After that has been done, the second research ques-
tion can be answered: How does a camera-based auto-
mated food tracking app compare to a regular food track-
ing app? (RQ2)

2. RELATED WORK
This section will go over related work in designing food
tracking apps. Besides existing food tracking apps (such
as the aforementioned examples), which provided a great
starting point for gathering common features, a literature
review was performed. In order to perform this literature
review, Google Scholar and Scopus are used, using search
terms such as ”food tracking”, ”food detection” and ”app
design”.
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In 2018 and 2020 very similar camera-based solutions have
been created by Ming et al. and Lu et al. respectively [4, 5].
For both researches an app was created that detects food
and subsequently retrieves nutritional information. Both
researches show very promising results in terms of food
logging speed and detection accuracy. This indicates that
there is great potential for this kind of food tracking apps.
Whereas those researches focus on the implementation of
the functionalities of such an app, the research that is done
in this work will focus specifically on the design of such an
app.

In 2019 research has been done by Luo et al. on the design
of food tracking apps, working together with dietitians [6].
This research contains useful specific design choices and
also a list of tracking items that are important according
to dietitians. Examples of tracking items are meal type,
meal time, meal location, portion size and so forth. These
are all tracking items that could be automatically detected
using a smartphone camera.

Creating pictures of food also has an advantage that con-
textual information of the meal is also stored. According
to Zhang and Parker (2020) this is also essential to help
people reflect upon and change attitudes about eating be-
haviors [7].

At last, much research has been done on detecting food
[8, 9, 10, 11, 12] and portion sizes [4, 5, 13]. This indicates
that creating a camera-based automated food tracking app
is technically possible. However, further developing these
functionalities is out of scope of the research that is pro-
posed.

3. METHODOLOGY
The research was divided into three phases. In the first
phase, interviews were held and a low fidelity prototype
was tested. In the second phase, a high fidelity proto-
type was created and tested. Finally, in the third phase,
the results of these tests were evaluated, from which the
research questions could be answered.

3.1 Interviews
Interviews were held with both people that already use
food tracking apps regularly and people who do not. Inter-
viewing participants that already used food tracking apps
helped with identifying processes that could be simplified
or automated using the smartphone camera. Interviews
with non-users helped to find ways to create an intuitive
user experience for first time users food tracking apps. In
total ten people were interviewed. The interview questions
can be found in Appendix A, and the results can be found
in Section 4.1

The interview was set up to be semi-structured, meaning
that there was room for follow-up questions and clarifica-
tions. This allowed for the possibility for interviewees to
bring up ideas that were not thought of beforehand. The
structure of the interview is inspired by Research Methods
in Human Computer Interaction, Chapter 8 [14].

The interview questions were divided into three sections:
initial exploration, requirements gathering, and evalua-
tion. The questions of the first two sections were asked
before the lo-fi prototype, and the questions of the third
section were asked afterwards.

3.2 Low fidelity prototype
Before the interviews were held, a low fidelity (lo-fi) pro-
totype was created. The lo-fi prototype is a mock-up of
an app, that was created using XCode and pen and pa-

Figure 1: App screenshots, app sketches and pictures of
meals were used for the lo-fi prototype test.

per, as can be seen in Figure 1. This lo-fi prototype was
also tested by ten people. The interaction with the main
components of the app was tested. The main goal is to
find out if the general design is intuitive and all essential
features are included.

The interviews and lo-fi prototype testing were held during
the same meeting. Answers to the interview and results
of the prototype test were noted in a spreadsheet.

The goals of the low fidelity prototype test are to evaluate
the different design concepts and the interaction with the
main components. To find out whether the general design
is intuitive and all essential features are included, but also
to find out what ideas might not work or are not needed.
Feedback from this test is used to create a high fidelity
prototype.

This subsection will explain the general design of the pro-
totype, which later was adjusted and extended in the hi-fi
prototype. Furthermore, the testing procedure for the lo-fi
prototype will be explained.

3.2.1 General prototype description
In this section, the design of the lo-fi prototype, as of be-
fore the first test will be described. This will also be the
foundation for the hi-fi prototype.

Based on observations from existing food tracking apps
and prototypes from other researches, a camera-based food
tracking app should have three main tasks: logging meals,
reflection on past meals, and planning future meals. That
is why the idea for the prototype is to have an app with
three top level sections. In the middle, there will be the
camera section, which also will be the main screen of the
app. This is where food can be logged by taking pictures.
On the left, there will be the logbook section, where all
consumed meals are listed. On the right, there will be the
meal planning section, where personal goals can be set and
future meals can be planned based on the personal goals.
At the bottom there is a navigation bar, to switch between
the sections.

In the camera section (Figure 3), the user takes a picture
of the meal that they are about to eat. This section will be
completely filled with a live camera preview, and a button
to take an image. Optionally, an upload button could be
added to the screen, so that a picture that has been taken
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earlier can still be analysed, if considered necessary by
participants from the interview.

Ideally, the camera can recognize pictures of food on a
plate, drinks in a glass, but also packaged food and drinks.
Furthermore, the camera should also be able to recognize
and discern multiple food items in one picture, so that
the user does not have to take pictures of every individ-
ual food item of their meal. When a picture is taken, the
user can view the picture instantly, to check if the picture
is not blurry and the entire meal is in the frame of the
picture. When the user wants to take the picture again,
the user can discard the picture by pressing on a cross
button. When the picture is taken correctly, the user can
press on a button to analyze the picture. The meal is
automatically analysed by the app using a machine learn-
ing model. This is wizarded during the lo-fi prototype.
The user has to confirm the analysis for the meal to be
added to the logbook. If any part of it is not accurate,
the user can change the meal name, add, alter or remove
food items, change the quantity of a food item, etc. The
quantity of a food item can either be displayed by slices, or
more exactly by mass or volume (e.g. grams, milliliters),
or energy (e.g. kcal, joules), depending on feedback from
participants. Whenever a meal is modified, this should be
remembered by the app for the next time when that meal
is detected.

In the logbook section (Figure 4a), all recorded meals are
visible and can be accessed to add, edit or remove meals or
food items. The optimal layout is something that will be
explored during the lo-fi prototype test. One option is to
make each meal as compact as possible, to have as many
meals as possible visible at a glance. Another option is to
make the images somewhat bigger (since all pictures of all
meals are available), if that would make the user be more
aware of their eating behavior. The added value of having
photos of all the user’s meals will be investigated. The
nutritional facts that are displayed are also up to users.

The user is able to view their eating behavior over a larger
period of time. When viewing the weekly or monthly
overview, averaged values are visible, such as the average
calorie intake of a time period. It also might be interest-
ing to show the user the most eaten meals per time period.
The exact data that is shown in these overviews is some-
thing to be explored during the lo-fi prototype testing.

Meal planning is very important for creating healthy eating
routines. In this section goals for future meals can be set.
(Figure 4b) Also, the user can get suggestions at a glance
what to eat to meet those goals (for example to stay within
a calorie limit).

Additionally, at all times, at the top of the screen the
current situation of the day is visible, called the Today
section.

The data that is visible in the Today section can be changed
in the settings, but possible options are calorie intake or
protein intake at that moment. This will be explored dur-
ing the lo-fi prototype testing. The intent of this section
is to be able to view crucial information of the current
situation at a glance at any moment while using the app.

The Today section can be extended at any moment when
it is pressed, which will show more details of the current
situation such as showing the current intake of macronu-
trients or other specific nutrients a user is interested in.

This additional section could be considered unnecessary or
redundant by some users, since the data is also visible un-
der Today in the Logbook section. The necessity and the

implementation of this section is something to be explored
during the lo-fi prototype testing.

3.2.2 Testing procedure
For the lo-fi prototype test, screenshots of main screens of
the UI that were created in XCode were printed on pa-
per. Furthermore, additional screens were created using
pen and paper, so that these sketches could be discarded
easily without having invested too much time in creating
them. Another advantage of using paper, is that addi-
tions could be drawn by either the participant or the in-
terviewer. The exact tasks that the participant had to do
are described in Appendix B. The participant can com-
ment on any aspect of the prototype during the test, and
will be asked questions about the experience after the test
(see Appendix A.3).

3.3 High fidelity prototype
After the interviews and the lo-fi prototype tests, a high fi-
delity (hi-fi) prototype was created. The feedback from the
interviews and the lo-fi prototype testing was taken into
account for creating the hi-fi prototype. The hi-fi proto-
type is a working iOS app, which was developed in XCode.
The goal of testing the hi-fi prototype is to find out how
well the app design for the proposed camera-based food
tracking app is being received by users, and to compare
the usage of the prototype with the usage of a regular food
tracking app. In the following subsections, some critical
aspects of the hi-fi prototype will be explained.

3.3.1 Food recognition
To simulate the food recognition in the hi-fi prototype,
CreateML was used to create a CoreML1 model. For each
of the nine meals that are used in the prototype test, 10
training images from the internet are used, resulting in a
training set with 90 images of meals in total. To improve
the model, all training images are also cropped, exposed
and rotated, and noise and blur are added.

3.3.2 Data structure
The prototype consists of two very similar databases, a
local logbook database, and the central meal database,
where all meals are stored. When the food recognition
model has recognized a meal (and in reality also the por-
tion size, in the prototype this is wizarded), the corre-
sponding Meal object can be added to the logbook database
by the user. Both databases consist of two classes, namely
a Meal class and FoodItem class. An object is an instance
of a class. Each Meal object contains at least one Food-
Item object. A FoodItem object can have a many to many
relation with a Meal object. All attributes can be found
in the class diagram in Figure 2.

The reason why each food item has both a count and a
quantity, is because in the initial interviews it appeared
that users prefer to log their meals using pieces and slices
over exact masses or volumes. Here, the count is the
amount of slices or pieces, and the quantity is the mass
or volume of a single slice or piece. The value of a nu-
tritional fact (energy, fats, carbs, protein, etc.) of a food
item can be calculated by multiplying the count with the
quantity and the density of that nutritional value. The to-
tal value of that nutritional fact for the entire meal can be
retrieved by calculating the sum of that nutritional value
for each food item in the meal.

If there are two or more of the same food items in a meal
with different masses or volumes, they will each be counted

1https://developer.apple.com/documentation/coreml
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Figure 2: Class diagram of the classes used in the proto-
type.

as a separate food items. For example, a 150 ml glass and
a 250 ml glass of orange juice will be stored as 1 x 150
ml orange juice and 1 x 250 ml orange juice, while if they
were the same portion size, it would be stored as a single
food item with a count of 2 and a quantity of 250 ml.

In general, meals can be divided in simple and complex
meals. In simple meals, all food items are visible and can
be detected distinctly. In complex meals, the food items
are intertwined, and food items have to retrieved from a
digital cookery book. Therefore, the chance that a meal is
inaccurately logged, thus food items have to be adjusted,
is greater with complex meals than with simple meals.

3.3.3 User Interface Details
The app is programmed in Swift using SwiftUI. Since the
hi-fi prototype is built upon the lo-fi prototype, this section
is an extension of Section 3.2.1.

The camera section now consists of three views. The first
view is the live camera view. Here the user can take a
picture of their meal or upload a meal from their photo
gallery (Figure 3a). After a photo has been taken, the
user can verify that the entire meal is clearly visible in
the taken picture, and press a button to analyse the pic-
ture (Figure 3b). When the model has classified the meal,
the corresponding Meal object from the meals database is
loaded in the meal view (Figure 3c). If the meal is clas-
sified incorrectly, it can be replaced entirely by another
meal manually, by pressing a button in the top right. In
that case the user can search the correct meal in the meals
database or create a new meal from scratch. In the pro-
totype of Lim et al., that process is reversed. In their
prototype, meals had to be selected from a candidate list
after the picture was taken, and then the nutritional values
of that meal were shown.

If the meal is classified mostly correctly, each individual
food item can be added, edited, replaced or removed. The
same view is used when a meal is opened from the logbook.

The meal screen is used in two ways, when a meal is added,
and when a meal from the logbook is selected.

3.3.4 Testing procedure
The hi-fi prototype test was performed by running an iOS
application containing the prototype on a physical iPhone
and letting the participants control it. Afterwards, the
participants were asked to rate certain metrics on a scale
from 1 to 5 and name strong and weak points about certain
parts of the app. See the literal testing procedure and
assessment questions in Appendix C.

3.4 Evaluation
After all testing results are in, comparisons with tradi-

(a) Live camera
view.

(b) Picture taken
view.

(c) Meal view.

Figure 3: Steps for logging a meal in the hi-fi prototype.

(a) Logbook section. (b) Meal planning section.

Figure 4: Screenshots from the hi-fi prototype. After
adding a meal, it appears in the logbook. New meals can
be planned and goals can be set or removed in the meal
planning section.

tional food tracking apps can be made, the research ques-
tion can be answered. The metrics that will be evaluated
will be completion time of in-app tasks, usability, appear-
ance and loyalty (how likely they would use the camera-
based food tracking app in the future).

4. RESULTS
This section contains an analysis of all the interviews, the
lo-fi prototype feedback, and an evaluation of the hi-fi pro-
totype tests.

4.1 Interview analysis
For this research, ten participants were interviewed. The
median age was 20 years old and the mean age was 27 years
old. Almost all participants had at least some experience
with tracking food, with all of them using a smartphone
app to do so. Furthermore, all participants responded that
they only would track their food intake, when they have
a goal. This might imply that a food tracking app must
stimulate users to set goals, so that they are more likely
to keep track of their food intake.

Half of the participants responded that they kept track of
all their meals, the rest of them would skip too complicated
and insignificant meals. Three participants log meals be-
fore eating, the rest afterwards. The preferred portion size
unit for all participants was slices or pieces, rather than
measuring portion sizes in grams or milliliters, but only if
it is accurate enough. The participants were interested in
only very few nutritional facts. All participants were in-
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terested in energy intake and some were also interested in
macronutrients (fats, carbohydrates and protein). There-
fore, in the hi-fi prototype, these were the only nutritional
facts that were available to keep track of.

All participants would prefer using a camera-based food
tracking app, rather than a regular manual app, with for
some participants under the condition that it is sufficiently
accurate.

All participants agreed that meals should be able to be
photographed in as much different ways as possible. For
example, not only when it lies on a plate, but also the
package and the bar code on the package should be able
to be analysed. This way, if a user deems taking a picture
of a plate is not reliable enough for a specific meal, they
can always have to possibility to log the food by taking a
picture of the package or the bar code. As a last resort,
when the camera does not work at all, or the meal already
has been eaten, the meal can be entered manually.

Some users go as far as stating they would not mind pho-
tographing each ingredient separately, if that were to re-
sult in more accurate results.

Also when explicitly asked about the trade off between
accuracy or completion time, the participants generally
supported the idea of faster food tracking, but slightly pre-
ferred accurate food logging over swiftness. These findings
are in line with the conclusions of Lim et al..

When asked about what section should be visible first
when opening the app, 2 participants preferred the cam-
era, 7 participants preferred the logbook, and 1 participant
preferred the meal planning section. The participants that
wanted the camera to be visible on opening, also preferred
a shorter completion time over higher accuracy. The initial
idea was to directly have the camera open, so that meals
could immediately be scanned and analysed. However, as
it turns out, most participants would rather first check
their current food intake before scanning another meal.
However, all participants that preferred the logbook also
noted that the camera should be easily accessible from the
logbook.

Integration with other apps was an aspect that was deemed
very important by some participants. Those participants
wanted the option to connect data from other health apps
with a food tracker and vice versa. A possibility for ex-
ample would then be to subtract the calories burnt from
a connected activity app. All participants agreed with
the option of an upload button, in case they had taken a
picture of a meal using another (social media) app.

4.2 Lo-fi prototype
From all lo-fi prototype tests feedback was received on a
wide variety of aspects.

The camera section was the most complete section and did
not receive a lot of new ideas. For example, on idea was to
have the upload button to be a thumbnail of the gallery,
so that it is more clear that the user can upload their own
pictures after taking them.

For the logbook section, two approaches for the layout
were preferred most. One approach for the layout is to
list all meals chronologically as done in the prototype. The
other approach is to group each meal under the meal type
(breakfast, lunch, dinner or snack), and have overview for
each meal type. Most participants all stated that having
an image increases eating behaviour awareness, but the
image should not be larger than it is in the lo-fi prototype.
So the logbook should not become a gallery of meals, but

MyFitnessPal Prototype
Min Max Mean Min Max Mean

Usability 2 4 3.1 4 5 4.3
Compl. time 1 4 3.0 4 5 4.6
Appearance 2 5 3.6 3 5 4.1
Loyalty 1 4 3.0 3 5 4.1
Logging meals 3 5 4.4 3 5 4.1
Setting goals 2 4 3.4 3 5 3.7

Table 1: Average scores for user experience on a scale from
1 to 5 (n=7).

rather a list. The only nutrition fact in the list should be
energy according to the participants, the rest can be visible
when the meal is selected in the meal view. An interesting
idea from one participant was to also show a nutrition fact
that is overabundant in a meal. For example, if a user has
a goal to eat less sugar, meals with too large amounts of
sugar, that amount should be shown and highlighted.

Participants were not necessarily interested in a weekly or
monthly overview, but rather a general overview. Such an
overview would be automatically generated, using images
of meals, to recap the user’s eating behaviour in a more
story-like manner. In this recap, it is highlighted what the
user is doing well and not so well to reach their goal, using
colorful text highlighting main takeaways, the images from
certain ’good’ and ’bad’ meals, and graphs displaying the
user’s progress over time.

For the meal planning section, participants suggested warn-
ings for unrealistic goals, and the possibility to set broad
abstract goals, such as lose a specific amount of weight,
or eat more protein. However, most important was to set
calorie goals and weight goals.

4.3 Hi-fi prototype
There were seven participants for the hi-fi prototype test.
The average scores given to MyFitnessPal and the camera-
based hi-fi prototype can be found in Table 1.

The camera-based prototype scored higher in all metrics,
except the ability to log meals. The general reason given
by the participants why the ability to log meals was lower
in the prototype, was because the meal database was much
more limited than the database of MyFitnessPal, and they
expected that that would also be the case when the pro-
totype would be worked out into a real app.

Even though the possible goals that can be set are very
limited in the prototype (mainly due to time), the proto-
type still scored 0.3 points higher than the existing app.
This might be caused by the fact that most participants
had simple goals, that were easier to set in the prototype
than in the existing app, where it was much more compli-
cated.

Many participants also noted that the scores they have
given, particularly for completion time and usability, are
dependant on how accurate and reliable the food recogni-
tion is. In the prototype, the food recognition was working
mostly well. However, if the food recognition was less ac-
curate and they had to correct/adjust meals, they would
have given the prototype definitely lower scores.

5. CONCLUSION
In this research, interviews were held and a lo-fi and hi-fi
prototype were created and tested in order to answer the
research questions, which are described below.
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5.1 RQ1: Optimal design recommendations
The first research question: ”What is the optimal design
for a camera-based food tracking app?” can be answered
by listing the most important points that were discovered
during this research.

By far the most important aspect would be both the meal
detection and portion size detection. Both need to be ac-
curate enough, so that the amount of in-app actions to
correct misjudged meals and portion sizes is significantly
lower than the amount of actions to log a meal in a regular
food tracking app. Many participants of both prototype
tests have mentioned that this is the deciding factor for
long-term use of a camera-based food tracking app. How-
ever, due to the fact that participants were only able to
test the hi-fi prototype once, the results cannot confirm
that users would actually go on to use a camera-based
app more consistently than a regular app.

Secondly, the database containing all detectable meals should
be large enough so that it contains all products available in
supermarkets, and recipes from cookbooks. The database
should be tailor-made for specific regions where specific
foods are eaten. Otherwise, users would still have to add
meals manually, undoing the time that is saved by using
a camera-based food tracking app.

Thirdly, it is essential for an app to be able to set goals,
after virtually all participants said that they would only
use a food tracking app when they have a goal in mind to
achieve. Additionally, the user should be given help when
specifying the goal. For example, when the user inputs an
abstract goal such as losing a certain amount of weight,
the app should assist the user by calculating a daily calorie
goal.

Lastly, the appearance should be simple, and comprehen-
sive options and settings should be hidden in menus, so
that the main view stay uncluttered and clear. This way,
the app is both usable by novice users and more experi-
enced users.

5.2 RQ2: Comparison to regular food track-
ing apps

The second research question was: ”How does such a camera-
based food tracking app compare to a regular food track-
ing app?”. In order to answer this question, participants
of this research gave scores to certain metrics on both the
hi-fi prototype and MyFitnessPal, which is the most down-
loaded food tracking app internationally in the iOS App
Store. The metrics that were evaluated are usability, com-
pletion time, appearance, loyalty, the ability to log meals
and the ability to set personal goals.

Compared to a regular food tracking app, the camera-
based hi-fi prototype scored higher on all metrics except
one, namely the ability to log meals. This was partially
caused by limitations of the meal database of the proto-
type. This result could have been expected, since the in-
completeness of food databases is also a major complaint
amongst MyFitnessPal users [3]. Thus, a limitation of this
research is that this problem has not been resolved.

Although higher scores on usability, completion time and
loyalty were expected, it should be mentioned that the
prototype was working under optimal conditions. Namely,
largely all meals and portion sizes were detected correctly,
because the model had been trained on nine meals only.

Nevertheless, the results show that under the aforemen-
tioned optimal conditions, a camera-based food tracking
app scores higher than a regular food tracking app on al-

most all important metrics.

6. FUTURE WORK
Due to a limited time frame, the scope of the research was
relatively small. The general design of the camera-based
food tracking app that was created in this research seems
to be a step in the right direction. However, for future
tests some parts could be implemented more extensively.

Namely, in the hi-fi prototype test, the participants had
to log nine meals. These nine representative meals were
selected beforehand, to avoid overcomplicating the test.
Also, this was done so that the food recognition model only
had to be trained on nine meals, thus reducing the chance
of the attention being diverted to misclassified meals, in-
stead of the design and workflow of the prototype. How-
ever, in future work the machine learning model that is
responsible for the meal and portion size detection could
be greatly improved, so that the online meal database can
be fully implemented. This way, the completeness of the
database can be tested by participants by choosing their
own meals, instead of predefined meals.

Lastly, participants of this research were generally young,
Dutch and male. So for future user tests, a larger and
more diverse group of participants could be selected.
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APPENDIX
A. INTERVIEW
A.1 Food tracking apps (initial exploration)

• Do you have any experience with tracking food in-
take?

• Have you ever used a smartphone app for food track-
ing? (for example: MyFitnessPal, Virtuagym Food,
etc.)

• When do you (or would you) track your food intake?
(When I am on a diet / Always / Never / Other,
namely when . . . )

• How often do you (or would you) use a food tracking
app? (For every meal / For most meals / For some
meals / Never)

• When are you most likely to log a meal using a
food tracking app? (Before preparing a meal / After
preparing a meal / After eating a meal / At the end
of the day / Other, namely . . . )

• What portion size unit do you prefer to use when
keeping track of food intake? (Slices / Mass/volume,
e.g. grams, milliliters / Energy, e.g. kcal, joules /
Depends on the food)

• What facts of a meal would you like to keep track
of? (Just the name of meal / Quantity / Energy /
Specific nutrients / Other, namely . . . )

A.2 Camera-based food tracking app (require-
ments gathering)

• Would you prefer using a camera-based food tracking
app over logging food intake manually?

• What should the camera-based app be able to recog-
nize? (Food on a plate / Drinks in a glass / Packaged
food / Barcodes of food packages / Other, namely
. . . )

• Would you use a camera-based food tracking app, if
ingredients had to be photographed separately for a
more accurate reading?

• Accuracy versus completion time. What do you pre-
fer? Less accurate food logging, but faster and easier
process of logging meals. / More accurate food log-
ging, but slower and more difficult process of logging
meals.

• What should be directly visible when opening the
app? (The camera, to log food / The current food
intake / Meal suggestions / Other, namely . . . )

• Would you consider it necessary to be able to upload
pictures to be able to analyse those meals as well?

• Is there any metric besides completion time, usabil-
ity and appearance, that you would consider as im-
portant for judging a camera-based food tracking
app?

A.3 Evaluation Lo-fi prototype
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A.3.1 Camera section
What is your general opinion about the Camera section?
Is there anything missing?

A.3.2 Logbook section
What is your general opinion about the Logbook section?
Is there anything missing?

Does viewing the photos of all the meals eaten on a day
increase awareness of your eating behavior, rather than a
list of meals?

What nutrition facts would you like to be visible directly
in the logbook? (without pressing on the meal for more
information)

Would you be interested in a weekly, monthly or yearly
overview of eating behavior besides the daily overview? If
so, what data would you like to see in such overviews?

A.3.3 Planning section
What is your general opinion about the Logbook section?
Is there anything missing?

Would you consider it useful to receive suggestions about
what to eat to reach a certain goal?

A.3.4 General questions
Do you think having the Today section visible at all times
is useful?

Are there any problems that you think might arise when
using an app like the prototype?

Are there any things that are missing from the prototype
in your opinion? (which should be included in the next
prototype)

B. LO-FI PROTOTYPE TASKS
B.1 Camera section

• Log Meal 1. Meal 1 consists of three different food
items.

• Discard the taken image. This can be done when the
photo is not clear.

• Log Meal 1 again.

• Analyse Meal 1. All three food items are recognized
correctly.

• Add Meal 1 to the Logbook.

• Log Meal 2 and analyse it. Meal 2 is a typical
spaghetti bolognese. It is recognized correctly, but
the quantity is estimated twice as high as the correct
value.

• Correct Meal 2 by editing the mass, and add it to
the Logbook.

• Log Meal 3 and analyse it. Meal 3 are two cheese
sandwiches. The bread is recognized, but the sand-
wich filling (the cheese) is not.

• Correct Meal 3 by adding the missing food item, and
add it to the Logbook.

• Log Meal 4 and analyse it. Meal 4 is a glass of but-
termilk. However, it gets recognized as a glass of
whole milk, which has twice as many calories.

• Correct Meal 4 by editing the food item, and add it
to the Logbook.

• Go to the logbook section.

• Go to the planning section.

• See how many calories you have consumed today (us-
ing the Current situation view).

B.2 Logbook section

• Remove a meal.

• Edit a meal.

• Go to the weekly and monthly overview.

B.3 Planning section

• Set a daily calorie intake goal.

• See food suggestions

• Select a suggestion, add it to the logbook.

C. HI-FI PROTOTYPE TESTING
Perform the tasks first using the existing app MyFitness-
Pal, then using the prototype.

• Determine your personal goal, and try to set it in
the app.

• Log the following food using the app (in your own
preferred way).

– Bread with cheese (breakfast)

– Glass of milk (breakfast)

– Bread with fried egg (lunch)

– Bar of Twix (snack)

– Can of Cola (snack)

– Spaghetti Bolognese (dinner)

– Dessert: small bowl of vla (dinner)

– Two bananas (snack)

– Protein quark (snack)
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