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ABSTRACT

Face recognition systems (FRSs) provide accurate biomet-
ric authentication, although some security risks have been
discovered. In most cases, the FRSs are vulnerable to mor-
phing attacks. In a morphing attack, the pictures of two
subjects are morphed into one, resulting in an artificial im-
age of a face that resembles both subjects. Multiple tech-
niques have been developed to detect morphing attacks,
however none of the existing algorithms have the neces-
sary accuracy to prevent them. One technique consists of
comparing the facial landmarks of the possibly morphed
image with the bona fide image. Shifting of these land-
marks could indicate the image is morphed. However, the
shifts can also be caused by pose variation. This research
aims to improve the performance of the aforementioned
technique by differentiating landmark shifts due to pose
variation and due to morphing to a greater extent. By
including pose variation in the data performance can be
increased significantly.
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1. INTRODUCTION

Face recognition systems (FRSs) are widely used for secu-
rity purposes. It is considered an accurate form of biomet-
ric authentication. The software detects a face, normalizes
the picture and extracts the facial features. If the facial
features of two faces are similar enough, they are consid-
ered to be the same person. A threshold is necessary to
allow for slight differences, as the facial features in two
pictures of the same person are not always identical.

However, it was found that this threshold in combination
with the applicant providing the picture allows for mor-
phing attacks . In a morphing attack, the pictures of
two different subjects are used to create a morphed image
of the two, resulting in an artificial image of a face with
the combination of the facial features of both subjects.
An example of a morphed image created using the FRGC
database is seen in ﬁgure

The morphed image now resembles both subjects. When
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Figure 1. Example of morphed image sliced into back-
ground of subject 1.

an accomplice applies for an identity document using a
morphed image, a criminal can use the identity document
resulting in the criminal masking their identity with the
identity of the accomplice. When the morphed image is
of high enough quality, it can mislead FRSs and human

experts 1g].

There exist several techniques for morphing attack detec-
tion (MAD). One method is to compare the facial features
of the image that is possibly morphed with the facial fea-
tures of an image of the same subject that is bona fide.
The facial landmarks of both images are extracted and the
positions are compared. An example of facial landmarks
can be seen in figure[2] When the landmarks have shifted,
the image could be morphed . Since pose varia-
tion and expressions also cause the landmarks to shift, it
becomes difficult to detect if an image is morphed.

Figure 2. Examples of facial landmarks extracted with the
library dlib [9].

The problem is that when the existing different morph-
ing attack detection algorithms were tested on the same
database with realistically challenging images, it was found
that none of the algorithms came close to the accuracy
that is needed . More accurate algorithms need to be
developed to successfully prevent morphing attacks.



The goal of this research is to improve the performance
of detecting morphing attacks using facial landmarks by
including pose variation in the training process. We expect
that we can increase the performance of this method by
better differentiating between shifts of landmarks due to
morphing and due to pose variation.

To pursue our goal, the following research questions (RQ)
have been defined as the basis of our research:

e RQ1: To what extent can landmark shifts due to
pose variation be differentiated from landmark shifts
due to morphing when using machine learning algo-
rithms?

e RQ2: How much can the performance of differen-
tial MAD based on facial landmarks be increased by
differentiating between landmark shifts due to pose
variation and due to morphing?

By the end of this research, we expect to have contributed
by improving the performance of differential MAD based
on facial landmark shifts.

The remainder of this paper is organized as follows. In[§ 2|
we will discuss the related works. After that, the method-
ologyis presented that was used to answer the research
questions. In section [§ 4] all aspects of the data that was
used are discussed. Following that in we will mention
some specific details of the experiments. Then in [§ 6] will
be the results that were found and a discussion. Finally
in[§ 7 we end with a conclusion.

2. RELATED WORK

Several different techniques have been developed for mor-
phing attack detection (MAD). They can be classified in
two different scenarios, Single Image-Based MAD (S-MAD)
and Differential Image-Based MAD (D-MAD).

When a morphing attack is to be detected based on a
single image, it is considered S-MAD. The algorithms are
based on the properties of the image itself. S-MAD algo-
rithms need to be very robust as the quality of the image
varies. Especially in realistic scenarios where the images
are often printed and scanned, for example when creating
an identity document. This lowers the quality of the im-
age making it more difficult to detect a possible morphing
attack.

One approach is to use micro-texture features that are ex-
tracted from the colour space to detect morphed images
[15]. Another approach by Venkatesh et al. [23] is to use
deep neural networks to denoise the image and then deter-
mine if the image is morphed or not based on the residual
noise. Sherhag et al. [20] proposed an approach based on
analyzing the spatial and spectral features extracted from
Photo Response Non Uniformity patterns.

Other algorithms use deep learning to extract feature vec-
tors from a suspected image and create a classifier. The
learnt classifier is used to determine if the image is mor-
phed. An algorithm proposed by Ferrara et al. [6] uses
deep neural networks trained on a large generated print
and scan images data set to detect morphed images. A
different approach is to use a hybrid of characteristics like
the algorithm proposed by Venkatesh et al. [22]. It uses
the ensemble of features such as Local Binary Patterns,
Histogram of gradients and Binarized Statistical Image
Features to provide to a classifier that determines if the
image is morphed or not.

The algorithm of Ramachandra et al. [17] is another algo-
rithm based on a hybrid of characteristics. It detects mor-
phed images by extracting the texture features from the
scale-space representation of multiple colour spaces of the
given image. The algorithm shows impressive results on
the Face Recognition Vendor Test |11] for the high-quality
morphs and printed and scanned data set, considering it
is an S-MAD algorithm. However, for other data sets the
performance was significantly reduced and similar to other
S-MAD algorithms.

The evaluation of current S-MAD algorithms on multiple
data sets concludes that the algorithms are not suitable for
detecting morphing attacks in practice due to not meet-
ing the required performance [11, [16]. For example, auto-
mated border control systems require a False Accept Rate
(FAR) of 0.1% with a False Rejection Rate (FRR) not
higher than 5% [7]. For the data sets in Raja et al. [16]
none of the algorithms met these requirements and only
reached less than 0.8 Bona fide Presentation Classifica-
tion Match Rate (BPCER, false negative error rate) for an
Attack Presentation Classification Match Rate (APCER,
false positive error rate) of 0.1.

When the image that is suspected to be morphed is pro-
vided together with a bona fide image of the same subject,
it is considered D-MAD. One approach is to demorph the
possibly morphed image by reverting the methods used
to create a morphed image using the bona fide image as
a reference |5} |12, [13]. Another approach is to compare
the facial features of the possibly morphed image with the
bona fide image, as they will be slightly different when the
image is morphed [1}, [19].

Scherhag et al. [21] show a promising approach to detect
whether an image is morphed based on deep face repre-
sentations. The performance was less than 3% D-EER
measured on the FRGCv2 database with morphed images
generated using various automated morphing tools and no
manual post-processing. The method proposed in Scher-
hag et al. uses features from a face recognition system
that was trained following Deng et al. [2| using an Addi-
tive Angular Margin Loss function.

The evaluation of existing D-MAD algorithms on multi-
ple data sets concludes that D-MAD algorithms perform
better than S-MAD but still do not meet the required per-
formance needed to prevent morphing attacks in practice
(11 [16).

3. METHODOLOGIES

To reach our goal of improving the performance of detect-
ing morphing attacks using facial landmarks by differenti-
ating between landmark shifts due to pose variation and
landmark shifts due to morphing, the research questions
need to be answered. RQ1 will be split into two methods
of differentiating landmark shifts due to pose variation and
due to morphing. One method will be optimizing the fea-
ture vector set and algorithm selection, the other method
will be including pose variation in the data set used for
the machine learning algorithm. For each method we will
evaluate the performance, thus answering RQ2.

3.1 Feature vectors and algorithm selection

Current morphing attack detection methods based on land-
marks use supervised machine learning algorithms to clas-
sify if images are morphed. Feature vectors used as input
for the supervised machine learning algorithm are based on
the shifts of the 68 landmarks extracted using the python
library dlib [9]. We expect that we can increase the per-
formance by optimizing the feature vector selection used



by the supervised machine learning algorithm.

To increase the performance of the algorithm by optimiz-
ing the feature vectors selection, a base performance is
needed. The performance of the algorithm with the land-
mark shifts as vectors, from all 68 landmarks extracted us-
ing dlib, as feature vectors will be the base performance.
This performance can then be compared to the perfor-
mance of the algorithm on the same data but with a dif-
ferent feature set. The altered feature vectors selection in-
creases the performance if the performance is higher than
the base performance.

One problem could arise here. As the data used for the
machine learning algorithms is the same as the perfor-
mance is compared, the feature vectors selection could be
overfitted to the data. To counter this we will use cross
validation to help prevent overfitting.

In order to select feature vectors, we need to analyze which
landmarks and the characteristics of their shifts can be
used to classify whether images are morphed or not. First
we will hypothesize which landmarks will be most affected
by the morphing process. Then we will analyze the shifts
of these landmarks for morphs and bona fide images and
alter the feature vectors used by the machine learning algo-
rithm. Comparing the performance of the machine learn-
ing algorithm using this feature set to the performance
using the basis feature set will confirm if the feature vec-
tors selection optimized the performance.

As there are multiple supervised machine learning algo-
rithms, we will also compare the performance of differ-
ent machine learning algorithms. Support vector machine
with different kernels and Random forest was chosen. The
decision for these algorithms was because of the following
characteristics of our situation. The amount of data is
never smaller than the amount of feature vectors. Also,
the feature vectors are not independent of one another.
Furthermore we are aiming for a high performance and
the interpretability of the results is not a priority.

After testing multiple feature vector sets for multiple al-
gorithms we can conclude how much we can increase the
performance by differentiating landmark shifts due to pose
variation and due to morphing using a specific feature set
and algorithm.

3.2 Pose variation

Increasing the performance of the algorithm by including
more pose variation in the data is done by using the PUT
database [8]. More information about the database and
how the morphs were created is mentioned in the section
54

To determine how much training the algorithm on a differ-
ent database with more pose variation increases the per-
formance of differential morphing attack detection algo-
rithms based on facial landmarks, we need to evaluate the
performance. As the performance of machine learning al-
gorithms heavily relies on the data used to train and test
the algorithm, the methodology needs to be carefully con-
sidered.

Databases of portraits are considered personal data and
so data privacy rights apply to these databases. Also
not many portrait databases exist and not all researchers
within this topic have access to them. All methods of
morphing attack detection currently published use differ-
ent databases for evaluating the performance of the al-
gorithms. Depending on the database and the quality of
the morphs, the performance of the algorithm can differ
considerably. This is a known issue when trying to solve

the problem of morphing attack detection and is described
in Raja et al. [16]. This paper made an effort to solve
this problem by creating a large database of realistic bona
fide and morphed images and evaluating the performance
of existing implementations of different kinds of morph-
ing attack detection algorithms on this database. This
resulted in some algorithms having a considerably lower
performance than previously measured. It would be the
most accurate performance comparison if our proposed al-
gorithm was also tested on this database. However, within
the time and access constraints of this research it was not
feasible.

To evaluate the performance of our proposed algorithm
and to be able to possibly conclude that our proposed
method increases the performance of MAD based on land-
mark shifts, a controlled setting is needed. In order to
properly compare the performance of two algorithms, they
need to be trained on the same database and also tested on
the same database. We will train and test using the PUT
database [8] to be able to train our proposed algorithm
with any kind of pose variation and train an alternate al-
gorithm with a limited amount of pose variation. By then
testing on a separate set of images with any kind of pose
variation we can deduce if training on a database with
more pose variation affects the performance.

The alternate algorithm will be exactly the same as our
algorithm, only differentiating in the training set that is
used. By having two identical classifiers, we can properly
measure how much the performance can be improved by
using a different training set. A consequence of this set-
ting is that we cannot properly compare the performance
of our proposed algorithm to other existing MAD tech-
niques. Still if an increase can be seen in the performance
of our proposed algorithm, our goal of increasing the per-
formance by better differentiating landmark shifts due to
morphing and due to pose variation has been reached.

4. DATA

In this section we will discuss which images were used, how
the morphs were created and which methods were used to
normalise the images.

4.1 Database

For this research portrait pictures were needed that have
minimal pose variation to the maximum amount of pose
variation possible while still considered to be a frontal im-
ages. The PUT database [8] is ideal for this as it contained
portrait images of 100 data subjects in different poses. The
images that were considered frontal images were used for
this research. The frontal images were hand selected using
the criteria that all facial features have to be visible in the
image.

4.2 Morphed images

Before the images can be morphed, they have to be se-
lected first. In order to create high quality morphs, the
two subjects are chosen based on a high similarity score.
From these subjects two images with similar pose are se-
lected to be morphed. Repeating this process results in
multiple morphs with different poses for each subject pair.

The technique used to create the morphed images is based
on the most common method used for research. First the
landmarks are detected and then a Delaunay triangula-
tion is applied for both images. These non overlapping
triangles are used to warp the images by averaging until
the triangles match. Then the images are combined by
blending. To prevent possible ghosting outside the con-



tours of the face, the face is spliced into the background
of the original picture of one of the subjects.

The landmark shifts of morphed images were calculated
using a random bona fide image of the subject that the
morph was sliced into that was not used for creating the
morph. This way the morph landmark shifts are also af-
fected by pose variation. We kept a 1:1 ratio of morph
landmark shift data and bona fide landmark shift data
when training and testing the algorithms.

4.3 Normalisation

For the images to be used, image processing has to be done
first. It is important that the landmark shifts are as accu-
rate as possible. Since the images contain pose variation
we opted to use the centers of the eyes calculated using the
eye corner landmarks for the image normalisation. The
landmarks of the corners of the eyes are always present in
the images as we will be only using frontal images. An-
other method of using the landmarks of the contour of the
face was considered, however for the images with quite a
bit of pose variation the contour of the face is not sym-
metric. This could possibly have a negative effect when
normalizing the images.

v . o =1
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Figure 3. Normalisation example on two stock images.

If an image is more closeup than the other, the landmark
shifts will be bigger than they are supposed to be as the
shifts are calculated in pixels. If one face contains more
pixels it will distort the landmark shifts. To counter this
the centers of the eyes are calculated using the landmarks
of the corners of the eyes. Then the distance between the
centers of the eyes in pixels is made equal for both images.

A head tilt in the picture or a picture taken at an an-
gle can cause unnecessary shifts in landmarks which could
make it more difficult for the machine learning algorithm
to decide if a picture is morphed. This can easily be cor-
rected by rotating the image slightly until the centers of
the eyes are aligned horizontally. The centers of the eyes
are calculated using the landmarks of the eye corners as
mentioned before.

Furthermore the position of the face in the image is not
always centered. This could also cause unnecessary land-
mark shifts. In order to avoid this black pixels can be
added to the picture to ensure the centers of the eyes have
the same pixel location in the images.

An example of this process can be seen in figure 3] After
processing the images the landmark shifts calculated from
the images are not cancelled out by unnecessary shifts due
to different resolutions, the picture being taken at an angle
or the face not being centered in the picture.

Normalising the images could possibly have an effect on
the landmark shifts. However, if these methods of normal-

ising the image are omitted, the shifts due to morphing will
be much harder to detect. Especially since the shifts due
to morphing are relatively small and can be easily can-
celled out by shifts due to one of the pictures not being
taken straight for example.

5. EXPERIMENT

In this section we will discuss in more detail certain aspects
for the experiments and evaluations previously mentioned
in the methodology §

5.1 Metrics

To evaluate the performance of selecting specific input fea-
ture vectors and algorithms we will use the metrics seen
below.

e The Bona fide Presentation Classification Error Rate
(BPCER): the rate of bona fide images that are in-
correctly classified as morphed images.

e The Attack Presentation Classification Error Rate
(APCER): the rate of morphed images that are in-
correctly classified as bona fide images.

e Accuracy: the rate of images classified correctly.

To evaluate the performance of including pose variation in
the training set we will use the following metrics.

e The Bona fide Presentation Classification Error Rate
(BPCER): the rate of bona fide images that are in-
correctly classified as morphed images.

e The Attack Presentation Classification Error Rate
(APCER(t)): the rate of morphed images that are
incorrectly classified as bona fide images.

e The EER of the differential morph attack detection
(D-EER): the error rate at the threshold t for which
APCER(t) = BPCER(t).

e BPCERI10: the lowest BPCER(t) under the condi-
tion that APCER(t) < 10%.

e BPCER20: the lowest BPCER(t) under the condi-
tion that APCER(t) < 5%.

e BPCERI100: the lowest BPCER(t) under the condi-
tion that APCER(t) < 1%.

5.2 Images

The following table shows how many images were used for
testing multiple feature vector combinations and multiple
algorithms.

Morphs Bona fides
Training 2165 2165
Testing 1443 1443

The table below shows how many images were used to
train and evaluate the classifiers to test if pose variation
in the training set can increase performance.

| | Morphs | Bona fides |

Training 498 498
Testing 332 332




5.3 Tools

Certain python packages were used to complete this re-
search. We will only mention the packages used to calcu-
late the results.

Dlib was used to extract the landmarks from the images.
We used scikit learn for the classifiers. Furthermore the
module metrics from scikit learn and matplotlib were used
for plotting the results.

For the scikit learn classifiers only the default parame-
ters were used, except for the Random Forest classifier for
which we specified 500 trees.

6. RESULTS AND DISCUSSION

In this section the results that were found are shown and
discussed for each method.

6.1 Feature vectors and algorithm selection
We tested multiple sets of feature vectors in order to find

out if performance could be increased. 5-fold cross-validation

was used to prevent overfitting the feature vectors to the
data. We also tested multiple machine learning algorithms,
specifically Support vector machine (SVM) with linear,
polynomial and Radial basis function (RBF) kernels and
Random Forest (RF) with 500 trees. As cross-validation
was used, all measurements are average percentages with
their average standard deviations.

The base performance was measured using all 68 landmark
shifts by using the x and y coordinates of the shift vector
as input feature vectors for the algorithms.

68 shifts - x and y
Algorithm APCER BPCER Accuracy
SVM linear || 1942 15+1 66£2
SVM poly 32+1 8+0 5941
SVM rbf 1842 10£2 72+1
RF 500 16£2 1243 7242

From these measurements it can be seen that the Support
vector machine algorithm with a Radial basis function ker-
nel and the Random Forest algorithm with 500 trees per-
formed best.

Then we considered how bona fide shifts can be differen-
tiated when pose variation is included. We expect that
bona fide images should have some shifts that are sym-
metrical. Including the length of all the shifts as feature
vectors could increase the performance as the length of
some shifts should be very similar if not identical because
of symmetry. It could also result in better performance as
more feature vectors can improve performance for SVM
with linear kernels.

68 shifts - x, y and length
Algorithm APCER BPCER Accuracy
SVM linear 17+1 13£2 70+1
SVM poly | 162 1342 70+1
SVM rbf 16£2 1142 74+1
RF 500 16+2 13+2 7143

An increase in performance can be seen across the SVM
machine learning algorithms but especially the SVM al-
gorithms with the linear and polynomial kernel as those
kernels perform better with more features. A slight de-
crease can be seen for the Random Forest algorithm. This
indicates that adding the length of the shifts likely does
not increase the performance and that the performance
was increased by adding more feature vectors in general.

We also tested the performance by adding the direction of
the shift in degrees. In a bona fide image certain shifts
should have a very similar if not the same direction, again
because of the expected symmetry.

68 shifts - x, y and angle
Algorithm APCER BPCER Accuracy
SVM linear 1942 1541 65+2
SVM poly 2611 12+1 631
SVM rbf 1842 1142 71+1
RF 500 1642 1242 7242

For most algorithms adding the angle of the shift in de-
grees slightly decreased the performance.

When analyzing which landmarks could give an indication
if an image is morphed, we hypothesized that it would be
the x shift of the eye corner landmarks. An eye should
only increase or decrease in width due to morphing. The
height of the eye is heavily dependent on expressions so it
would specifically be the shift in the horizontal direction.

Due to pose variation, shifting in the same direction is ex-
pected. To distinguish shifting in the same direction ver-
sus shifting in opposite direction, the x coordinates of the
vector shift are multiplied. A shift in opposite direction
results in a negative value and a shift in the same direc-
tion results in a positive value. Only negative values will
be useful as those can indicate that the width of the eye
possibly changed, suggesting that the image is morphed.

We plotted 200 bona fide images and 200 morphs resulting
in the matrix scatter plot seen in figure[d} LM36_x*LM39_x
is the multiplication of the eye corner shifts along the x di-
rection for the left eye. Similarly, LM42_x*LM45_x for the
right eye. In the histograms the values per eye are plot-
ted. It can be concluded that shifts in opposite direction
for only one eye does not mean anything as the histograms
do not indicate any separation. When the second eye is
also taken into account, the values can be seen in the scat-
ter plots. In these plots we can see that if both eyes have
eye corner shifts in opposite direction and so both have a
negative value, that 6 out of 8 images are morphed. This
indicates that an image is likely morphed when the eye
corner shifts are in opposite direction for both eyes. As
there are only 8 cases in total out of 400 this conclusion
should be taken lightly.

68 shifts - x, y and x*x of eye corner shifts
Algorithm APCER BPCER Accuracy
SVM linear 20+£2 1541 65+2
SVM poly | 32+1 940 59+1
SVM rbf 1842 1042 72+1
RF 500 16+£2 1242 7242

We did not measure an increase in performance when in-
cluding x*x of the eye corner shifts. It could be because
only adding two extra feature vectors would not have much
of an impact or because the positive values complicated
the classification.

For decision tree algorithms feature vector importance can
be calculated. The features that are more important are
more useful to classify the image. Using the same data
to train a decision tree algorithm and then computing the
feature vector importance resulted in the top 10 features
seen below. The dlib [9] landmarks are counted from 0 to
67. The numbered landmarks can be seen in figure [f] in
the appendix.



x * x of landmark shifts 36 & 39 and 42 & 45

LM36_x * LM39_x
o
|

i

Landmark shifts
® Inbona fide images

]
L

LM42_x * LM45_x
"
;

‘ . : .
—2 0 ? 4 -5
LM36 X * LM39 x

® Inmorphed images

0
LM42 x * LM45_x

Figure 4. Matrix scatter plot of x*x

Feature vector importance top 10
Feature vector Score Facial feature
17 x 0.039 eyebrow
19 x 0.036 eyebrow
39 x 0.021 eye corner
36 x 0.020 eye corner
35 x 0.019 nose nostril
53 x 0.018 mouth
45y 0.015 eye corner
1x 0.014 face contour
40 y 0.014 eye
10 x 0.014 face contour

As seen above we can conclude the eye corner shifts in
the horizontal direction could indeed be quite important
feature vectors (Nr.3 and 4 in the list).

6.2 Pose variation

To test how more pose variation in the training set influ-
ences the performance, we will use two exact same classi-
fiers. One will be trained on a data set with minimal pose
variation and the other will be trained on a data set with
varied pose variation. We will then test the algorithms on
a separate data set with varied pose variation.

As previously measured, the Random forest algorithm with
500 trees performed best in our case. Therefore, this algo-
rithm was chosen to measure the performance impact of
including pose variation in the training set.

In figure [5|an APCER vs BPCER plot can be seen. Here
the APCER (false positive rate) is plotted against the
BPCER (false negative rate). Ideally, these rates should
be very low. From this graph can already be deduced that
the algorithm trained with varied pose variation outper-
forms the algorithm trained with minimal pose variation.
The measurements are again in percentages.

More precise measurements of the performance can be seen
in the table below.

Pose D-EER | BPCER10 | BPCER20 | BPCER100
Minimal | 71 100 100 100
Varied 29 62 79 87

The results conclude that including more pose variation in
the training set indeed increases the performance signifi-
cantly.

As the algorithm trained on minimal pose variation has
not seen images with more pose variation, the performance
is very poor. In this case the D-EER is 71 percent, which
is worse than chance which would result in a D-EER of
50 percent. When a support vector machine with a rbf
kernel was used as the classifier instead, it resulted in very
similar results.

7. CONCLUSION

For this research we explored multiple possibilities to in-
crease the performance of landmark based differential mor-
phing attack detection (D-MAD). The methods are based
on differentiating landmark shifts due to morphing and
due to pose variation, as pose variation can reduce the per-
formance of MAD based on landmark shifts. One method
to improve performance was to select certain feature vec-
tors and algorithms. The other method was to include
more pose variation in the training set.

The feature vector sets that were tested did not increase
the performance. We hypothesized that bona fide images
should have certain shifts that are symmetrical to each
other. Adding feature vectors to better indicate the sym-
metry of landmark shifts did not necessarily result in an
increase in performance. Any increase in performance was
likely due to adding extra features in general.

We also hypothesized that morphs could be classified us-
ing the eye corner shifts, as the eyes should not increase
or decrease in width. The feature importance indicated
that horizontal eye corner shifts could indeed be impor-
tant feature vectors to classify morphed images, although
the feature vector selection did not result in a better per-
formance.

Further work could explore different feature selections as
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some feature vectors could impact the performance. For
example also including the coordinates of the starting point
of the shift. As it was hard to find a feature vector se-
lection based on the 68 landmarks that can increase the
performance, it might be better to put effort into more
promising possibilities instead.

When comparing the performance of different classifiers, it
was clear that the support vector machine with a rbf ker-
nel and the random forest with 500 trees performed best.
As these outperformed the support vector machine with
the linear kernels it is clear that non-linear classifiers are
preferred for this problem. The difference in performance
between the support vector machine with the rbf kernel
and the random forest with 500 trees was minimal.

Including more pose variation in the data set did result
in a significant performance increase. Therefore adding
more pose variation in the data set should definitely be
considered for future work, as realistic scenarios will most
likely also include more pose variation. Only including a
minimal amount of pose variation in the data set results
in a very poor performance when tested on a data set with
a more realistic amount of pose variation. This is likely
because images with more pose variation can be considered
unseen by the algorithm and algorithms perform worse on
unseen data.

For further research it would be interesting to use neural
networks for MAD based on landmark shifts. This re-
quires a large dataset but generally makes more accurate
predictions compared to the supervised algorithms that
were tested.

As the PUT database was used which did not include much

natural variation like aging, no conclusion can be made
on exactly how much the performance can be increased.
Not having a realistic amount of natural variation in the
data set could potentially have affected the differences in
performance that were measured.
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Figure 6. Facial landmarks of library dlib.

This image shows the numbered facial landmarks extracted
by dlib [9].

B. RESULTS

Some analyses did not give any meaningful results and so
were not referenced in the paper. Therefore these results
are shown here.

In figure |Z| a scatter plot can be seen of the landmark
shifts for 200 bona fide images. For each landmark shift,
x is plotted along the x-as and y is plotted along the y-
ax. In figure [§] the same scatter plot can be seen for 200
morphed images. These graphs did not indicate a possible
difference between bona fide shifts and morph shifts.

Analysing the shift in horizontal direction of the eye corner
landmarks resulted in the matrix plot seen in figure [J}
No clear separation could be seen between the bona fide
shifts and the morph shifts. After this we focused on shifts
specifically in opposite direction.
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