
Master Thesis

Identifying Covid-19 

Shortages with the Help of an 

Automatically Constructed 

Knowledge Graph

February 2022

Daphne Theodorakopoulos

M.Sc. Interaction Technology

Examination Committee:

Dr. Mariët Theune

Dr. Shenghui Wang

Dr. ing. Gwenn Englebienne

Prof. Dr. Louise Knight



ACKNOWLEDGMENTS

This thesis was inspired by the research project “Managing Critical Supply Shortages” at the
University of Twente. I would like to thank everyone involved in that project for giving me a
thesis topic: Louise Knight, Esmee Peters, Shenghui Wang, and Gwenn Englebienne.

Thank you, Shenghui and Gwenn, for supervising me. I learned a lot and I had a great time
working with you. Although our meetings were sometimes a bit frustrating, I always felt

energized after them to continue working on a new approach. I appreciate the time and effort
you put in to help me complete this thesis. I think that anyone can be happy to have you as

supervisors.
I would also like to thank Mariët Theune and Louise Knight for being part of my thesis

committee and giving me feedback.

i





ABSTRACT

Within the Covid19 pandemic there were severe product shortages in supply chains, e.g. face
masks. Early detection of them diminishes their consequences. The aim of this study is to au
tomatically identify Covid19 shortages from text supported by a Knowledge Graph (KG).
The Covid19 Open Research Dataset (CORD19) of Covid19 research publications forms that
basis.
The method can be split into three main parts:

1. An ensemble of term weighting schemes over time was used to identify shortages
in text. Those are: monthly term frequencies, monthly TFIDF, word embeddings, the
monthly cooccurrences of certain keywords, and how that changes.

2. Topic Modeling to select relevant articles was applied. One topic in a guided LDA
model was seeded with keywords. All articles which are part of the seeded topic were
selected.

3. A domainspecific KG was automatically created from text to improve the identification
of shortages. A subgraph was extracted from DBpedia based on keywords, which was
enhanced with open relation extraction from the Topic Modeling (TM)selected articles.
The KG was completed with entity types, superclasses, and text cleaning. Link prediction
and neighbor occurrences within the KGwere added to the ensemble to identify shortages.

The shortage identification was somewhat successful, as around half of the expected terms
were retrieved but the list also contained many irrelevant terms. The best weighting schemes
were: similar terms from the word embedding, and the KG neighbor occurrences, which is a
new scheme.
The TM selection of relevant articles outperformed the standard keywordselection. How
ever, the shortage identification on all data was better than on the selected articles, which ques
tions the method. That is predominated by the advantage of saving human effort.
The KG is domainrelated but noisy, as it contains 70% of the expected entities but also a
lot of irrelevant and meaningless data. The shortage identification on the TMselected articles
considering only KG entities was slightly better than considering all terms. However, that did
not perform better than the method applied to all data without the KG. Most likely, that is due to
the topic model not selecting the articles well enough.
An important limitation is that the ground truth list of shortages is incomplete. Therefore,
the precision of the shortage identification and the KG domain affiliation is underestimated.
In future work, additional KG completion methods, such as entity resolution, factchecking,
and error detection should be applied. Furthermore, a human evaluation of the suggested
shortages, the selected articles, and the KG should be done.
We conclude that the suggestedmethod is a valid approach towards a shortageidentification
system but there are still many open challenges to overcome. The main contributions
include a shortageidentification method, an automated method to select relevant articles, a
method to automatically construct a KG from text, and the resulting Covid19 KG of product
shortages.
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1 INTRODUCTION

1.1 Problem Statement and Motivation

No toilet paper, no pasta, sewing your own face masks, is it the apocalypse? No, it is spring
2020 and the world is facing severe shortages of essential products. The coronavirus disease
2019 (Covid19) spread rapidly around the world, quickly becoming a global pandemic. Predic
tions of another coronavirus disease have been made since the SARS epidemic in 2002 [1, 2].
Nonetheless, the outbreak of Covid19 hit companies and governments by surprise [3]. The
nonpreparedness coupled with the sudden need for certain products caused severe short
ages in Supply Chains (SCs) for such products [3]. As these products were largely personal
protective equipment (PPE), medical products, and vaccines to prevent infections, these short
ages had fatal consequences and contributed to the unrestrained spread of the pandemic [3].
According to Morse [4] and others, emerging diseases are more likely now than ever. This is due
to several socioeconomic, environmental, and ecological factors, such as population growth,
global warming, and increased global travel [5, 6]. Therefore, it is important to be prepared
for the next pandemic. Knowing about upcoming shortages helps to mitigate them and
reduce their impact, for instance, by increasing the production of substitutes, maintaining stock
piles, and creating a more robust SC [7]. Additionally, scarcities lead to products being more
expensive, which means that fewer people can afford them. In the Covid19 pandemic, at one
point prices of surgical masks were six times higher than normal, according to the World Health
Organization. There were market manipulations and fraud due to the high demand which could
not be met [3].
For these reasons, in future pandemics, an early warning system for emerging scarcities
could be a great help. Not only the anticipation of a shortage but even the identification of a
current one is helpful because as soon as a shortage is known, measures against it can be
taken. Moreover, other crises experience shortages [7] as well, so we can imagine using such
a system in any kind of crisis. The retrospective analysis of the shortages within Covid19
can give valuable insights into the vulnerabilities of the global SC and precautions for possible
future pandemics can be taken. Understanding how a shortage occurs can also give early
signals to predict potential product shortages. This is a need for a global early warning system
of shortages [7], this study contributes to creating it.

1.2 Proposed Method

The aim of this research is to create a method to identify shortages in SCs based on the
Covid19 pandemic. A large dataset of Covid19 articles is its basis. The proposed method
consists of three main stages. An ensemble of Term Weighting Schemes (TWS) weights
terms over time where the highscoring terms are the suggested shortages. A domainspecific
Knowledge Graph (KG) will be created and used to enhance the performance of the TWS
to identify potential shortages. To achieve domainspecificity of the KG is actually within that
domain, Topic Modeling (TM) will select domainrelated articles.
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Text analysis for the SC domain. Several studies in the SC domain emphasize the use
of technology, e.g. [8, 9]. The work of Bansal et al. [10] highlights the use of text data and
TM to study SCs. There is a lack of studies in SC management that actually use text data.
Furthermore, studies analyzed SC shortages in Covid19, e.g. Ivanov [11]. The approaches
used are human analysis, e.g. [12], simulationbased, e.g. [11], or basic Data Science methods,
see for example [13]. There is a lack of work using advanced methods analyzing large
amounts of textual data in the SC domain.

Dataset and Topic Modeling. Within Covid19, possible sources of data include scientific
publications. Even though these include much irrelevant information, they also include details
about SC disruptions and resulting shortages. Exactly when a shortage occurred is difficult
to determine because it does not appear simultaneously everywhere in the world. This study
uses the Covid19 Open Research Dataset (CORD19) [14] of scientific publications. Fur
thermore, the dataset is quite large and regularly updated. The CORD19 dataset is mostly
biomedical. Therefore, many articles are not relevant for this use case. Conventionally, SC
experts use keywords to find relevant articles. This research proposes to use TM instead, in
line with Bansal et al. [10]. This would not only save a lot of human effort but also create a
domainspecific dataset by only selecting articles of a certain topic. The reduced dataset can
help the construction of the KG.

Term Weighting Schemes over time. In a preliminary analysis, the combination of different
TWS over time found some items in shortage. However, the results were still noisy, mostly
because the statistical Natural Language Processing (NLP) approaches did not consider the
meaning of the text. For instance, just like “face masks”, “patients” is an especially frequent
term in the Covidrelated corpus. The first one is a product in shortage, the second one not. A
human being would be able to distinguish those terms from the relevant ones. Humans have
semantic knowledge about language that statistical methods do not consider. Therefore, a more
sophisticated method needs to be used. KGs are an attempt to model realworld knowledge
to distinguish word types and find physical objects in a concise way for a computer to
understand.

Knowledge Graphs. KGs represent knowledge as relationships (e.g. “is_a”) between entities
(e.g. “face_mask”) in the form of triples (e.g. “face_mask” → “is_a” → “PPE”). KGs can be
humanmade or built up automatically from large sources of text. Often, they are about a certain
domain. Automatic reasoning can be applied to them to derive new knowledge [15, p. 4], [16].
The most wellknown KG is probably the one enhancing Google’s search engine [17]. They
aim to connect all the knowledge available on the web, based on user searches. The extracted
information is displayed in knowledge panels on top of the search results. There are large
existing KGs that model general knowledge and also some specific to the Covid19 pandemic.
This thesis proposes to automatically create a KG to improve the identification of Covid19
shortages. It is based on Covid19 research papers and domainspecific to shortages in SCs
which is achieved with TM and a list of keywords. With the help of a KG, only terms should be re
trieved which are products that can be in shortage. The challenge of the shortageidentification
system and the KG to be built is that the shortages are unknown during construction. Thus,
the methods are unsupervised. To measure performance, a handmade ground truth of known
shortages has been created posthoc. It is split into shortage terms, which refer to products
that were known to be in shortage and their suppliers, e.g. “face mask” or “vaccine”, and
shortage indicators, which are terms that indicate a shortage, e.g. “scarcity” or “need”.
Furthermore, the KG can be leveraged in other ways. The SC domain is just an example.
Given a set of keywords, with some slight adjustments, the proposed method to build a KG
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should also work for other domains. Moreover, using this KG to identify shortages is just one
use case, there could be other applications for the created KG. It can also be seen as an attempt
to summarize and connect all the knowledge about Covid19 shortages. There have been many
Covid19 publications of different disciplines, too many for a human to reasonably comprehend.
A KG is an explainable method to process all this data on a large scale.

1.3 Research Questions

The goal of this thesis is to automatically identify potential Covid19 shortages from data with
the help of TWS and a domainspecific KG. This leads to the following research questions:

1. How to automatically find unknown potential Covid19 related shortages in supply
chains in text?

• RQ1: How well can statistical NLP methods alone identify shortages in text?
• RQ2: Does Topic Modeling improve the selection of relevant articles in comparison
to keywordbased search? What is the difference in performance when applying the
shortageidentification method to the reduced dataset?

• RQ3: How well can a domainspecific Knowledge Graph be constructed automati
cally without knowing the shortages? Does such a Knowledge Graph improve the
detection of potential shortages?

The research questions ask for three main parts. The first part is to identify Covid19 short
ages using TWS. The second part is about narrowing down the dataset to be more targeted
towards the domain in question using TM. The third part is the creation of a KG to improve the
performance of the TWS by including semantic knowledge in the statistical methods.

1.4 Overview of the Thesis

The outline of this thesis is as follows. The first part gives some background on TM and the
construction of KGs. Then, related work about all three parts is discussed. Figure 1.1 shows
an overview of the methodology and experiments to answer the research questions. It is split
into four main parts. Each part corresponds to one chapter including the methodology and
experiments to answer the respective research question. An exception is the first box, as it is
only the preparation of the data. The methodological chapters each include a more detailed
overview Figure at the beginning of the chapter. Finally, the results are critically discussed and
future directions are proposed.
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Figure 1.1: Summary of the methodology and experiments overview

0. Data Preparation (Chapter 4)

That includes the introduction of the dataset and the preprocessing of it. It mentions some sim
plifying assumptions that were taken in this study. Moreover, it will explain how the ground truth
list of known Covid19 shortages in SCs was created. It will also describe how the evaluation
with this ground truth list was done. This chapter ends with a first analysis of the data to see if
the dataset is well suited to find shortages.

1. Shortage Identification (Chapter 5)

In the corresponding chapter, statistical NLP approaches will be introduced to find shortages
in text. These include term weighting schemes over time and word embeddings. In the exper
iments, the top terms retrieved by the methods are combined and the accuracy is measured
based on the ground truth shortage list and process time. The experiments will answer RQ1.

2. Topic Modeling (Chapter 6)

Here, it will be explained how TM is used to reduce the dataset by selecting only articles related
to shortages in SCs. In the Figure, the reduced dataset is called “shortagerelated dataset”.
First, the algorithm and some alternatives are described. Second, the TM is tuned. Third, the
TM selection of the articles is compared to a keywordbased baseline. Finally, the shortage
identification method is repeated and compared to the previous results. That will answer the
second research question.
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3. KG Creation (Chapter 7)

The statistical methods predicted some terms which cannot be a product in shortage and also
missed some relevant ones. Therefore, semantics are included based on the creation of a
domainspecific KG. The KG building process includes the creation of an initial KG from DB
pedia, information extraction from the reduced data, and KG refinement. To answer the last
research question, the KG is evaluated in two ways: intrinsically and by using it within the
shortageidentification method. The existing method is enhanced by the knowledge of the graph
and some KG prediction methods, including link prediction. In the end, the performance is com
pared to the results of the previous chapters and the final results are closer analyzed.
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2 BACKGROUND

This chapter gives some background information as a foundation for the rest of the thesis.
First, some evaluation measures are introduced. Second, Topic Modeling will be explained.
The remainder of the chapter is about Knowledge Graph creation, refinement, and evaluation.

2.1 Evaluation Measures

Most of the methods in this work are evaluated with precision, recall, and Fscore. Given a
list of elements retrieved by a method, e.g. predicted terms, and a list of relevant elements,
e.g. the terms that are looked for, these measures can be used to score the accuracy of the
retrieval method. A perfect score would be if all relevant elements are retrieved. Precision
measures how many items are relevant out of the retrieved ones. A high precision means
that the method is very good at only returning elements that are looked for. Recall measures
how many items were retrieved out of the ones which are relevant. A high recall means
that the coverage of the elements that were looked for is very high. Often precision and recall
behave antiproportionally to each other. Fscore combines the two measures. In this thesis,
the measures score, for example, the list of terms suggested as shortages with a list of known
shortages. A weight β can be included in the Fscore, weighing precision and recall differently.
That is called Fβ. In this work, the simplest version with a β of 1, called F1 will be used. The
equations are the following:

Precision =
number of retrieved and relevant elements (true positives)

number of retrieved elements

Recall = number of retrieved and relevant elements (true positives)
number of relevant elements

F1 − score =
2× (Precision× Recall)

Precision+ Recall
In case there are no retrieved elements or the precision or recall are 0, the respective Fscore
is set to 0.

2.2 Topic Modeling

The manual efforts made by procurement researchers to find articles related to shortages could
be automated by the use of TM. TM is an unsupervised machine learning technique that can
discover topics in a document corpus based on the semantic relatedness of the terms within
the documents. The model can subsequently be used to classify each document to a topic. In
the following, the TM method used in this thesis, namely Latent Dirichlet Allocation (LDA), will
be revised, as well as how to interpret the found topics.
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2.2.1 Latent Dirichlet Allocation

In LDA, the documents are seen as if they were generated from amixture of hidden topics where
each topic is regarded as a probability distribution over words [18]. LDA randomly assigns a
topic to each word in a document and then corrects itself a given number of iterations per
document. It does that by calculating the probability of a word being generated given a document
and a topic. Subsequently, it reassigns topics to the words based on that probability. The
distribution of these probabilities is called the posterior distribution of latent variables. The goal
of LDA is to determine it. Most commonly, the approximation methods Variational Bayes or
Gibbs sampling are used for that. [19, 20, 18]

2.2.2 Variations of LDA

There are several extensions of TM. One approach is dynamic TM which considers time. To
retrieve the evolution of topics, the data is split into time slices. A model is created for each
slice and the developed topics are based on the previous time slice [21]. The biggest draw
back of this approach is that time is viewed on a discrete scale while topics do not necessarily
change discretely. There are several dynamic TM works considering the temporal patterns on
a continuous scale [18].
There is a variation that guides the LDA by giving seed words for topics. That is called Guided
LDA or Seeded LDA and was first introduced by Jagarlamudi et al. [22] and Mukherjee and Liu
[23]. The topics are then built around those seed words. This is especially interesting if the
topics are already known beforehand. In this case, it is known that one topic should contain
shortages, so shortagerelated terms could be used as seed words.

2.2.3 TM Parameters

There are two main challenges when building a topic model. One is finding the right number of
topics k. The other one is overcoming the instability of the algorithm.

Selecting the right number of topics k

TM usually requires a parameter k which corresponds to the number of topics the model should
return. There are several methods that try to determine the optimal k for a given dataset exter
nally. However, according to Vayansky and Kumar [18], these methods have the assumption
that the optimal k is a given value.
Other approaches do not try to externally determine k but they iterate over different ks and apply
TM on a subset of the data. [18] On each iteration, measures such as perplexity indicating how
well the model describes the data are calculated. The k with the lowest value is considered to
be the best fit [24]. Another measure is the coherence of the topic. There are several ways to
calculate it which will be discussed in section 2.2.4.

Stability

One challenge of TM is the instability of the algorithm. Every time that it is applied to the data,
the topics discovered will vary slightly [19]. One way to make the algorithm more stable is to
use ensemble methods, while wro [25] suggest doing hyperparameter tuning. They investigated
the topic instability of LDA with its default settings and found that the default parameters of LDA
implementations do not necessarily yield good results while the topics are often unstable. They
recommend tuning the most important hyperparameters, namely the number of topics, called k,
the prior of the document topic distribution, called ααα, and the prior of the topic word distribution,
called βββ [25].
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2.2.4 Topic Interpretation

The topic model returns words within the topics. Moreover, it can be used to classify documents
into topics. How these topics are understood is always a subject of human interpretation. To
support that, topic coherence can be used. Moreover, visualization techniques can be helpful.
Topic coherence is one way to quantify the quality of the topic model. The coherence score
has a high correlation with human judgment and is based on the cooccurrence of words of the
same topic [26, 27]. It gives an indication of how well the topics are coherent in themselves
measured by the semantic similarity of the top terms in the topic. There are some commonly
used coherence scores that are often offered by TM libraries:

• UCI coherence [28]

• NPMI coherence [29]

• U −Mass coherence [27]

• Cv coherence [30]

According to Röder et al. [30], the Cv coherence is the best performing one and will therefore
be used in this thesis.

2.3 Knowledge Graphs

KG definition. KGs have been defined as “very large semantic nets that integrate various
and heterogeneous information sources to represent knowledge about certain domains of dis
course.” [15, p. 6]. Usually, the nodes within the graph are called entities, which have certain
attributes and are connected to each other by relations. A typical KG representation stores re
lations as triples of an entity, a relation, and another entity. In particular, the entities can also
have a specific type that can be modeled by a relation, such as “is_a” [31]. The first entity of
the triple is also called head or subject and the second one tail or object.
In this study, a KGwill be automatically constructed from text. In the following, some background
will be given on how a KG is commonly constructed including some details on the steps.

2.3.1 Knowledge Graph Construction

Figure 2.1 gives a structured overview of the current research in the KG domain. In this work,
the main focus is on Knowledge Acquisition, i.e. the construction of the KG. Knowledge Rep
resentation Learning will be used. Finally, identifying shortages in text with the KG will be a
KnowledgeAware Application, more specifically a Natural Language Understanding applica
tion. Covering the last domain of the figure, in future work, the KG can be converted to a
Temporal Knowledge Graph because shortages are timedependent.
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Figure 2.1: Categorization of research on knowledge graphs from Ji et al. [32]

Most sources structure the generation of a KG in a similar way (cp. Figure 2.1: Knowledge
Acquisition). The steps of it are listed in the following.

1. Knowledge creation or construction. This includes:

• data retrieval and preprocessing,
• entity discovery,
• relation extraction,
• entity linking to existing KGs or an initial KG,
• and evaluation [15, 33, 34].

2. KG refinement or curation (KG Completion) using KG embeddings among other tech
niques (Knowledge Representation Learning). That consists of:

• error detection in the graph,
• KG completion,
• and sometimes assessment of the graph [31, 15].

Finally, the KG is used in a KnowledgeAware application.

2.3.2 Knowledge Creation

The data is first preprocessed using standard NLP methods. The remaining steps will be ex
plained in the following. This includes entity labeling, relation extraction, and entity linking.

Entity Labeling

A named entity is a word form that is called “an atomic element or member of the semantic
class which may vary depending upon the domain of interest.” [35]. An example of that is the
“University of Twente” as an organization. The classes that a named entity can belong to can
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vary. There are some standard ones, such as location, person, or time. Depending on the use
case, there can also be other classes, for instance, product. Named Entity Recognition (NER)
aims to tag these named entities in text and is a subtask of information extraction. The named
entities are classified as a type, such as “person” or “organization”. Some extensive reviews
were written by Goyal et al. [35] and AlMoslmi et al. [36].
NER models take the raw text as input and identify the entities as part of the labeling process.
That results in a small number of entities that are mostly labeled accurately. However, there
is no control over which terms will be recognized as an entity. A related task is entity typing.
Entity typing predicts the types of an entity in a sentence [37]. Whereas NER first recognizes the
entity in text and then classifies it to a type, entity typing only classifies the entity with a certain
probability. Thus, any term can be typed, with the downside that the labels are less accurate.
To reduce the classification error, a threshold should be set on the probability above which the
types are considered as correct. Since more entities are labeled with entity typing and there is
more control over it, entity typing will be used in this thesis.
Goyal et al. [35] list some challenges of entity detection. There can be nested entities, where
an entity within an entity needs to be recognized. For example, the organization “University of
Twente” contains the nested entity “Twente” which is a location. In this thesis, partial matching
of entities and text fragments is used to tackle this problem. Another big problem is ambiguity
in text, e.g. a “Hamburger” can refer to a person from Hamburg or to food. Kejriwal [38] name
some more challenges specific to construction of a domainspecific KG. Many methods are
supervised and need labeled training data. In practice, however, the entities to be discovered
are typically not known beforehand, so the supervised methods cannot be used. Moreover,
unsupervised techniques that have been optimized on generic data tend to not work well on
domainspecific data. Another challenge can be the heterogeneity of the data from different
sources [38, p.1011]. The methods used in this thesis are all unsupervised because no labeled
training data is given. To address the problem of having no types, the roots of noun phrases
are extracted to form superclasses.
According to AlMoslmi et al. [36], there is no standard for the evaluation of entity discovery
for KGs. They name four important aspects for the evaluation: recognizing entity mentions,
assigning a type to mentions, identifying the entity which is meant by a mention, and linking
mentions in a KG [36]. Precision, recall, and Fscore are mainly used for evaluation if a ground
truth is given.

Relation Extraction

“Relation extraction is the task of detecting and classifying predefined relationships between
entities identified in text.” [39]. The aim of Relation Extraction (RE) is to find tuples of entities
connected by a relation.
There are relation prediction and Open Relation Extraction (RE) methods. The relation pre
diction methods were first. They classify entity tuples to certain preset relationships. This is
often done with a pretrained model. The advantage of this is that there is only a small set
of possible relations. However, it might generalize too much. That means that every possi
ble relation that two entities can have needs to fit into one of the predefined categories of the
model. Language is usually more complex than that and often the predefined categories do
not match what is meant in text. Furthermore, this often requires labeled training data which is
quite resourceintensive.
Open Information Extraction or open RE was first introduced by Etzioni et al. [40] and freely
extracts the relation between two entities. The open RE methods are more detailed and closer
to the source sentence. Moreover, they are more flexible as they do not need prior domain
knowledge, but the relations can become too specific and cannot be grouped easily. In this
study, open RE was chosen, to cover as many possible relations as possible.
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There are two main forms of RE evaluation: prediction of missing links on heldout data and
manual evaluation. The heldout method only works for relation prediction and not for open RE
because a relation is not predicted but is extracted from text freely. Thus, the input is not a pair
of entities but raw text. The manual evaluation is quite accurate but it can only be done on a
small dataset, it is resourceintensive and it could be subjective. In addition, the evaluation can
be set up to focus on the most frequent relations [41]. In this thesis, frequency analysis is done
because it is the easier approach of the two possible ones. In future work, human evaluation
should be considered.

Entity Linking

Entity linking matches the entities found in text to the Internationalized Resource Identifier (IRI)
of their corresponding entities in a large existing KG [42]. According to AlMoslmi et al. [36],
entity linking is composed of three tasks:

1. Candidate entity generation extracts all possible entities from the KG which might be re
ferring to a found entity.

2. The candidate entities are ranked and the one with the highest rank is returned.

3. NIL clustering, where NILs are entities that are not in the existing KG.

Shen et al. [42] provide a good overview of the existing methods for entity linking. Entity linking
has its limits, as not all entities exist in large KGs and terms cannot always be resolved to being
the same entities. In the same way as the entities are linked to existing KGs, they can also be
linked to an initial KG [34].

2.3.3 Knowledge Refinement

KGs often contain errors because of missing or inaccurate knowledge, which leads to weaker
performance when used [43]. KG refinement methods are used to tackle that problem. Knowl
edge refinement consists of two main parts, error detection, and knowledge completion [15, 31].
In this thesis, only knowledge completion methods will be used.

KG Reasoning

One method to refine KGs is KG reasoning [31]. Chen et al. [44] define reasoning as simulated
thinking to deduce conclusions from existing knowledge. Reasoning over KGs tries to complete
a KG by using machine learning to find erroneous knowledge and new relations between entities
based on existing knowledge. [44]
According to Bellomarini et al. [43], KG reasoning can be split into three dimensions, reasoning
for knowledge integration, reasoning for knowledge discovery, and reasoning for application
services. Reasoning for knowledge integration is the task of integrating knowledge from
various sources. When integrating multiple sources of knowledge from different KGs, duplicate
entities can occur, thus, entity resolution is necessary. Reasoning for knowledge discovery
aims to find new or hidden knowledge within a KG. This can also be used for knowledge com
pletion tasks. Reasoning for application services is the reasoning over a KG to provide a
certain service, such as question answering or recommendation systems. [43]
Ji et al. [32] categorize the different types of reasoning into embeddingbased reasoning, path
based reasoning, and rulebased reasoning. KG embedding is one of the most popular reason
ing methods used for KG completion or knowledge discovery [43]. The representation learning
methods described in section 2.3.3 are mostly used for it. In this thesis, only embeddingbased
reasoning is applied.
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Knowledge Graph Embedding

Many refinement tasks make use of KG embeddings [45, 32]. For example, deduplication or
link prediction, like in this thesis. A KG embedding is another representation of a KG granting
access to the underlying information of triples [46]. The triples in a KG are embedded into a
fixedlength vector of a lower dimensionality to simplify the usage of the graph without losing its
structure [46, 45]. The KG embedding is often evaluated with link prediction in the same way
as the task itself is evaluated [47].

Embedding Structure. Wang et al. [45] surveyed KG embedding approaches. An embedding
method is usually split into three parts: representation space, scoring function, and encoding
models. Most methods use vector, matrix, or tensor representation where entities are vectors
and relations are operations in that vector space. A scoring function is defined which calculates
the plausibility for each fact. The representation learning learns the embedding using encoding
models so as to maximize the overall plausibility of the facts measured with the scoring function.
In addition, auxiliary information, such as time, can be included in the embedding. [45, 32]

Encoding Models. There are three groups of embedding techniques: Translational and Ro
tational Based Models, Semantic Matching Models, and Neural Network (NN)Based Models
[43, 45]. Translational and Rotational Based Models use distancebased scoring and loss func
tions. Semantic Matching Models uses similaritybased scoring functions. NNbased models
include many Deep Learning models which were introduced in recent years, see Ji et al. [32].

Knowledge Refinement Tasks

The KG refinement methods, including reasoning, can be used for KG enrichment, i.e. error
detection and completion. According to Paulheim [31], Knowledge refinement has three di
mensions: 1. completion vs. error detection, 2. the refinement target, for example, entities or
relations, and, 3. the data which can be internal (only within the KG) or external. [31]
The automatic construction of a KG can lead to it containing some noise, therefore, error detec
tion is performed [46]. The goal of error detection is to improve the correctness of the developed
KG by first detecting errors and subsequently correcting them [15, p.46]. Knowledge comple
tion tries to find duplicates and conflicting types and aims to resolve them to increase coverage
of the KG [15, 31]. This is done by adding and deleting type and relation statements [15, 31]. In
the following, different methods will be described. They will be for either one of error detection
and completion or both, as it is difficult to distinguish the two completely and the methods are
often the same. The methods are complementing each other, thus they could all be used. In
this study, only link prediction and deduplication will be used.

Link and Relation prediction (refinement target: entity or relation). Link prediction aims to
predict an entity for a known second entity and a known relation, so either the head or the tail of
a triple is to be predicted. For relation prediction, both entities are known and the relation should
be predicted. Using the learned embeddings, the scores for each possible triple containing the
known two parts can simply be ranked and the best one will be selected. To evaluate the ranked
list of candidate entities, mean rank or Hits@n can be used on some test triples where one entity
or relation is removed beforehand. [45, 38]

Triple classification (refinement target: entity and relation). Triple classification decides
for an unseen triple if it is valid or not. This can also be called factchecking. With the help of
the embedding, the score of the new triple can be calculated, the new fact is either considered
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true or false. [45, 38] There are other methods that perform factchecking without embeddings.
For instance, Shi and Weninger [48] see it as a link prediction problem and use pathbased
rule mining to evaluate triples. To evaluate triple classification, standard classification metrics
or ranking metrics like mean average precision can be applied [45].

Deduplication (refinement target: entity and triple). Deduplication tries to find out if two
entities or triples are equal to each other. For entities, this is also called entity resolution. Nickel
et al. [49] proposed to calculate the similarity between the vector embeddings of the two entities.
To evaluate that strategy, the area under the curve is often used [45]. There are many other
tools not based on embeddings. For example, the Python library Dedupe [50] uses similar
techniques in multiple steps, avoiding embeddings, and is also used in this thesis.

External Methods. The aforementioned methods are all internal because they only consider
the data from which the KG is built. All of the tasks are solved using automatic reasoning
techniques, which only consider the underlying structure of the information and reason based
on that. This could mean that something which is logical to the system does not make sense in
the real world. This is true for internal methods, there are also external ones. Often, a classifier
is trained on large KGs, like DBpedia to predict relations [31]. Moreover, similar methods as for
relation extraction can be used. In this work, that approach was not pursued.

2.3.4 Evaluation of KGs

The KG assessment evaluates the quality of the constructed KG. The error detection and com
pletion methods already give an indication of how well the KG was constructed. Paulheim [31]
categorized the KG evaluation methods in two broad categories, methods that only use the KG
and methods which include external data.
One evaluation method is manual evaluation as partial gold standard. That is, either an
external large KG is used as ground truth, or an extracted subgraph is manually labeled. The
manual labeling means, for error detection, that the entities and relations are marked as correct
or incorrect. For KG completion, the axioms that should exist in the KG are gathered. Both
refinement tasks are evaluated with precision, recall, and Fscore. Human evaluation gives of
course good quality results but is often quite resource intensive. Therefore, large existing KGs,
like NELL or YAGO, are sometimes used for evaluation. The constructed KG is then interlinked
to the large existing KG. However, there can be errors in the interlinking process and the gold
standard KG can also have errors. [31] The evaluation methods do not evaluate the entire KG.
This can be problematic, as the sources for the KG are not always of the same quality.
Paulheim [31] names the KG itself as silver standard. For example, link prediction can be
done to validate how well the KG completion methods can replicate the KG. Another approach
is to let the KG embedding score triples in the KG. Either the entire KG can be used which
might lead to overfitting or the graph can be split into training and test set. That is not easily
done because often the entities need to be present in the test and train set in order to be scored.
This method heavily suffers from the KG not necessarily being correct, and the method also not
testing for correctness. Thus, the results of this method should be considered with caution, as
they might be biased. Furthermore, they depend on the quality of KG embedding. In this thesis,
the triples in the KG are scored and evaluated using kfold crossvalidation.
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2.4 Summary of the Chapter

This chapter gave some background relevant to this research. First, the Fscore for evalua
tion was introduced. Second, Topic Modeling was explained. The most used method is LDA
and hyperparameters need to be tuned for a more stable algorithm. After that, the basics for
KG construction were explained. Namely, entity linking, entity, and relation extraction as well
as knowledge refinement. The knowledge refinement section talked about different reasoning
techniques for KGs and gave an overview of KG embeddings. Additionally, some refinement
tasks in order to detect errors in the KG and complete the KGwere discussed. Often embedding
based reasoning is used in these tasks which aims to predict missing or wrong information.
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3 RELATED WORK

The following will first summarize why shortages in SCs occur. Then, it will describe current
methods to anticipate SC disruptions leading to shortages. Some of them are technologydriven
and some even use NLP approaches. After that, some related work about TM will be given.
Finally, KG work will be discussed. That includes the review of large scale KGs and Covid
related KGs and some knowledge aware applications.

3.1 Shortages in Supply Chains

The shortages in the Covid pandemic aggravated due to the nonglobal management of them.
The management of shortages includes national procedures to report possible future short
ages to authorities which can then react, for example, with substitutes. Moreover, there are
information systems in procurement and logistics that can detect shortages. For the future, they
suggest international collaboration, a uniform definition of shortages, identifying medicines at
risk to be a shortage, and developing a global early warning shortage notification system
[7]. The aim of this thesis is to attempt a system like that.
Shortages in SCs occur for different reasons. When trying to anticipate shortages it can be
useful to look at those reasons as they might indicate an upcoming shortage. Sodhi et al. [3]
researched the shortages of essential goods in the US during the pandemic, identified their
causes, and proposed a research agenda for responsive SCs. The shortages of essential
goods in the US that they analyzed are “Household paper products and disinfectant wipes”,
face masks, PPE, and Ventilators. For the first one, they found the following causes:

• “Sharp increase in demand”

• Consumers hoarding because of initial shortages

• Household paper products had a historically stable demand, thus, the “Justintime pro
duction systems” already worked at full capacity and could not produce more

• China where many suppliers are situated largely stopped exporting because of internal
needs in February and March 2020

• ”Shift from demand at workplace to demand at home – inflexible production systems could
not cope with change.”

For face masks, PPE and ventilators, they name additionally:

• The US stockpile was not managed properly and many products were unusable

• Outsourcing of PPE production without knowing much about the suppliers leading to no
risk management, poor quality, and poor reliability

• “Inadequate incountry capabilities for not just manufacturing but also for design and de
velopment”
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There were many makeshift responses trying to adapt production to the loss of quality and to
manufacture domestically. Nevertheless, all efforts were “either ineffective or unsustainable”.
Therefore, they call for responsive SCs to handle future pandemics and list how to do that.
[3]
The causes for shortages within the Covid19 pandemic can be helpful for the automatic detec
tion of them. Since finding these causes in text data could be a warning for an uprising shortage.
For example, China stopped exporting meant a lack of several products. Or more generally,
manufacturing problems could be an early warning.

3.2 Covid19 Shortage Identification

Traditionally, no advanced technologydriven methods are used in the analysis of shortages.
Before the pandemic, anticipating SC disruptions was often implicitly included in demand fore
casting or risk management. Furthermore, statistical or machine learning techniques were used
to predict the demand but it was usually based on historical sales data and other numerical data
but not on text, see for example [51]. Qualitative methods rely on experts’ opinions or question
naires, for example, the Delphi method, but are usually not technologydriven [12].
These methods are a lot of human effort, which can also be biased. In addition, they are specific
to a product and they are not very useful in a crisis. In a crisis, the data will deviate from historical
data and experts are not of great help because many unpredictable events can happen. A
method that is learning from realworld data represents the current events. Given the large
amount of available data, this task could not be done by a human. For these reasons, an
automatic datadriven method is more suitable.

Figure 3.1: “Timing of supply chain disruption management decisions through a pandemic” [52]

There are several pieces of research in the domain of SCs that recognized the shortage issue
within the Covid19 pandemic. Ivanov [52] defined the timing of managing SC disruptions in
a pandemic. That can be seen in Figure 3.1. The identification of potential SC shortages can
be placed in the stage “Early Detection” and in the best case even “Anticipation”. Throughout
Covid19, there have been works in all of these stages. For example, Paul and Chowdhury [53]
created a recovery plan for products that were in high demand during the pandemic.
Several works, such as Chowdhury et al. [8] and Queiroz et al. [9] reviewed papers about SC
issues during the pandemic. They suggest different solutions. Among them, the use of AI
and data analytics is often mentioned. As one of the research opportunities, Chowdhury et al.
[8] name technology. More specifically, they pose the possible research question “How can
emergent technologies support various supply chains [...] to manage the impacts of the COVID
19 pandemic and improve responsiveness?”. Similar work by Queiroz et al. [9] proposes the
question “How can AI techniques contribute to developing responsive SC models in epidemics
scenarios?”. The present work can be seen as an answer to those questions. These and other
papers make it evident that using technology to tackle SC problems is a research gap,
especially in pandemics.
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Scenariobased Simulations

A popular technological approach in SC analysis is scenariobased simulations. Ivanov [11] aim
to predict the impacts of the virus on global SCs with a simulation. Like other works, they used
a dynamic simulation model to observe SC behavior over time. The dynamics of simulation
models allow to include timedependent changes. Another advantage of simulations is that
very complex problems can be modeled, analyzed, and optimized. In their work, they predicted
the performance of finance, customers, and leadtime as well as product inventory dynamics.
They did not identify specific products which are in shortage due to these disruptions. Similar
works followed this approach. For instance, Singh et al. [54] simulated the impact of Covid19
on the food SC for certain products.
Simulations try to include all relevant outside factors, such as market disruption length or where
the disease will spread, to model a scenario as realistically as possible. It is very difficult to
include all realworld influences in a model, because even if everything is thought of, there
are always unknown events, especially in a crisis. A better approach, to try to include all real
world components, is to look at text data describing the circumstances.

Statistical NLP approaches

Other papers in the area of SC analysis name especially NLP technologies to support the do
main, e.g. [55, 56]. Before the pandemic, data analysis was already used in some cases for
SC disruptions in disasters. For example, Papadopoulos et al. [57] analyzed public data like
tweets after an earthquake to study the emerged problems in SCs, such as fuel shortages due
to the earthquake.
Another example is the research of Khare et al. [58]. They claim that gasoline shortages are
frequent in a disaster. They built a model from social media data to predict gasoline shortages.
The model is based on the number of tweets about gasoline shortages. To classify that a tweet
is about gasoline shortages, they used TM and keywords found via Term FrequencyInverse
Document Frequency (TFIDF). Similar to their approach, the work at hand uses TM and TF
IDF to identify shortagerelated texts and keywords. Different from what they did, this thesis
focuses on several types of shortages and more TWS are applied than just TFIDF. While the
present work uses TM to find relevant texts, they used keyword search for that and only used
the TM within the relevant tweets. However, what makes their research more practical than this
one is that they considered the time and place of a shortage.
NLP methods are also applied to analyze SCs in Covid19. For instance, Meyer et al. [13] split
Covid news in three time frames. Subsequently, they weighted the terms by frequency per time
frame and measured the Sentiment. This is a basic version of TWS over time which are used
in the present work.
The existing NLP research around TWS has already progressed more than what is used for
SC analysis. In this thesis, TWS over time are used in an ensemble to identify shortages.
Other works use similar approaches to weight terms. For example, Alsaedi et al. [59] created a
measure called temporal TFIDF. They use time intervals of data to calculate the TFIDF. This
is done in almost the same way as the TFIDF over time is calculated in the present work.
Just like the present work, many of these works use frequency and contextbased methods.
Moreover, TM is used sometimes. However, the methods are not very advanced. Most of the
time, only a few methods are used. This is also due to the fact that these are SC researches
using NLP approaches instead of NLP research applied on a SC problem. The idea to combine
TWS over time to identify relevant terms is not new. However, the implementation and combi
nation of the schemes are unique. The found research gap is in the application of advanced
NLP methods for SC analysis. While there are some SC works making basic use of NLP, the
stateoftheart methods available are not considered. SCs is one of many areas where this
is the case. Therefore, this study is an example of applying the state of the art in computer

17



science to realworld problems and making it available to other fields than computer science.
Furthermore, the identification of Covid19 shortages on large scale has not been done.

3.3 Topic Modeling

Procurement experts conventionally use keyword searches to find relevant articles which
they manually analyze afterward. Bansal et al. [10] emphasize the use of TM to study SCs.
TM assigns text to topics based on similarity. They believe that TM can find new constructs.
Further, the analysis of the relationships between the articles helps to understand SC over time
and anomalies can be detected. Moreover, apriori bias by researchers can be avoided but the
interpretation of the topics is still biased. Only a few studies in SC management actually used
TM. Therefore, there is a need for more studies making use of TM in the SC domain. The paper
of Stephany et al. [60] is an example of recent research making use of TM in the context of
Covid and industry risks, such as SC interruptions.
There are some works that use TM to analyze the topics over time throughout a disease
outbreak. For example, Chandrasekaran et al. [61] and Ghosh et al. [62] investigated topic
trends over time on Twitter and in the news respectively. Like in the present work, both works
also used seed words to retrieve the expected topics. Interestingly, Chandrasekaran et al. [61]
identified the topic “shortage of products” within the Covid pandemic as well, just like in this
thesis.
The research of Ebadi et al. [63] applied TM on Covidrelated scientific articles like in this work.
They found 7 topics, among them “Personal Protective Equipment”, “Rehabilitation  Panic”
and “Intubation  Oxygenation”. These three topics can all be related to shortages within the
pandemic. Similar to the current work, they also analyzed the most frequent terms in the dataset
per month.
TM is often used to analyze topic trends, find keywords, or group data. This could also be seen
in Covidrelated work. Using TM to reduce a dataset is a rather rare application. Therefore, the
use of TM for SC analysis to create a domainspecific dataset rather than keywordsearch
is a research gap.

3.4 Knowledge Graphs

What a KG is and how it is commonly constructed automatically was extensively discussed in
the background section (see 2.3). Figure 2.1 gives an overview of the existing research in the
domain of KGs. Chen et al. [64] analyzed the topics within KG research over the past 30 years.
One of the future directions that they found is the automatic construction of KGs avoiding
expensive domainspecific labeling. They call it “exploiting domain knowledge embedded in
knowledge graphs of realworld applications”. Shortage identification is an example of such a
realworld application making use of such a KG. Moreover, they call for enriching KGs with NLP
methods. In some way, that is also done in this work.
There are several existing KGs that are very large and cover general content. There are also
KGs specifically built for a certain domain, like the Covid19 pandemic. Some of each category
will be reviewed in the following.

3.4.1 Large scale Knowledge Graphs

A very large KG, aiming to cover as much knowledge as possible is DBpedia. It extracts struc
tured information from Wikimedia projects, such as the infoboxes in Wikipedia, structures it to
form an open, crossdomain KG, and links it to other public datasets [65]. Different instances of
DBpedia can be downloaded or queried on their website which is continuously updating [66]. A
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related project is Wikidata which is a KG that can be edited by anyone and supports Wikipedia,
for example by creating infoboxes, instead of extracting information from it [67].
Gawriljuk et al. [34] divide automatically constructed KG into three groups: the KG can be
built based on Information Extraction using a fixed schema, open RE without a fixed schema, or
based on structured data sources. An example for the first group is NELL which uses a machine
learning agent which is continuously reading the web to extract information, adding it to the KG,
and improving itself on that task [68]. NELL extracts beliefs with a level of confidence, instead
of facts. The second group uses open RE. That approach allows for the use of large corpora
where there are many target relations or they are unknown beforehand [69]. This approach is
also used in the work at hand. DBpedia, as well as YAGO, can be classified into the third group.
YAGO is a KG, which is also based on Wikipedia, but it is more concise than DBpedia and aims
at being very accurate and consistent [15, p.7].

DBpedia [65] Wikidata [67] YAGO3 [70] NELL [68]
Automatically
constructed
KG group [34]

based on structured data manual based on structured data IE with a fixed schema

Data retrieval [71]
structured information
from Wikimedia projects

manually maintained
by users and bots

extracted from Wikipedia,
Wordnet, Geonames,
Wikidata

AI agent that reads
the web

Fact
representation [71]

triple
entities with multiple
statements

triple with time and location triple

Number
of facts

7 billion  120 million
50 million
candidate beliefs,
confidence in 2,810,379

Number
of entities

228 million 96 298 081 >10 million 

Dynamicity [71] dynamic continuously updated static
agent continuously learns
and adds beliefs daily

Temporal aspect [71] no yes, the valid time of facts yes no

Content classes
(top level) [72]

agent, place, time period,
work, species, others

artificial entity, object, spatio
temporal entity, individual,
structure, subject, quality

physical entity, permanently
located entity, legal actor/
geographic entity, abstraction

abstract thing, location,
item, geolocatable thing,
visualizeable thing, agent

Quality of facts [71]
depends on Wikipedia and
on extraction algorithm

contolled by community but
users should only add
verifiable information

95% accuracy,
manual evaluation

assigns confidence score
to extracted beliefs

Linkage [72]
links to Wikidata, YAGO,
weak links to NELL
through Wikipedia

links to DBpedia links to DBpedia
weak links to DBpedia
through Wikipedia

Table 3.1: Comparison of large public Knowledge Graphs

Some of the most widely used opensource KGs and their characteristics are summarized in
table 3.1. Färber et al. [71] and Heist et al. [72] compared large KGs. The information in the
table is either from those two reviews or from the respective source of the KG. It is noticeable
that Wikidata is the most different from the other KGs. It is the only manually constructed KG
and it does not store its information in triples which makes it difficult to connect to other KGs in
triple format.
DBpedia is by far the largest KG out of the four. Which could mean that it has a wider coverage
and is more complete but it could also mean that the data is less accurate and that it contains
a lot of knowledge which is irrelevant for the task a hand. A positive aspect about Wikidata is
that it is dynamically changing, like NELL and DBpedia, which on the one hand might be quite
useful in a crisis where new circumstances happen every day. On the other hand, this makes it
a lot harder to maintain a good quality of the data.
Looking at the classes by which the KGs are structured, DBpedia is the only one that does not
have an explicit class for tangible objects which shortages usually are. YAGO3 has the best
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quality of its facts as it got manually evaluated. Finally, all KGs are linked through DBpedia,
which makes DBpedia the best choice for this research.

3.4.2 Covid19 Knowledge Graphs

There are many KGs about the Covid19 pandemic. Some aim at creating a general overview,
others are more focused on the biomedical aspects and how they relate to each other. In the
following, some of them will be discussed. It will also be concluded whether one of them is
suitable as an initial KG.

KGs based on CORD19

Many works used the CORD19 dataset as the basis for their research, some of which are also
KGs. Probably the biggest Covid KG project [14] is the CovidGraph which was built up col
laboratively by several research institutes and companies aiming at structuring and visualizing
the available Covid19 data for researchers [73]. Next to the CORD19 data, they added other
sources. The graph contains knowledge about Covid19 related or general biomedical papers,
patents, biomedicine, and clinical trials as well as statistical and geographic data. The team
also created an interactive visual graph explorer of the KG which is freely accessible and data
can be downloaded. [73]
Many other works built a biomedical Covid19 KG based on the CORD19 data and often en
riched it with existing general or biomedical KGs or databases. Reese et al. [74] developed a
framework to customize the KG but it mostly integrates different annotated data sources and pre
pares them to download as one KG. Michel et al. [75] created two KGs, one based on biomedical
named entities in the CORD19 data and the other one based on arguments mentioned in the
data. Wise et al. [76] also built a KG based on biomedical entities within the CORD19 data.
Moreover, they trained a topic model on the data and added topic entities to the graph. They
identified ten general topics, for instance, virology, as entities and trained a classifier based on
the topic model. These graphs are mostly focused on the biomedical domain and do not contain
much information on products, let alone shortages.
Directly transforming the annotated CORD19 data, Steenwinckel et al. [77] created a KG of
the metadata. The entities are, for instance, papers or authors and the relations, for example,
“cited by”. The data was further enriched by DBpedia and other external resources. The KG
is available for download and they even provided code to use the KG [78]. Again, this KG has
another focus than the work at hand.

Other Covid19 KGs

There are other Covid19 KGs that are not based on the CORD19 data. Kim et al. [79] created
a Covid KG with all kinds of entities related to Covid19. Similarly to this thesis, they used open
RE to extract triples from text. They used an entity dictionary as a seed for extraction. That is
comparable to the seeding with the initial KG which was done in this work. Moreover, Covid19
is a large topic. Therefore, the KG is not domainspecific and the KG could contain a lot of
irrelevant information.
There is only one project, to the best of my knowledge, which built a Covid19 KG including
information on SCs. They tried to find disruptions in SCs. Nonetheless, as it seems, the
project has been discontinued and the available KG only contains examples of that idea. [80]
Many companies use Enterprise KGs to represent their internal data, such as SCs or products.
These KGs, however, only contain the companies’ products and suppliers and are usually not
available to the public. [81] For example, aut [82] built a Product KG of all of Amazon’s products
and product types.
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Conclusion

Looking at the existing KGs using the CORD19 dataset and the ones representing products,
there is no KG representing products or shortages in SCs within the Covid19 pandemic. There
fore, there is a need for a KG containing objects or products relevant to Covid19 to iden
tify shortages.
None of the Covidrelated KGs seem to be a good fit for an initial KG because they are too far
away from the SC domain. Therefore, in this study a subgraph of DBpedia was used as an
initial KG. It is not only very large and covers almost any domain but it is also humancurated.
Moreover, it connects other existing KGs. The downside of using DBpedia is that most of the
relations are not very meaningful for this application. A large part of the relations is the link to
another Wikipedia page. If an entity is mentioned on another entity’s Wikipedia page, it is most
likely related but it does not indicate in what way.

3.4.3 KnowledgeAware Applications

KGs have a variety of applications. Figure 2.1 shows some examples of them. In that figure,
the application of the KG developed in this work could be categorized as Natural Language
Understanding. The created KG supports a term weighting problem. It could also be classified
as “other Application”, namely shortages in SCs.
There are many other works that leverage a KG for related tasks, such as text classification
or prediction. For example, Li et al. [83] classified symptoms as written text to diseases with
the help of a KG. Another example is the work of Jiang et al. [84]. They used a KG to extract
features from text and used those features for prediction.
There are no examples of applications of KGs in the SC shortage domain. Nonetheless, ac
cording to [85] KGs in the SC domain are gaining popularity during the pandemic. Therefore,
this KG can be seen as a new contribution to SC shortage domain.

KG embedding library. There are several libraries that implement KG embeddings. The one
used in this thesis, AmpliGraph [86] offers embeddings for KGs and downstream tasks which
can be applied to them. Some of the other libraries were compared by looking at the API
documentation. The advantages of AmpliGraph over the others are: 1. it is not a command
line interface, 2. GPU training is possible, 3. it offers several downstream tasks, 4. it offers
different embedding algorithms and it is easy to import the data. PyKeen [87] also fulfills the
requirements and has even more KG embedding algorithms but it does not offer deduplication.
In addition, it is not possible to query the top n results for link prediction, it will always return all.
This is why AmpliGraph is used.

3.5 Summary of the Chapter

This chapter gave some related work to each of the parts of the method. First, some causes of
SC shortages in Covid19 were stated. Some of them are: an unexpected high demand, hoard
ing, and missing stockpiles. Second, the current methods to anticipate SC disruptions were
reviewed. The pandemic caused a surge in technologydriven approaches aiming to identify
shortages. Nevertheless, NLP approaches are still rare and advanced NLP methods can be
seen as a research gap. More commonly, human evaluation or simulations are used. There
after, some studies related to Covid19 using TM were reviewed. They made use of TM to
analyze Covid19 but not to create a domainrelated dataset, as is done in this thesis. The last
part compared some largescale KGs and some related to Covid19. None of them are about
Covid19 shortages, which is, therefore, a research gap. It was concluded that a subgraph
from DBpedia is the best fit for an initial KG.
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4 DATA PREPARATION

This chapter is about the dataset. First, the preprocessing is explained. Second, some simplify
ing assumptions are mentioned. The third part is about the creation of the ground truth shortage
list from external sources. The last part is a quick analysis of the data to show that the data fits
the purpose of identifying shortages well.

4.1 Data Preparation

For the analysis and for the construction of the KG, the Covid19 Open Research Dataset
(CORD19) of Covid related publications was used [14]. The dataset is an initiative of the Allen
Institute for AI in cooperation with other partners. It is hosted on Kaggle and regularly updated.
Each instance of data refers to a paper somehow related to coronaviruses, containing additional
information, such as authors and abstract. The metadata contains 19 columns in total, namely
unique id (Corduid), title, doi, source, license, abstract, publish time, authors, journal, the path
to the full text, the URL, and ids of the article from other databases. In addition, there is the
fulltext to some of the articles. There is also a JSON schema definition for the fulltext structure.

Removing Duplicates

Figure 4.1: CORD19 dataset amount of data after preprocessing

Figure 4.1 shows the total number of instances (811 258 on 03/11/2021) in the dataset and the
subset used for the task. First, the duplicate rows were dropped, and then the articles with the
same Corduid. Also, only articles that have a date entry were kept. The date entries of the
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remaining articles were transformed to year and month only. Around 50% of the dataset only
has a year and no month. Since some of the analysis uses the month and year of the articles,
that information was saved in an extra column “has_month”. That way the timedependent
methods can only use the articles with a month.
The Figure 4.2 shows the number of publications per month for the articles which have a month.
It can clearly be seen that there was a large surge in publication numbers about the coronavirus
a few months after the pandemic began at the beginning of 2020 which stayed constant until at
least October 2021.

Figure 4.2: Number of articles per month from Nov 2019 until Oct 2021

Keeping only relevant Articles

Formost of the analyses, only the abstracts were considered because of two reasons. First, only
about half of the articles in the preprocessed dataset contain the full text. Second, the abstracts
contain the relevant information in a compact form. The full text might contain more details but
it also introduces noise. To select only relevant abstracts, additional steps were taken. Only
publications during the Covid19 pandemic (from November 2019 until October 2021) were
kept. The reason is that the dataset also contains articles about the coronaviruses before the
pandemic that probably do not contain information about shortages during the pandemic. The
end month of October is simply the month when the dataset was extracted. Furthermore, only
abstracts that are longer than 50 words were kept because shorter texts were often only a
default sentence or some other meta information. When removing all the special characters
and punctuation, a lot more duplicates could be identified and removed. This could be, for
example, due to double white space. Finally, only English abstracts were considered (based on
the first 100 characters). The language check is needed because there is a minority of other
languages than English in the dataset and the analyses will only be done in one language. In
the end, from the entire CORD19 dataset, only 44% (358 768 articles) were actually relevant
for the task at hand.

Preprocessing of the Abstracts

The next step of the preprocessing is the cleaning of the texts. Abstracts often begin with a
word such as “background” or “abstract” followed by a colon. These words are not relevant
and were discarded. After that, special characters, standalone numbers, and also double white
spaces were removed (Regex: [^\w.?! ]). At first, more preprocessing was done, such as
removing stop words or lemmatizing. However, many of the advanced NLP methods consider
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context, semantics, punctuation, and casing. Applying heavy preprocessing could thus worsen
their performances.

Noun Phrase Extraction

From these texts, the noun phrases were extracted. This was done because a lot of NLP tasks
are based on terms. Single words often do not represent the meaning in which they were used
in text, e.g. “face mask” instead of only “face”. For that, two different Python libraries were used
(TextBlob [88] and Spacy [89]). Surprisingly they did not find the same noun phrases, therefore
both were used and combined. However, noun phrases from the second method were only
added if the other method did not find the phrase yet. This way, the number of occurrences of
a noun phrase within an abstract is not doubled if both methods find the same one. The noun
phrases were extracted per abstract and per sentence which has some advantages for methods
which work on sentencelevel. Next, the noun phrases were set to lower case and special
characters, articles (e.g. the) and single numbers were removed from the noun phrases. Lastly,
general paper terms that occur in almost any abstract (e.g. abstract, objective) and synonyms
for Covid19 were removed from the noun phrases (see B.1 for the exact lists). The reason
for that is that the dataset is about Covid19 research publications. Therefore, almost every
article contains information about these two components and that does not give any valuable
information. These terms are very frequent and can be distracting for certain methods.
The final dataset contains 358 768 articles each containing the following columns: “Corduid”,
“abstract_processed”, “date”, “has_month”, “noun_phrases”, “noun_phrases_sentence”. Most
of the methods use the noun phrases per abstract, some the abstract. How exactly they are
used will be described in the respective method.

4.2 Simplifying Assumptions

During the pandemic, there were several shortages in SCs. It is difficult to define if something is
in shortage because of the complexity of SCs and time and place restrictions. The focus of this
study is to identify potential shortages. Therefore, some simplifying assumptions were taken
neglecting these challenges. They will be explained in the following.

Complexity of SCs. SCs involve many stakeholders, often spread out across the world.
There is no formal definition of a shortage. Thus, every stakeholder might define a shortage
differently. Furthermore, the severity of a shortage should play a role, i.e. how large is the gap
between supply and demand. In addition, there is no central shortage warning system [7]. So if
someone reports a shortage, some stakeholders along the SC might not know about it. More
over, every country has a different way of reporting them and not every shortage is reported.
A supplier might not want to report a shortage to avoid clients looking for another supplier. All
these aspects make it difficult to identify products in shortage. As a simplification, anything
which was mentioned to be scarce somewhere along the SC is assumed to be a shortage.

Place. If a model were to predict a certain product to be in shortage, then that can be true for
a certain region but false for other places. The pandemic is worldwide, if certain products are
said to be in shortage because of it, most likely that will not be the case for every part of the
world. To tell where exactly something is in short supply is difficult enough for a human to do
and is left out in this thesis.
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Time. Another constraint is given by time. Every shortage is temporary. Similar to the place,
discovering the exact start and end of a shortage is not trivial. Thus, also the time frame will be
disregarded in this work.
In conclusion, anything which is hinted to be a shortage somewhere in the world at some
point in time will be assumed a shortage in this study. In addition, something which is not
in shortage currently or not in all places but it was scarce before at a certain point in time and
place is in danger of becoming scarce again. Hence, a shortage warning system would be right
in suggesting these things.

4.3 Creating the List of Shortages

In order to measure the performance of the algorithm, an extensive list of known shortages dur
ing the Covid19 pandemic was created manually. The shortages in the list are not guaranteed
to have been an actual shortage, since the goal is to find potential shortages. Thus, if a product
is predicted which was no actual shortage but it was somewhere mentioned to be one, then it
is still a potential shortage and therefore correct. The list should be considered a collection of
actual and potential shortages. So if the algorithm were to predict any of them, it would be con
sidered correct. Additionally, since shortages are difficult to determine, this list is not complete.
Furthermore, another list of terms that indicate a shortage was made. That list is helpful to find
shortages and set the context around them.

List of Shortages vs. List of Shortage Indicators

There are two supercategories: shortage indicators and shortage terms. The shortage indica
tors are terms without any relation to the Covid19 pandemic, e.g. “scarcity” or “increase” but
also terms related to SCs like “procurement”. The shortage indicators were used for seed
ing and tuning the methods because they do not include any bias towards Covid19.
The second category contains the shortages within the Covid19 pandemic, e.g. “face mask” or
“PPE”. That also includes company names of products in shortage. The list of actual Covid19
shortages was only used for evaluation.
The lists were partially created by a SC expert and then extended based on some sources
[90, 91, 92, 93]. Furthermore, terms that were found in the dataset by visual inspection were
also added to the list. The sources are sometimes just blog posts and therefore not necessarily
reliable but the goal was to find potential shortages.
Since exact text matching was performed to find the terms in text, false positives occurred. For
example, the word “chip” (computer chip) can also be part of another word. Therefore, spaces
were added before and after these words. Ambiguous words were filtered out completely. This
of course does not eliminate false positives entirely.

Types of Shortages

Each shortage was classified as a certain type to make sure the algorithm finds different types
of shortages and not just synonyms for the same one. For the list of shortage indicators, the
following types were identified: shortage, product, procure, stock, require and increase. Each
category contains synonyms to the respective term. For the list of shortages, the subcategories
are: company, ppe, mask, test, ventilation, sanitize, rawmaterial, paper, consumer good, blood,
chlorine, vaccine, container, gas, chip shortage, swab, medicine, and food. In this case, each
term in a category has the relation “is a” to the category. The company category is special
because the company itself cannot be a shortage. However, a certain product they produce
can be. Knowing the company name can help with the analysis of a shortage. Moreover,
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sometimes a company name is used to refer to the product (e.g. “AstraZeneca” as company
name referring to the Covid vaccine). The complete list can be found in the appendix A.1.

Evaluation of the Methods

The components of the algorithm are evaluated with these lists. Generally, the overlap to the
shortage terms and sometimes also to the shortage indicators is calculated. Based on that,
precision, recall, and the Fscore are calculated. The retrieved terms are all terms returned by
a method. The relevant terms are the shortage terms or indicators and the true positives are
the overlap.

4.4 Quick Analysis of the Data

To get insights into the value of the CORD19 dataset, a first quick inspection was done. Out of
the 210 terms in the shortage term lists 204 were mentioned in the dataset. The terms which are
not in the dataset are: fisher paykel, oropharyngeal nasopharyngeal swab, heating ventilation
system, thermofisher inc, adenovirus serotype vaccine, and ad26cov2s. Moreover, around 109
000 articles contain at least one of the terms. Therefore, the dataset is actually talking about
the terms in question. This shows that the dataset is a good fit to analyze shortages.

First occurrence of the shortages

Figure 4.3: First occurrences of products in shortage in the CORD19 data by type

It is interesting to look at when the shortages were first mentioned in the dataset. This helps
to see the distribution of the terms over time and to get an estimation of when the shortages
first occurred. Figure 4.3 shows the first occurrence of each shortage term in the Covidrelated
shortage term list by type where each dot represents a different term of that type. For example,
a dot of the type “mask” could be “face mask” and another dot first mentioned later in time could
be “N95respirator”. Only articles that have metadata indicating the month of publication were
considered. This does not necessarily mean that the shortage was at that time, it only means
that within the CORD19 dataset it is the first time that the term was mentioned. It is possible
that the product was in shortage earlier but it was not mentioned in the dataset or a synonym
for the product was used. Moreover, not every dot in the figure means it is actually in shortage,
it could also just be mentioned in the data for another reason. However, the figure gives a first
indication of the Covid19 shortage term distribution over time.
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Development of the Shortage term Occurrences

Figure 4.4: Number of articles that contain a certain shortage type in the CORD19 data

The Figure 4.4 shows how the shortage term occurrences developed. For each type, the num
ber of articles was counted that contain at least one of the terms belonging to that type. It can
clearly be seen that the shortage mentions increased throughout the pandemic. Most types re
mained constant after a first surge. An exception is the vaccines which experienced a heavy
gain throughout 2021. This corresponds to the real world, as Covid vaccines were inequitably
distributed in the world and thus a shortage in some places in 2021 [94].

4.5 Summary of the Chapter

This chapter contains four parts. First, the preprocessing of the abstracts and extraction of
the noun phrases from the CORD19 data was described. Second, three assumptions about
shortages were taken as a simplification. Anything is assumed to be a shortage which was
claimed to be one independent of time and place. Third, two lists of shortages were created as
a ground truth. A list of Covid19 shortages and a list of shortages indicators. Both include a
type. The evaluation using the ground truth lists with the Fscore was defined as well. Finally,
the first mention of the shortages and the development of the number of articles that mention a
term in the CORD19 data were analyzed. The conclusion of that was that the data is a good
fit to analyze shortages.
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5 STATISTICAL APPROACHES TO IDENTIFY POTEN
TIAL SHORTAGES

Figure 5.1: Overview of the methodology and experiments of this chapter

Figure 5.1 gives an overview of the chapter. It will answer the first research question of How
well can statistical NLP methods alone identify shortages in text?. The methodology explains
the evaluation of the predicted list of terms and the TWS over time that identify shortages. The
experiment of this chapter is the identification of shortages. The TWS over time are applied
to the entire dataset and combined. The measures Fscore, recall and precision evaluate the
results with the help of the ground truth shortage lists.

5.1 Methodology

To identify shortages, term weighting schemes over time are applied on the CORD19 data.
The first part of the methodology describes how the suggested shortages are evaluated. The
second part describes how the methods retrieve these terms.
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5.1.1 Evaluation

Fscore, precision, and recall and the time spent per method evaluate the effectiveness of
the methods and the different settings. The time spent per method is measured empirically, in
seconds.
To calculate the evaluation measures, all methods are executed and the resulting lists of top
terms are evaluated individually and cumulatively. The retrieved terms are all unique terms
within the list of top terms. The true positives are all retrieved terms that contain a shortage
term. Since relevant hits should not be missed only because the term is part of another entity,
partial matches are counted as well. For example, if the list of top terms is [“face mask”, “the
face mask”, “mouth”, “face mask”], then the retrieved terms are [“face mask”, “the face mask”,
“mouth”] and the true positives are [“face mask”, “the face mask”]. “Mouth” is not part of the
relevant terms because it does not contain a shortage term. The relevant terms need to be
extended by the true positives because partial matches count as well. This means that there
can be more matches than shortage terms which would lead to a recall of more than one. The
precision, recall, and Fscore are calculated based on those numbers. Thereafter, all retrieved
terms of all methods are combined to one unique list and the evaluationmeasures are calculated
again.
In addition, the types of shortages are extracted. Each shortage term was given a type when
the lists were created. Since the algorithm should predict terms of different types, the number
of types is considered in the evaluation. This is done per method and for all methods together.

5.1.2 Term Weighting Schemes over Time

To automatically recognize that a product is in short supply, two main features are lever
aged: context knowledge and term frequency. First, if something is explicitly said to be in
need, it is a good indicator that it is a shortage. Therefore, the context of certain terms like
“shortage” or “demand” most likely also mentions what is missing. Second, a product that is
in shortage is likely to occur more often at a certain point in time than the rest of the time be
cause the shortage is discussed. As a consequence, more articles will mention the product in
question. Based on these two hypotheses, several methods were developed and applied to the
dataset to extract potential shortages. The different methods are not meant to compete with
each other, resulting in one best method which finds the most shortages. Rather, they should
work as an ensemble. Moreover, since the methods have a different way of weighting the terms,
one method can find relevant terms that are not found by the other ones.
The following will explain, the evaluation and the implementation of the TWS. The methods
use the noun phrases within the abstracts instead of single words because they are often more
meaningful. If, for example, the term “face mask” is very frequent, then it would not really help
to know that the word “face” is mentioned a lot.

Term Frequency

The easiest approach is counting the occurrences of terms within the dataset. Since shortages
are timedependent, this is best done over time. If a certain term is mentioned a lot within a
limited time frame, it is potentially in shortage. Of course, there can be several other reasons
why a term has a high frequency in a certain time interval. However, if this method is applied
to a dataset only related to shortages, the most frequent terms are more likely to be shortages.
This dataset will be created in chapter 6.
To calculate the term frequency, the articles were grouped by month and the noun phrasemen
tions within the month were counted and normalized with the total number of noun phrases
in that month. This is done so that the relative frequency is taken which avoids that a term gets
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a higher frequency in a certain month only because there are more articles in that month. The
normalization makes the term frequencies of different months comparable.
Per term, this results in 24 values, i.e. one relative frequency per month. Only the value of the
month with the highest frequency was kept per term. This results in one relative frequency per
term. That avoids selecting a term more than once if it has a very high frequency in several
months. The terms which are returned as a potential shortage, are the top n terms ordered by
maximum monthly relative frequency throughout all months. This means terms that are
very frequent in a certain month and thus have a high relative frequency are returned.
Figure 5.2 shows an example plot of the relative frequency of “PPE” over time. PPE appeared
in the top 100 terms weighted by the described method. The curve has a similar course to the
actual number of requests of PPE at the beginning of the pandemic [95].

Figure 5.2: Example relative frequency over time of “PPE”

Term Frequency Inverse Document Frequency

The most frequent terms per month contain many terms which are always frequent in normal
texts or within this dataset. For example in this dataset, the most frequent noun phrases are
“we” and “patients”. Hence, a term being frequent can mean not only that it is important in a
certain time frame but it can also just mean that it is always used a lot. It is more interesting to
see which terms are frequent within a certain time frame but not within others.
A slightly adjusted version of Term FrequencyInverse Document Frequency (TFIDF) can be
used for that. A definition of TFIDF can be found in [96]. It represents the terms in a document
as vectors by giving every term in a document a weighted score. Inverse Document Frequency
(IDF) is the inverse of the relative number of documents that contain a term. Term Frequency
(TF) is the frequency of a term per document. While IDF is calculated for the entire dataset, TF
is calculated per document. TFIDF is the product of the two. As a result, it finds terms that are
frequent in one document but not in others.
In this work, TFIDF was changed so that it is valid for all documents in a month instead of just
for one document. More specifically, each month was considered one document. So the
documents in that month were concatenated and the TFIDF was calculated. Only terms were
considered that appeared in at least five months and in not more than 19 months (out of 24
months in total). This way, rare terms, and very frequent terms would not be considered. To
implement this, the TfidfVectorizer from Scikitlearn was used [97]. The equations below explain
it mathematically.
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TF− IDFmonth = TFmonth × IDF

TFmonth =
raw term count in all docs in that month

Nterms in that month

IDFmonth = log( 1 +Nmonths
1 +Nmonths that contain a certain term

+ 1)

N denotes the number of documents or terms. 1 was added to all parts of the IDF equation for
smoothing, this prevents division by zero.
To obtain the top n terms with the highest TFIDF weighting from this, the maximum monthly
score was taken per term and subsequently the top n terms were selected. I.e.

top terms = topn(max(TF− IDFmonth))

Figure 5.3 shows an example of the term “ventilators” which was part of the top terms. There
is a high peak in April 2020 which suggests a shortage at that time.

Figure 5.3: Monthly TFIDF for “ventilators”

Context Occurrences

As already stated, in addition to frequency, the context of certain shortage indicators can also
be a way to find potential shortages. Another term weighting scheme follows from that: the top
terms in the context of certain keywords. These keywords can be, for instance, the shortage
indicators. For example, when the demand for the term “mask” is high, then it is probably often
mentioned in the context of “demand” or “need”.
To calculate this, all terms mentioned in the context of a given list of keywords have to be
extracted. For that, all mentions of the keywords in the dataset are found, and subsequently, all
noun phrases around the keyword are extracted within a certain window size (measured
in the number of words). This is done per document so that the structure of the dataset remains
the same. The resulting reduced dataset only contains a list of noun phrases per document
that were found in the context of the keywords. The documents that did not contain any of the
keywords are discarded.
To retrieve the shortage predictions, the described term frequency method or the monthly TF
IDF is applied on the reduced dataset. The top terms to be returned are calculated as part of
the frequency or TFIDF method.
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Figure 5.4 shows an example of that. Within the context of the shortage indicators, the term
“medical resources” occurred quite frequently with a peak in the month of February. From this, it
could be hypothesized that the shortage of medical resources was the worst in February 2020.

Figure 5.4: Frequency of “medical resources” in context of the shortage indicators

Differences in Context Occurrences

The previous method identifies potential shortages by frequent mentions in the context of key
words. When looking at their time series, it can be seen that the curve suddenly increases which
could mean that the product is in shortage. In the example figure, that would be the transition
from January to February 2020. To identify these sudden increases, the maximum difference
of time frames can be considered. A large increase in mentions means a large difference
from one timeframe to the next.
We calculated this by computing the elementwise difference of the dataset originating from the
context method shifted by one month and the unshifted one. To retrieve the top terms, per term,
the maximum difference is taken and from those, the top n terms are returned. The list of terms
thus contains the biggest change from one month to the next in occurrences of mentions
within the context of a keyword list. Instead of frequency, it can again also be the change in
TFIDF per term and month.

Word Embedding

Another way to look at the context of terms is to create a word embedding. A word embedding
is a representation of the meaning of words learned from their distributions in texts. With such
an embedding, similar terms, so terms which are used in a similar context, can be retrieved.
In the case of shortages, it can return similar words to a seed shortage (e.g. “face masks”) or
similar words to the shortage indicators. Moreover, calculations with words can be done with
an embedding. For instance, “product” + “scarce” could result in a product in short supply.
The embedding is built on the entire data. Additional preprocessing is done on the abstracts to
improve the embedding. First, all numbers and punctuation are filtered out. Second, the noun
phrases found in the text are concatenated with an underscore, so that they are considered
as one word. Finally, each word is lemmatized, so that alterations of words, like plurals, are
resolved to one word in the embedding.
To find the top terms, the n most similar words were retrieved for each term in a list of
keywords. Subsequently, the keywords were removed from that list and the n most common
terms within the list were returned. Terms occur more often in this list because they can be
similar to more than one keyword. Similar terms were retrieved for each keyword separately.
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5.2 Experiment: Identifying Potential Shortages

The following experiment was done to answer the first research question. The research question
was How well can statistical NLP methods alone identify shortages in text?

5.2.1 Experimental Setup

We executed the methods described in the methodology on the entire dataset. For now, all
lists of top terms resulting from the methods were combined. This can lead to many false
positives, so elements that are retrieved but not relevant. In this case, that could be desir
able because the retrieved elements which are not in the list of known shortages could be an
unknown shortage or a potential one.
We set the parameters for the methods as follows. This is not necessarily the best setting for the
parameters. It is a possible setting that performed well. In future work, some extensive tuning
of the parameters could be done. Three different numbers of top terms were compared (100,
500, 1000). The top terms were the same for all of the methods. Some other parameters were
set and stayed fixed for all runs.
We calculated the context occurrences and differences once with the term frequency and once
with TFIDF. The context size was always set to 30 and the seed terms were always the shortage
indicators.
For the word embedding, the seed terms were once the shortage indicators and once the
terms “mask” and “shortage”. The Covidrelated terms and the paper terms were filtered out
for the same reason they were filtered out in preprocessing. This is only done for this method
because the other ones are based on the noun phrases from which these terms were already
removed.
We tested other parameters for the embedding and other similar terms. In addition, an alterna
tive implementation for word embeddings called “Temporal Word Embeddings with a Compass”
[98] was tested. That algorithm trains a new embedding per time slice and aligns them. It
seemed to be very promising for this application but the results were not better. From all the
tried things, the described approach performed best. However, this does not mean that there
is no better approach.

5.2.2 Results

Top Terms Precision Recall FScore Number of Types Time in seconds
100 0.07 0.22 0.11 6 1383
500 0.05 0.5 0.09 12 1366
1000 0.04 0.63 0.08 13 1173

Table 5.1: Evaluation measures for all methods together on the entire dataset

Table 5.1 shows the cumulative results of the shortage identification. That means all returned
terms of the different methods were assembled and considered the retrieved terms. The results
of each individual method can be found in appendix C.1. The results show that the TWS over
time can actually identify some of the shortages which we looked for. The highest Fscore
of 0.11 is reached when selecting 100 top terms.
The more terms are retrieved, the higher the recall and the lower the precision. This makes
sense because retrieving more terms means retrieving more relevant but also more irrelevant
terms. The precision degrades relatively quicker than the recall, which can be seen in the
decrease in Fscore.
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The most accurate list was returned for 100 terms. However, only around 7% of the list is
relevant, the rest is noise or additional shortages which are not part of the list. As mentioned
before, the ground truth is not complete, thus the precision might be underestimated. The
highest number of shortage terms was retrieved at 1000 terms with a recall of 0.63. These
numbers can still be improved by the use of a KG. The processing time could be decreased by
reducing the dataset to only relevant articles.
It can be seen that the number of different shortage types increases with the number of
retrieved terms. Interestingly, the number of types doubled from 100 to 500 top terms but only
one more type was discovered by retrieving the top 1000 terms instead of 500. This behaves
similarly to the recall which also more than doubled from 100 to 500 and only increased slightly
from 500 to 1000 terms.

5.3 Summary of the Chapter

This chapter answered the first research question by measuring the performance of only statis
tical NLP methods to identify shortages in text. The applied TWS are term frequency, TFIDF,
context occurrences, the difference in context occurrences, and similar terms based on word
embeddings. Themethodology described the implementation and evaluation of these schemes.
In an experiment, the TWS were applied and combined. The proposed method succeeded in
identifying shortages with the highest Fscore being 0.11.
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6 TOPIC MODELING TO REDUCE THE DATA

The experiments regarding the first research question showed that it is possible to identify short
ages with the proposed TWS over time using the CORD19 dataset. However, the TWS find
many terms which cannot be a product in shortage because the semantics, so the mean
ing of the terms, are not considered. Therefore, this thesis proposes to encode the lexical
knowledge of the text in a KG and make use of it when identifying the potential shortages.
To make the KG domainspecific, the source data should be about shortages in SCs.
The CORD19 dataset contains around 360 000 articles about Covid19. As the first analysis
of the data showed, many of them mention shortage terms. This does not mean that they are
mentioned as a scarcity. However, the context around these terms and their frequency can help
to identify them as a shortage. The rest of the articles are most likely irrelevant for this study
and can be discarded for further analysis. This helps to reduce noise greatly and also saves
computing power. Nevertheless, some shortages might not be mentioned in the smaller set
of articles and will not be returned. Thus, while this might increase precision and reduce the
processing time, it could decrease recall.

Figure 6.1: Overview of the methodology and experiments of this chapter
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Figure 6.1 displays the structure of this chapter. The methodology explains the TM approach
and how it is evaluated. There are four experiments in this chapter. The first one evaluates
which part of the articles to use for TM. The second experiment tunes the TM algorithm. The next
experiment evaluates the selection of relevant articles using TM. That answers the first part of
the second research question: Does Topic Modeling improve the selection of relevant articles in
comparison to keywordbased search? The last experiment repeats the shortageidentification
method on the reduced dataset and compares the results to the ones of the entire dataset. That
answers the second part of the question: What is the difference in performance when applying
the shortageidentification method to the reduced dataset? The result is a shortagerelated
dataset which will be used as a basis of the KG.

6.1 Methodology

How can relevant articles be found if the shortages are unknown? That is the scenario for
which this shortage prediction system is developed. In the field of SCs, practitioners usually
perform keywordbased search. In this case, those are all articles that contain a shortage
indicator. Keyword searches require a lot of work as keywords have to be identified and the
articles have to be scanned manually to know if they are relevant. Moreover, the keyword list
is never complete. As the motivation was to improve their working habits by the means of NLP
methods, a more sophisticated approach was tested.
This research proposes to use TM to select relevant articles as TM sorts data into topics by
relatedness. The basic idea behind TM is that two articles that have a similar distribution of
words are related. There are some advantages over keywordbased search. First, in addition
to articles that mention a keyword, articles can be found that do not mention a keyword but
are related to those that do. This is helpful because the list of shortage indicators might not be
complete. Second, there might be articles that mention a keyword but are not about shortages.
Those articles would not be selected because they are not related to the rest.
The following first explains the algorithm including an alternative approach and an evaluation
method. After that, the evaluation of the article selection with a baseline will be described.

6.1.1 Topic Modeling Algorithm

The following describes the design of the TM algorithm to select the relevant articles. That
includes the steps to create a topic model and the introduction of the hyperparameters to be
tuned. To ensure that one of the topics is about shortages, it helps to seed it with a list of terms.
This is called guided LDA. In this study, TM with guided LDA is implemented as follows:

1. Create a count vectorizer (implementation [97]) that ignores terms that are only men
tioned once and terms with a higher document frequency than 0.95, only consider the top
10 000 features with no tokenizer and no preprocessing

2. Fit the count vectorizer to the noun phrases per document to retrieve a matrix of term
counts

3. Keep only the seed terms (given as an input) that are in the vocabulary of the count
vectorizer

4. Optionally, keep only a random sample from the list of seed terms of size x, with x ≤
length of seed terms in the vocabulary

5. Create a dictionary of seed termswhere the word id (retrieved from the count vectorizer)
for each seed term is the key and the value is 0 for all terms (corresponding to topic 0)
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6. Create a guided LDA model (implementation [99]) with a number of iterations, k number
of topics and the parameters α and β

7. Fit the model to the matrix of term counts with the dictionary of seed terms as input and
a seed_confidence indicating the confidence of the seed dictionary

8. Classify the entire dataset with the topic model

9. Create the reduced dataset by only keeping the articles in topic 0

Evaluation based on topic terms.

The topic models need to be evaluated and compared for two reasons. Since the LDA algo
rithm is unstable, the topics are distributed differently every time. Moreover, hyperparameter
tuning is performed which will be described in more detail in the experiments. The analysis
of the correlation between the model parameters and the evaluation measures will be part of
the experiments as well. This evaluation is based on the topic terms and not on the selected
articles.
Topic coherence evaluates the models (Cv coherence). However, that does not necessarily
measure whether a shortage topic is included or not. Therefore, in addition, the Fscore based
on the shortage indicators is used. It is only calculated for topic 0, so the seeded topic.
Note that the shortage indicators are used to not bias the parameter tuning with the actual
shortages. The retrieved terms are the number of terms within a topic. Since each topic contains
all the terms but with a different probability, this is not so easy to determine. In this thesis, the
terms are sorted by their probability and the top n terms are retrieved. Thus, the number of
retrieved terms is always equal to n. The true positives are all retrieved terms that contain
a shortage indicator (also partial matches).

Dynamic Topic Modeling

Figure 6.2: Example of Dynamic Topic Modeling visualization. It shows the evolution of the top
words in a topic over time.

As an alternative algorithm to guided LDA, we tested dynamic topic modeling because it includes
time. It shows the evolution of topics over time which could be interesting because the shortage
topic is most likely strongly changing.
Figure 6.2 shows an example of a topic’s top words evolution over time. The period refers to the
month (Nov 19 until April 21). The yaxis displays a weight given to a word in that time period.
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It can be seen that the words do not change much over time. It looked similar in other runs
and other topics and also when looking at the topic evolution over time. Moreover, the dynamic
TM implementation uses a lot of memory and could only be run with 5000 articles which is not
really representative for the entire dataset. And finally, the expected shortages were mostly
not in the top words of any topic. For these reasons, this idea was not further pursued.

6.1.2 Evaluation of the Article Selection

The selection of articles using the TM is compared to a keywordselection baseline. All articles
that mention a shortage indicator in the abstract make up the baseline. This method can also
retrieve some false positives because some words are ambiguous and some shortagerelated
articles might be missed.
Subsequently, the precision, recall and Fscore were calculated. This time, the number of
articles is counted instead of the number of terms. The number of retrieved articles is equal to
the size of the reduced dataset or of the baseline. The number of relevant articles is given
by all articles that contain a Covidrelated shortage term in the abstract. A keyword alone
does not necessarily mean that it is actually mentioned in the context of shortages. Nonetheless,
those articles are relevant since they give the context in which the shortage term is discussed.
This can be translated to these two equations:

Precision =
number of articles that contain a shortage term and were selected

number of articles that were selected

Recall = number of articles that contain a shortage term and were selected
number of articles that contain a shortage term

6.2 Experiments

Four experiments were done they tune the algorithm and answer the second research ques
tion. The first experiment compares TM trained on different parts of the article. The second
experiment tunes the hyperparameters of the guided LDA model. The third one compares the
selection of documents via TM to a baseline. That answers the question of whether TM or
keywordbased search performs better at selecting relevant articles. The last experiment re
peats the shortageidentification experiment of the first question only on the reduced dataset.
The results of the experiment are compared to the previous results of the same experiment on
the entire dataset. This will answer the part of the second research question asking what the
difference in performance is.

6.2.1 TM on different Text Fragments

We tested alternatives to training a TM on the abstracts. The TM algorithm described in the
methodology was applied on three different parts of the article: the entire article, only the
titles, and the sentences per abstract. We trained a TM for each of the text fragments and the
abstract method on the same sample of 10 000 articles. A short optimization of ten iterations
was done. Tenmodels were built on the best parameter setting for eachmethod. For each of the
ten models, the Fscore, precision, and recall for selecting the relevant articles were calculated
as described above and the mean was taken. Table 6.1 shows the results and compares them
to the keyword baseline on these 10 000 articles.
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Mean Precision Mean Recall Mean Fscore
Baseline 0.34 0.38 0.36
Abstracts 0.43 0.31 0.36
Title 0.08 0.36 0.13
Entire Article 0.32 0.55 0.40
Sentences 0.08 0.36 0.13

Table 6.1: Alternative TM results on a sample of 10 000 articles

The table shows that the more information is given, the better the model. The title and
sentence model score a lot worse than the baseline. It can be seen that TM on the entire article
scores best in this small sample. However, only about half of the data contains the text of
the entire article. Therefore, we kept the abstract method. For another dataset where more
documents with the entire text are present, TM should be applied to the entire article. Another
reason to only consider the abstracts is that it saves time and memory.

6.2.2 Model Parameter Tuning

In this experiment, themodel parameters are tuned, namely the number of topics k, α, β, and the
parameters for seeding: the seed_confidence and the number of seed terms x. Hyperparameter
tuning for TM is recommended by several sources to ensure stability, e.g. [25, 100]. First, the
experimental setup including the search space is described. Next, the results are reported
and discussed. The last part analyses the influence of the model parameters on the model
performance.

Experimental Setup

The TM algorithm was executed as described with different parameter settings. We used the
package “Hyperactive” [101] to optimize the problem. A Random Restart Hill Climbing Opti
mizerwith 8 neighbors was initialized. The RandomRestart Hill Climbing Optimizer was chosen
because the hyperactive library recommends it as “Good as the first method of optimization”.
In addition, shc [100] compared search approaches to tune LDA parameters and recommend
stochastic hillclimbing for small to medium size projects as well.
Five different samples of 10 000 articles were used to optimize the parameters with 20 iterations
each. In each iteration, a newmodel was created with the parameters selected by the optimizer.
Then, the Cv coherence and the Fscore were calculated. The model was saved including the
respective hyperparameters and evaluation values. The optimizer needs one value to optimize
over. We tried different ones: coherence, the Fscore, and a mixture of both. In the end, the
coherence and Fscore were combined and equally weighted for the optimization. The
reason for not using the Fscore alone is that it turned out to not always behave proportionally
to the Fscore of the evaluation. Sometimes it was low when the evaluation Fscore was high
(see section 6.2.2 for details). This suggests that the list of shortage indicators is not actually a
good indicator of shortages.
Table 6.2 displays the search space. The number of topics k was set based on the size of the
dataset in relation to the size of the part of the dataset which contains a shortage term. That
was done to get an estimate of the number of articles to select. The result of that is around
360000
116000 ≈ 3. Therefore, k was set relatively low from 3 to 10. For α, β and the seed_confidence
the entire range was used. For x, any number of terms can be selected from the shortage
indicators to seed with. A seed_confidence of 0 or an empty seed list leads to no seeding.
Thus, the standard LDA model is part of the parameter search space.
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Parameter Value Range Step Size
k 310 1
α 0.011.0 0.01
β 0.011.0 0.01
seed_confidence 0.011.0 0.01
x 0  46 (number of shortage indicators) 1

Table 6.2: The search space to optimize the Topic Modeling problem

Due to the LDA algorithm being unstable, the allocation of documents can be different for the
same parameters. Thus, the average of the best models was taken as the final parameter
set. The best models were selected with a certain threshold. Moreover, the influence of the
model parameters on the model performance is analyzed with a correlation matrix.

Results

When looking at the models with the highest scores, we could observe a pattern. The models
either had a very high seed_confidence (over 0.9) and very low values for α and β (less than
0.1) or a very low seed_confidence. Since the two groups of models have values on opposite
ends of the scale, it does not make sense to average them all. There were more models with a
high seed_confidence, therefore those were kept.

(a) Number of topics (b) α and β

Figure 6.3: Plots of the models averaged sum of coherence and Fscore vs model parameters
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(a) Number of seed words x (b) Seed confidence

Figure 6.4: Plots of the models averaged sum of coherence and Fscore vs seed parameters

The model performances and the hyperparameters were plotted. The plots in Figures 6.3 and
6.4 show the values for the hyperparameters on the yaxis and the averaged sum of the co
herence score and Fscore on the xaxis. The red line in the plots is the threshold value
of 0.42. The best models are on the right side of it. The average values of the parame
ters of the best models were chosen as final parameter set. That is for k=3, ααα=0.03, βββ=0.03,
seed_confidence=0.98 and x=20. To get the best list of seed terms, the 20most frequent terms
in the best models were used. Those are “logistics”, “peak”, “demand”, “capacity”, “shortage”,
“supply chain”, “goods”, “stock”, “product”, “reduction”, “deficiency”, “resource”, “unavailability”,
“market”, “supply”, “scarcity”, “manufacturing”, “lack”, “request”, “price”.

Influence of the Model Parameters on the Model Performance

This section analyzes the influence of the model parameters on the model performance by
looking at their correlation. Figure 6.5 shows the correlation between the hyperparameters
and the evaluation measures. Both evaluations are reported, the one based on the topic
terms and the one based on articles. The scores that contain an “_eval” ending in the figure
are calculated with the article evaluation. Precision, recall, and Fscore without an ending are
calculated based on the top terms in the topic and the list of shortage indicators. The “_eval”
scores are not used for optimization, only to show how the parameters influence the model
performance.

Number of topics k. Some interesting correlations can be seen. k is negatively correlating
with the coherence and the recall_eval and Fscore_eval. That means, the higher the number
of topics, the lower the model performance. Thus, a low k should be chosen. Nonetheless,
the precision_eval rises with an increasing k.

ααα and βββ. α and β are less influential on the evaluation scores. However, there is a weak
negative correlation between them and the evaluation scores with the “_eval”ending. Thus, ααα
and βββ should be kept low. Moreover, β and k are positively correlating. So a low k means a
low β.

Number of seed terms xxx. Interestingly, there is also a weak negative correlation between
α and the number of seed terms x. For a low ααα, the number of seed terms xxx should be
relatively high.
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Figure 6.5: Correlation of the hyperparameters and evaluation measures

Derived rules. The following rules can be derived from that which should be true to obtain
high evaluation scores based on the articles:

• high Fscore_eval and coherence → low k, relatively low α and β

• low k → low β

• low k → relatively high x

The rules are valid for the final parameter set. k, α, and β are low and the number of seed
terms is relatively high.

Coherence and evaluation measures. The coherence and the Fscore_eval have a positive
correlation. That shows that coherence is a good value to choose a parameter set. The higher
the coherence, the higher the evaluation Fscore. The recall_eval and precision_eval have an
inverse relationship which shows that the models are not just random.

Fscore based on topic terms. A positive relationship cannot be seen between the Fscore
based on the shortage indicators and the Fscore based on the shortage articles. There is even
a weak negative correlation between them. Thus, the Fscore based on shortage indicators
and keywords is not a good estimation of the model performance. This might be due to
the shortage indicators not actually indicating shortages. Another explanation could be that
the topic terms are not representative of the way how the model sorts the articles into topics.
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It is also imaginable that the calculation is incorrect. The precision is based on the number
of retrieved terms. Since all topics contain all terms with a different probability, the top 1000
terms per topic were retrieved. Thus, the number of top terms is constant which is usually not
the case. This approximation to the actual precision might be the reason for the Fscore being
off. This can also be seen by the correlation behavior of precision and recall. They should be
negatively correlating but they are perfectly positively correlating.

6.2.3 TM vs. Keyword Article selection

The article selection based on TM was evaluated against the keyword baseline as described
in the methodology. Since the algorithm is not stable, the evaluation should not be based on
just one LDA model. It could be a coincidence that the model performs better or worse than the
baseline. To get a more stable estimate of the performance of the TM selection, the average
scores of several models were taken. 100 LDA models based on the final parameter set were
created and trained on the entire CORD19 data.
Each model was evaluated individually. First, the entire dataset was classified. Only the articles
were kept that were part of the shortage topic (topic 0, the seeded topic). The resulting dataset
of relevant articles was evaluated with the precision, recall, and Fscore based on the shortage
articles as described in the methodology. Finally, the mean and standard deviation of the values
was taken.

Precision Recall FScore Size
Baseline 0.33 0.39 0.36 134 250
Mean TM 0.51 0.38 0.44 88 450
Standard
Deviation TM

0.00004 0 0.00002 38

Table 6.3: Baseline and TM performance

Table 6.3 shows the results of that and the ones of the baseline. The baseline was created by
selecting all articles where the abstract contains a shortage indicator. It can be seen that the
TM performs better at selecting the relevant articles than the baseline keyword selection.
On average, the Fscore of the TM selection is 0.44 which is 0.08 more than the baseline.
Since the standard deviation is so small, the TM algorithm seems to be more stable than
expected. This might be due to the seeding. This positively answers the research question
if TM improves the selection of relevant articles in comparison to keywordbased search. The
topic model which was closest to the average performance was chosen to select the relevant
articles for further processing.

6.2.4 Identifying Potential Shortages

We executed the same experiment as described in 5.2 on the reduced dataset. Table 6.4 shows
the cumulative results of the shortage identification for the entire dataset and the reduced one.
Almost the same proportions between the Fscore, precision, and recall as for the entire dataset
can be observed. Again, the highest Fscore of 0.065 was reached at 100 terms. In addition,
the recall increases with a decreasing precision for more terms. A difference is that the Fscore
is higher for 1000 terms than for 500 terms because the recall still heavily increases while the
precision only slightly degrades.
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Top Terms Precision Recall FScore
Number
of Types

Time in
seconds

Origin Results of

100 0.073 0.22 0.109 6 1383

500 0.051 0.50 0.092 12 1366
entire
dataset

RQ1, ch. 5

1000 0.043 0.63 0.08 13 1173

100 0.043 0.13 0.065 8 295

500 0.030 0.36 0.056 11 290
reduced
dataset

RQ2, ch. 6

1000 0.030 0.53 0.057 13 290

Table 6.4: Evaluation measures for all methods together on the entire and the reduced dataset

Table 6.5 shows the loss in performance by reducing the dataset and the gain in time. The
last row shows the mean relative loss. It is calculated by dividing the difference averaged for
different numbers of top terms by the values of the entire dataset. Precision, recall, Fscore,
and time decreased. The Fscore degraded by 36% on average. The reason for that is that
some relevant terms are not part of the dataset anymore or are just not found by the methods.
The processing time decreased by 78% on average. This suggests that the selection is not
really domainrelated.

Top Terms Precision Recall FScore Time in seconds
100 0.03 0.08 0.044 1087
500 0.02 0.14 0.036 1075
1000 0.013 0.1 0.023 883
mean relative loss 37% 27% 36% 78%

Table 6.5: Loss of Evaluation measures of the entire dataset and the reduced dataset

The dataset was reduced from around 360 000 to around 88 000 articles. That is a loss of
about 76%. If a linear relationship is assumed then the evaluation measures should reduce by
the same factor. This is true for the processing time. However, the relative loss in precision,
recall, and Fscore is significantly smaller. That suggests, that the TM actually selects relevant
articles. More likely is that the relationship is not linear. The number of unique terms probably
does not decrease in the same proportion as the number of articles.
Even though the evaluation measures decreased, the number of different types of shortages
stayed similar. This means that the resulting list of suggested terms stayed diverse.
The results of each individual method are in appendix C.2. Some of the individual methods
improved in performance by selecting only relevant articles. All of them are frequencybased.
The fact that there are more relevant terms in the most frequent terms of the reduced dataset
than the entire dataset shows again that the TM produced a dataset which is somewhat
focused on the domain of shortages in SCs. However, most of the methods still decreased
also some of the frequencybased ones.
Although a large loss could be observed, the reduction of the dataset is still helpful for
several reasons. First, the processing time for the shortage identification decreased by a lot.
Second, the reason for selecting only relevant articles was to create a domainrelated dataset.
The domain dataset is necessary to build a domainspecific KG. By discarding irrelevant articles,
less noise is included in the KG and it stays focused on shortages in SCs. Third, when creating
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and using the KG, a smaller dataset saves process time and memory. Moreover, the KG does
not become unreasonably large which is an advantage for future usage of it. Furthermore,
this saves a lot of human effort if the alternative is an expert manually selecting the articles.
Finally, the loss in performance for the shortage identification might be due to the relatively poor
performance of the TM algorithm in selecting relevant articles. Assumably, a perfect selection
of the articles would improve the performance since noisy articles are left out completely.

6.3 Summary of the Chapter

This chapter explained how relevant articles are selected with TM. A guided LDA model using
the shortage indicators was used. Two experiments were executed to tune the model. Two
more experiments were executed to answer the research question and evaluate the selection
of the articles. The result of the first experiment was that training the model on the abstracts
rather than other parts of the documents works best for the dataset at hand. The second exper
iment found a good set of model parameters using optimization. The analysis of the correlation
between the model parameters and the evaluation measures showed that the estimation of
the model performance using the Fscore on the topic terms is not a good approach. Another
experiment concluded that the article selection with the TM outperforms the keyword baseline
which positively answers that part of the research question. To answer the second part of the
question, the shortageidentification method was repeated on the reduced dataset. There was
a loss in performance but the dataset is still shortagerelated. For that and other reasons, the
approach is useful

45



7 CREATION OF A DOMAIN KNOWLEDGE GRAPH TO
IMPROVE SHORTAGE IDENTIFICATION

The methods described so far are effective, as they identify some of the shortages within the
pandemic. However, there are two drawbacks to these methods. First, they do not find all
potential shortages. Second, they find many terms that cannot be in shortage. Solving the
first problem is difficult because it is hard to say when the list of shortages is complete. There
can always be additional shortages or synonyms that were not part of the ground truth. The
second problem originates from the fact that solely statistical measures, such as occurrences
and cooccurrences, and time were used. These methods also retrieve terms that are not a
product or an object and can thus not be a shortage. Including semantics could mitigate this
problem. Therefore, this research proposes to encode the lexical knowledge of the text in a
KG and make use of it when identifying potential shortages.
The KG can help to filter the predictions for only terms which can be a shortage, i.e. products
or tangible objects. For example, the term “patients” appears very often and the TWS might
retrieve it. The KG, however, knows that patients are a group of people and not an object.
Therefore, it would not be retrieved anymore.
Moreover, the KG only contains entities. There are many noun phrases that are not an entity
and only entities can be in shortage. Sorting out these noun phrases already improves the
prediction performance. In addition, the relations in the KG can be helpful. If two entities are
directly related, and one of them is identified as a shortage (indicator), the other entity might be
relevant as well.
Another problem solved by the KG is entity resolution. For instance, if one article is referring
to masks as “face masks” and another one as “protective masks” the TWS would weigh them
as separate terms but the KG would resolve them to the same entity. The occurrences and
cooccurrences are thus combined and closer to their actual frequency. All in all, the KG helps
to remove noise by including semantics in the prediction.
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Figure 7.1: Overview of the methodology and experiments of this chapter

Figure 7.1 gives an overview of the chapter. The creation of the KG is described in the method
ology. That includes creating an initial KG, entity typing, relation extraction, and refining the KG.
The experiment section can be split into three main parts. First, there are some experiments
on the individual creation steps. Second, the KG will be evaluated intrinsically. The intrinsic
evaluation should answer the first part of the last research question of How well can a domain
specific Knowledge Graph be constructed automatically without knowing the shortages? The
final experiment will repeat the shortageidentification method but this time with the help of the
KG. The performance will be compared to the previous two results of the same experiment to
answer the second part of the question of Does a domainspecific Knowledge Graph improve
the detection of potential shortages? Moreover, the best ensemble of methods is identified.
Finally, the list of retrieved shortage suggestions is analyzed.

7.1 Methodology

When reviewing the literature, no domainspecific KG was found about Covid19 shortages or
similar. It is thus very difficult to find an overlap between the triples extracted from text with
another KG. Therefore, a new KG has to be constructed. The steps are the following. First, an
initial KG is extracted from DBpedia. Then entities in the data are typed and added to the KG.
Thereafter, relations are extracted from the data and added to the KG. That KG is refined with
different approaches. Finally, the TWS are adjusted to make use of the KG and extended with
some more methods.

7.1.1 Initial KG

Starting from an initial KG and enhancing it has the advantage that the relations are already
verified and can be assumed correct. Additionally, it can be seen as a seed for a specific
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domain. The easiest would be to start from an existing domainspecific KG. As the Covid19
KGs focus on other parts of the pandemic, they are not very helpful for SCs. Thus, as already
concluded in chapter 3, we extract a domainspecific subgraph from DBpedia as initial KG.
In order to extract a domainspecific subgraph from DBpedia, these steps are taken:

1. Link a list of domain keywords to DBpedia

2. Extract and combine all triples to the linked entities to form the initial KG

3. Add synonyms to the KG

4. Clean the initial KG (see section 7.1.5)

Entity Linking

In this thesis, the domain keywords are the shortage indicators. They are used instead of all
shortage terms because the goal was to automatically identify shortages and manually inserting
known shortages in the initial KG will bias the results. Some of the indicators might not be an
entity in DBpedia and cannot be linked.

Linking method. We tested two ways to link the list of terms to DBpedia. One uses the
annotation tool DBpedia Spotlight which automatically finds and links DBpedia resources in a
text [102]. The other one looks up the terms directly by inserting the term in the DBpedia URI.
Out of the 46 shortage indicators, only three terms were linked using Spotlight and 42 terms
were linked using direct matching. We chose direct matching as it linked a lot more terms.
This might be because the list is humanmade which means that most of the entries are already
the proper term for it. The Spotlight linking does not work well for single words, as the context
is used to annotate the entities.

Prepandemic DBpedia. The KG is supposed to be built without any knowledge about
Covid19 shortages, so that it can support the shortage identification without being biased.
For that reason, the triples cannot be extracted from the current version of DBpedia. DBpedia
is based on Wikipedia and throughout the pandemic, many Wikipedia entries about Covid19
have been created. For example, the extensive entry “Shortages related to the COVID19
pandemic” [90] makes up many triples within DBpedia. The ground truth is largely built upon
that. To avoid this, a DBpedia version before the pandemic should be used. DBpedia is
constantly updating itself, so it is not possible to store every version of it. There are automatic
monthly dumps but they are difficult to access. de Sompel et al. [103] created a tool called
“Memento” which offers some static DBpedia dumps. The version is from April 2016.

Implementation. The implementation of the entity linking is split into two parts. First, it has to
be checked if the term is an entity in DBpedia. For that, a URI with the capitalized term is created
and looked up in the current DBpedia (“http://dbpedia.org/resource/” + “ENTITY_NAME”). The
current DBpedia is used because it only returns an “okay” status to a request if the entity exists.
The memento version always returns an “okay” status even if there is no entry for a term. The
second step is the triple extraction from the 2016 DBpedia. The URI of the linked entities is
simply adjusted by changing “resource” to “page” and adding the prefix
“http://dbpedia.mementodepot.org/memento/20160415000000/”. The content of the website is
requested and returned in HTML format. The triples of a DBpedia resource are all stored in one
table. The triples can easily be extracted from the returned HTML table.
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Adding Synonyms

The initial KG was further enhanced with synonyms. This was done because synonyms that are
used in text for an entity should not be missed. Wordnet [104] is a large lexical database which
contains semantic relations of many common words. For each entity in the KG, the synonyms
in Wordnet were looked up. They were added to the KG with the relation “same_as” connecting
the original term to each of its synonyms.

Figure 7.2: Initial KG derived from DBpedia 2016 highlighting the most connected nodes

Figure 7.2 displays the initial KG. The large, red entities with a label are the most connected
nodes. A lot of them are part of the shortage indicators. At a first glance, the graph is about the
SC domain and, thus, the method to derive the initial KG seems to be somewhat effective.

7.1.2 Labeling Entities

There are two parts to identifying something as a shortage. First, it should be a tangible object
or product which can be in shortage. That is necessary because there are other terms that
are often mentioned in the context of shortages, such as “demand” or “missing” which can be
distinguished from the thing in shortage by not being a tangible object or a product for sale. The
second task is finding out that it is actually scarce at a certain point in time. That will be done
in the shortageidentification experiment. Next to “object” other types can be useful knowledge
for the graph too because it categorizes entities. For instance, reasoning can make use of it.
Therefore, other types are added to the KG in addition. The following will describe how the
entities are labeled, which forms the next step in the construction of the KG.

Entity Typing

We use entity typing to assign a type to noun phrases in text. The background chapter 2 com
pared it to the more common approach NER. Whereas any term can be classified using entity
typing, only the terms that the NER model discovers are typed by NER. Since unknown or
uncommon entities should be typed as well, entity typing was chosen.
There are several pretrained models that type entities. Some models also include the types
“object” or “product” which can be used in shortage detection. Comparing different models to
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label the type “object”, the Luke entity classifier [37] seemed to be the best fit. It is a pretrained
model that does not need to be finetuned to the data. The types are entity, event, group, location,
object, organization, person, place, and time.
The Luke classifier needs context around a term to assign a type. Therefore, it is not possible
to simply classify all entities present in the KG. Since most entities in the KG will originate from
the reduced CORD19 corpus, it is used as context information around the entities.
Themost intuitive approach would be to simply extract all sentences that mention an entity, apply
the classifier to each sentence and keep the most common type. However, that would need to
be repeated for each new entity found in text. To avoid this, each possible entity candidate in
the data is typed. We consider all noun phrases in text as entity candidates. The result is a
dictionary with a type to each noun phrase in text. For each new entity in the KG, the type
can be looked up in that dictionary.

Implementation

The following steps are taken to create the entity type dictionary:

1. Split each document in the reduced dataset into sentences

2. Apply the Luke classifier to each noun phrase within a sentence:

(a) Extract the start and end index of each noun phrase in the sentence
(b) Insert the sentence and the indices into the tokenizer
(c) Insert the output of the tokenizer to the entity classifier which assigns a probability to

each of the nine types

3. Determine the type with the highest probability

4. Only keep the type if the probability is above a threshold *

5. Group all noun phrases and their types (can be different depending on the context)

6. Only keep the most common type per noun phrase **

7. Only add a noun phrase to the dictionary if the most common type was predicted more
than five times and more often than all the other types together ***

* The threshold is determined in an optimization experiment, see 7.2.1. A threshold is set
because the model always predicts something even if the model is uncertain to what class
a noun phrase belongs. In that case, it is better to not add a label rather than to add false
information.
** For each entity, only one type is kept because different types for the same entity can be
contradicting. Furthermore, not all of the predicted types are necessarily correct or they are but
only in a certain context. Thus, a majority vote is taken to strengthen the prediction and reduce
the error.
*** These conditions should ensure that only likely types for entities are added to the KG and
only little false information.
Finally, for each entity appearing in the KG, the type is addedwith the relationship “luke_type”.
That happens twice, once after the initial KG was created and once after the relations were ex
tracted from text.

50



7.1.3 Relation Extraction from Text

At this point, an initial KG has been created via entity linking to DBpedia. It was enriched by
synonyms and entity types from the Luke classifier. The next step is enriching the KG with
triples from textual data. For that, RE is applied to the selected articles of the CORD19, and
the newly found triples are added to the KG.
We use open RE to extract the relations. As already concluded in the background chapter
(see 2), it has some advantages over its alternative “relation prediction”. Relation prediction
predicts only certain predefined relation types. This overgeneralizes the data by trying to fit
each entity pair into one of these categories. Open RE does the opposite by extracting the
relations directly from the data. This has the disadvantage of becoming too detailed and losing
the chance to connect knowledge by generalizing it. To tackle that problem, the triples are
reduced and summarized after RE.

Implementation

Open RE is implemented with the help of the CoreNLP library [105] and verb extraction. The
CoreNLP pipeline is structured in the following way. First, the text is tokenized, split into sen
tences and PartofSpeech (POS) tagged. Second, dependency parsing splits the sentences
into segments. Finally, each clause is converted to an open RE triple.
CoreNLP requires some parameters. The annotator is set to only “openie”, which refers to open
information extraction (the other necessary annotators are included automatically). The number
of entailments determines the variants of triples. The CoreNLP documentation recommends it
to be set between 100 and 1000. On a small sample of the data, we extracted the relations for
different numbers of entailments. The minimum number of entailments was chosen where no
relevant triples were missed in comparison to the triples obtained with 1000 entailments. The
relevant triples are the ones where one of the entities contains a shortage term or indicator.
That was reached at 600 entailments. The other parameters are left at their default values
because they do not seem to improve the results. The only processing applied on the triple is
that only the noun phrases and prepositions are kept within the entities. The KG is enriched by
the resulting triples.
CoreNLP does not always return a triple for a sentence. In that case, verb extraction is applied
to not miss any information. That is implemented as follows. For all pairs of noun phrases within
a sentence, the verbs in between the two candidate entities are extracted via POS tagging. The
number of characters in between the two noun phrases needs to be lower than 50 to increase
the likelihood that the noun phrases are directly related. For each discovered verb, a triple is
added to the KG. A downside of this approach is that, unlike CoreNLP, it can create triples that
are grammatically or syntactically incorrect.

Removing Triple Variations

CoreNLP creates a large number of triples where several are semantic duplicates. This happens
because for every sentence fragment, several options are extracted which only differ in a few
words. That can mean that two triples have the same meaning but one contains more details
than the other (e.g. “patient → is_in → hospital” and “covid19_patient → is_in → hospital”). It
can also mean that two triples contain the exact same words but, for example, once a word is
part of the relation and once part of the object (e.g. “patient → is_in→ hospital” and “patient →
is → in_hospital”). Another variation is the same head and tail but a different relation.

Entity variations. To solve this problem, the triples are grouped by head (or tail) and relation,
and only one tail (or head) is kept. Two options were considered: keeping the longest variation
and keeping the shortest variation that is still a noun phrase. The longest variation has the
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most detail which prevents oversimplification and false facts. Nevertheless, more details also
mean more irrelevant information. The shortest variation has the advantage that more entities
can be resolved to one. The shorter version found fewer shortages and sometimes parts in the
middle were left out, e.g. “levels family violence China” became “levels China”. Considering
the total number of heads and tails together, the longer and the shorter version had a difference
of less than 1%. This shows that the expected advantage of reducing the KG’s complexity
when using the shortest noun phrase was not really present while the expected disadvantage
of losing relevant information could be found in the data. Thus, we decided to only keep the
longest entity variation. This is first applied on the tail and after that on the head.

Relation variations. After reducing the triples with the same head (or tail) and relation to only
one triple, there were still some semantic duplicates. Many triples had the same head and tail
but a different relation. It could be observed that longer relations contain more details but those
are often irrelevant. In many cases, there was an adverb with the verb which did not change the
meaning of the relation, e.g. “captures” and “successfully captures”. Moreover, shorter relations
can mean fewer relation types. For these reasons, the shortest relation variation was kept
for the same head and tail.

Initial KG as Seed

To add the final triples to the KG, the initial KG enhanced by the entity types is used as a seed.
This means that the extracted triples are only added to the KG if at least one entity is already
in the KG. Partial matches are considered as well. This way, the KG is enriched instead of just
extracting unconnected bits of information. Moreover, the KG remains focused on shortages
in SCs which contributes towards the creation of a domainspecific KG. However, important
information might be missed if it is not directly related to the initial KG. In an experiment, other
approaches which connect the extracted triples to the initial KG are compared to connecting it
on entity level (see 7.2.1).

7.1.4 KG Completion: Enhancing the KG

RE is the last part of the knowledge creation. After that, the KG is refined by error detection and
completion. In this thesis, only KG completion methods are applied because error detection is
quite difficult to implement. The KG completion methods are split into two parts: enhancements
and reductions. Section 7.1.5 describes the reduction methods to remove noise and irrelevant
information. This section focuses on the enhancements to add missing information.

Enhancing with Superclasses

There are many synonymous entities in the KG but also many which are a more specific ver
sion of the same object. For example, “N95 mask” and “FFP3 mask” are both a mask but
specific versions of it. Thus, the two versions should not be resolved to one entity. Instead,
they can be grouped into classes so that they can be connected without deleting specific
types of it. This can, for example, be helpful when detecting potential shortages with frequency
based methods. Instead of counting the specific objects, the superclasses of all objects can be
counted. As a result, differences in frequency will be more clear because the counts of objects
with many subtypes would increase. This method can be seen as a kind of entity resolution.

Extracting the classes. The first step is identifying the classes within the KG. We tested
different approaches to creating the superclasses automatically and decided on the extraction
of the root of the entities. The root makes up the meaning of a noun phrase and leaves out the
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words which are only describing it. For example, in “face mask”, “mask” is the root, and “face”
is only making the root more specific. When extracting noun phrases with Spacy, it is possible
to extract the root from each noun phrase.

Adding the classes. Not every extracted root should be considered a class as some roots
might only be used in one or a few entities. Since this should enhance the KG and not create
more noise, adding classes with only a few elements is not very helpful. Moreover, adding
too many superclasses might generalize the KG too much. Therefore, the number of super
classes should be reduced. A root is only kept as a class if it is the root to at least eleven
different entities and if it has more than two letters. In the end, the superclasses are added to
the KG as triples. The head of the new triple is the respective originating entity, the relation is
“subclass_of” and the tail is the name of the root.

Repeating Enhancements

The enrichments which were used to build the KG can be repeated. Those are entity typing,
entity linking, and RE. An experiment evaluated the gain of repeating each of the enhancements,
see 7.2.2. Entity linking extracted too many triples and is not kept. The other two methods are
used to complete the KG.
After the KG was constructed, the entity types from Luke are added again using the developed
dictionary of entities and types. Even though the dictionary remained the same, this step still
adds new entities to the KG because there are more entities in the KG now than before.
The KG can be extended by entity linking to DBpedia, the same way as it was done for the
initial KG. The only difference is that this time all the entities in the KG are considered instead of
only the shortage indicator list. This helps to enrich and link the new entities found in text with
the DBpedia knowledge. Nonetheless, this could potentially expand the KG too much and take
it off from the intended domain.
The relations can be extracted again from the same dataset. This extracts more information
than the first time because entities that are not directly related to the initial KG but are still
relevant to the domain, may not have been found. Seeding with the enriched KG and extracting
the relations again, results in entities that are related to the initial KG in second degree. Again,
the new entities have to contain a KG entity. Moreover, additional relations between already
found entities could be found. Nevertheless, relevant entities can still be missed if they are not
related directly or in second degree in text to the initial KG. In addition, the KG could become
too large and would not be domainspecific anymore when including almost all the information
given in the dataset.

7.1.5 KG Completion: Reducing the KG

The second part of KG Completion is reducing the KG. To make the content more concise, two
KG cleaning methods are applied. One is the cleaning method which mostly cleans the text
in the KG with common NLP preprocessing methods and sorts out unwanted triples via string
matching. The second more advanced method searches and removes semantic duplicates in
the KG.
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Cleaning the KG

To clean the KG, a function was created which is applied to the KG after every addition. That
contains several steps:

1. Remove characters from each part of the triple that is not a letter, a digit, or a space

2. Remove entities which are only a number or only one letter

3. Replace spaces by underscores

4. Remove entities longer than six words

5. Remove direct matches to the list of paper terms and Covid19 synonyms (see appendix
B.1) *

6. Lemmatize each word within an entity

7. Lemmatize the relations using the “verb” POS tag

8. Remove duplicate triples

9. Remove triples with the same subject and object (selfreference)

10. Remove certain DBpedia relations1 **

11. Remove DBpedia triples where the object contained a common file ending 2 **

* The Covid19 synonyms and paper terms are removed to avoid enlarging the KG with triples
where almost every entity is related to one of these terms. However, only complete matches
are dropped because partial matches can also contain valuable information.
** The DBpedia relations and triples are removed because they return triples that should not be
part of the KG. Those are selected because they appear quite often and either refer to a long
text, or the same entity in another language or an image name, or a numeric value like an id.
Some of the objects are just names of files.

Removing Semantic Duplicates

The cleaning method and also the removal of triple variations with a common part already re
duced the duplicate triples quite a lot. However, semantic duplicates of triples were not yet
considered. They have the same meaning but synonyms or different structures are used. To
do this, two libraries are leveraged, namely AmpliGraph [86] and Dedupe [50]. AmpliGraph is
based on a KG embedding and Dedupe needs to be finetuned with very few human annotations.

KG embedding. AmpliGraph uses an embedding for deduplication. For that, we replace all
relations with “related_to” because the relations do not carry much information. Considering
all relations as the same can give an advantage for the embedding because less information
needs to be encoded. This way the chance of finding duplicates is higher. Moreover, any term
related to another term can be relevant no matter the relation. Next, the KG is split into a train
and a test set. The embedding algorithm is HolE with its default parameters. The algorithm was
chosen because it performed best in most of the performance experiments which AmpliGraph
published in their documentation [106].

1owl:sameAs, dbp:wikiPageUsesTemplate, dbo:abstract, rdfs:comment, prov:wasDerivedFrom, dbo:wikiPageID,
dbo:wikiPageExternalLink, dbo:wikiPageRevisionID, dbo:Thumbnail, dbo:Depiction, dbo:Image, dbo:Genre,
dbo:wikiPageLength, dbo:wikiPageInterLanguageLink

2pdf, jpg, svg, ppt
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AmpliGraph. The “find_duplicates” function can be applied to the trained embedding. The
parameters are mode (entity, relation, or triple), a distance metric, the expected fraction of du
plicates, and a tolerance threshold. Since the relations are all the same, it does not make sense
to look for duplicate relations. For duplicate entities, only very few were returned with a low tol
erance, and with a higher tolerance entities were returned which were no duplicates. Thus,
only duplicate triples are looked for. The duplicates are removed from the KG and the longer
triple of the set of duplicates is kept.

Dedupe. A second deduplication method is applied after that. The library pandas_dedupe
[107] is a wrapper around the Dedupe library to make it easily applicable for pandas data frames.
Before it performs the deduplication, it asks for annotations. Dedupe gives examples of possible
duplicate triples which have to be annotated as correct, incorrect or unsure. The minimum for
that is ten positive and ten negative examples. Based on that, the algorithm adapts before it is
applied on the entire KG.

7.1.6 Intrinsic Evaluation

Evaluating a KG is quite difficult for several reasons. Some of them are: it is very large, it is
difficult to measure if a triple is relevant, it is difficult to determine if a triple is a true fact and it
is hard to say if a KG is complete within its domain. The best method is to let a human expert
evaluate the correctness of triples for a part of the KG and calculate the accuracy from that.
This could be done in future work. Here, the KG is evaluated in four ways. After each KG
creation step, the domain affiliation is calculated by the overlap with the ground truth shortage
lists. For the final KG, the most common entities and relations are analyzed. In addition
kfold cross validation is done. Those are intrinsic evaluations. The extrinsic evaluation of
it is the evaluation with the use case which will be described at the end of this chapter. Thus,
the results of the shortageidentification experiment can show the usefulness of the KG
for its dedicated case. The details of the evaluation and the results of it can be found in the
experiments section.

7.1.7 Identification of Potential Shortages with the Knowledge Graph

With the help of the developed KG, the TWS over time are executed again. They are still based
on the selected articles of the CORD19 dataset. The only difference is that the methods are
altered to make use of the KG and some extra methods are added. The evaluation works the
same as before. The following will describe how the TWS are adjusted.

Term Weighting Schemes with the KG

The previous version uses the noun phrases per abstract. When using the KG, instead of that,
the entities within an abstract can be used. So only the noun phrases are kept which are
an entity in the KG. Optionally, the filtering can be further narrowed down by only considering
objects within an abstract, i.e. entities which are typed as an object in the KG. Anything counts
as an object which is directly related to the entities: object, resource, product, component, or
commodity. Additionally, entity resolution can be applied by replacing an entity with its super
class if there is one. For instance, all types of masks would be resolved to the entity “mask”.
Each of the shortageidentificationmethods includes extra parameters that enable these changes.
One parameter decides whether to use all noun phrases, only noun phrases in the or only ob
jects. Another one decides whether the terms are replaced by their subclass or not.
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Word Embedding

The word embedding is created the same way as before only now based on the entities in the
KG. It is not based on the objects or the replaced by superclasses. Moreover, it is based on
the entire dataset instead of the reduced dataset. The reason for these things is that there is
more diversity in the entire dataset and when including more terms. That makes finding similar
terms with the embedding easier because the semantic differences between terms are larger.
Furthermore, a bigger training set makes the word embedding more robust because per term,
more sample usages are given.

KG Neighbor Occurrences

One of the extra shortage prediction methods is the KG neighbor occurrence. It is based on
the fact that two entities are related, no matter what the relationship is. If an entity is a shortage
term or indicator, it could mean that all entities directly related to it, are also shortagerelated as
they must have some semantic connection. In principle, this method works the same way as
the context occurrence method. The difference is that instead of the neighboring words in text,
the neighboring entities to keywords in the KG are selected.
For each abstract, only the noun phrases are kept that appear in a list of keywords, for example,
the shortage indicators. The list of the remaining noun phrases is extended by their direct
neighbors in the KG if they appear in the graph. The result is a dataset of lists of entities per
abstract where each list contains the entities that occurred within the list of keywords and their
KG neighbors. Finally, to get the top n terms, the term frequency or TFIDF is applied on the
filtered and enhanced dataset of lists of terms.

Link Prediction

The next new method uses the KG embedding again (see section 7.1.5 for implementation).
It performs link prediction, also called reasoning. On the trained embedding, the method
“query_topn” can be called to perform link prediction. A relation and a head/tail need to be
given as input. The relation is “related_to” for all triples within the embedding which simplifies
this task. Themethod returns the top n entities as tail/head of the triple with a rank. These triples
can already be existing in the KG but also new relations are returned where the predicted entity
is always part of the KG.
For each input keyword, e.g. the shortage indicator, the top n subjects are retrieved in this way.
Since the subjects of a triple are more often specific and the objects more general, it makes
sense to query for the head of the triples. For each predicted head, the ranks are summed up if
they were predicted more than once. That means if two different terms predict the same head,
the ranks of the two are summed up and the respective term ranks higher. Finally, the top n
entities sorted by the summed ranks are returned.

7.2 Experiments

The KG was created as described in the methodology. Some experiments were done to fine
tune some of the methods, evaluate the approaches and the KG and answer the last research
question: How well can a domainspecific Knowledge Graph be constructed automatically with
out knowing the shortages? Does such a Knowledge Graph improve the detection of potential
shortages? First, the experiments regarding the creation of the KG will be explained. Then,
the intrinsic evaluation of the KG is described. The final part is about the shortage identification
with the KG.
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7.2.1 KG Creation

We executed some experiments to strengthen the design choices taken to create the KG. First,
the initial KG based on DBpedia from 2016 is compared against the one from 2022. Second,
the threshold for entity linking is determined empirically. Finally, the different options to use the
initial KG as a seed for RE are explored and compared.

Initial KG based on DBpedia 2016 compared to DBpedia 2022

The initial KG was built based on the 2016 DBpedia version because the 2022 version contains
shortage information which could bias the KG. The following will show that the 2022 version of
DBpedia actually contains shortages, which supports that claim. To compare that, a second
initial KG was built based on the 2022 DBpedia. It is also based on the shortage indicators
which were first linked to DBpedia and then all triples were extracted.
The biggest difference is the size of the graphs. Whereas the 2016 KG only contains 2794
triples, the 2022 graph contains more than ten times as many (32 964 triples). Both graphs
contain similar topics, which is probably due to the fact that 38 shortage indicators are part of
each of the graphs. However, the 2022 version contains a lot more details and links to other
subjects.

Term 2016 triple counts 2022 triple counts
producer 38 7282
manufacturer 7 6327
peak 86 2898
product 78 1013
scarcity 49 260
shortage 103 218
hoarding 42 132

Table 7.1: Counts of some of the shortage indicators within the 2016 and 2022 initial KG

Table 7.1 shows how many times some of the shortage indicators appeared in each of the
KGs. The big changes in ”manufacturer” and ”producer” could be explained by the addition of
specific names of companies. Similarly for the increase in ”product”, a lot of specific product
names were added to DBpedia. For the term ”peak”, many names of mountain peaks in the
world appear in the 2022 DBpedia. But also the terms indicating a shortage like ”shortage”,
”scarcity” and ”hoarding” increased, which could mean that specific shortages related to Covid
19 were added.
This might suggest that the 2022 KG is more useful because it contains more details. Never
theless, the concern that it contains too much information about the Covid19 shortages
could be confirmed with the data. From the shortage term list, twelve terms are part of the
2016 KG: hamilton, johnson, pfizer, conductor, semiconductor, copper, coal, petroleum, drug,
sugar, caffeine, and coffee. The 2022 version contains in addition to that abbott, shield, cdc,
naat, mask, n95, phillips, honeywell, roche, antigen, reagent, propane, steel, jigsaw, bleach,
vaccine, vaccination, astrazeneca, container, gasoline, oxygen, microchip, cleanser, plastic,
and dairy. Those are 37 terms out of 164. Some of the terms are just products or suppliers
of them and they could be linked in another context than being a shortage within the Covid19
pandemic. This can be guaranteed for the 2016 KG because the pandemic did not exist at that
time but not for the 2022 one. Moreover, some of the terms like “n95” or “vaccination” are most

57



likely connected to the Covid19 pandemic. Thus, the 2022 version should not be used if the
created KG should help to identify shortages without knowing them.

Entity Typing Parameter Tuning

In this study, Entity typing uses the Luke classifier. To avoid labeling entities based on uncertain
predictions, a label was only kept if the model attributed a probability over a certain threshold to
it. An experiment determined that threshold. A sample of abstracts was classified with different
thresholds and a human annotator labeled the result as correct or incorrect. The threshold
with the highest Fscore based on the annotation was kept.

Experimental setup. We took a sample of 10 000 abstracts from the reduced dataset. The
Luke classifier predicted a label for all noun phrases per sentence. Subsequently, all the noun
phrases, their types, and the prediction probability were put together in one table. Thereafter,
a subsample of ten abstracts was taken from the bigger sample. The reason for the bigger
sample is that the method is based on majority vote classification which works better with a
bigger sample because there are more mentions of the term. The reason for the subsample
is to reduce the workload of the human annotator. For each threshold (ranging from 01 in
0.1 steps), the entity typing method was applied as described in the methodology. The human
annotator labeled all noun phrases and their predicted types within the subsample as correct
or incorrect for all thresholds.

Evaluation. From that, the precision, recall, and Fscore were calculated. The relevant terms
are all the noun phrases in the subsample which were classified correctly according to the
human annotator. The retrieved terms are the terms with a higher probability than the threshold.
The true positives are the number of retrieved terms which were classified correctly. Figure 7.3
displays the result of the threshold tuning. The red line marks the maximum Fscore which is
reached at a threshold of 0.3. In general, it can be seen that the Fscore is quite low. This
means that the labeling is not very accurate. To avoid adding false labels to the KG, the majority
vote method described in section 7.1.2 was used.

Figure 7.3: The precision, recall, and Fscore for different thresholds of correct labels by the
entity typing method

Seeding with the Initial KG

In this experiment, we tested different ways of connecting the initial KG enhanced by the
entity types to the triples from RE. The extracted triples are only added to the KG if they
originate from a text fragment that is related to an entity in the initial KG. This way the KG is as
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condensed as possible and mostly focused on shortages in SCs. The matching can be done
on different text fragments: abstract, sentence, 3sentencewindow, and entity. That means an
entity of the initial KG has to be part of that text fragment. Also, partial matches were accepted.
On a sample of 10 000 articles from the shortagesrelated dataset, the matching to the dif
ferent sizes of text fragments was applied. Precision and recall were calculated in the same
way as for the KG (see section 7.2.2). Table 7.2 shows the results.

Text Fragment Precision Recall Number of Triples
Abstracts 0.054 0.576 118 265
Sentences 0.054 0.576 118 169
3sentencewindow 0.054 0.576 118 251
Entity 0.055 0.571 108 684

Table 7.2: Performance of the triples resulting from matching the initial KG to different sizes of
text fragments

The results show that the size of the text fragment that contains an entity of the seed KG
is not very important. The scores almost did not change. However, the entity connection had
a slightly higher precision and fewer triples than the rest. Therefore, that method was used in
this research.

7.2.2 Intrinsic Evaluation of the KG

We evaluated the KG intrinsically. First, the domain affiliation was measured for each step.
Second, some general graph statistics were calculated. Finally, 10foldcrossvalidation was
performed to measure how selfcontained the KG is. This will answer the first part of the last
research question of how to construct a domainspecific KG to help identify Covid19 shortages.

Domain Affiliation

This part evaluates how much the developed domainspecific KG complies with the domain
of Covid19 shortages in SCs. It is difficult to evaluate the number of triples because it is hard
to say whether two entities being related are relevant or not. Thus, only the unique entities within
the KG were evaluated. Since the targeted domain is shortages in SCs, it can be measured how
many shortagerelated entities are in the KG. This includes the shortage indicators because
they are part of the domain as well.

Precision and recall. Precision and recall are calculated based on the shortagerelated en
tities. The retrieved terms are the unique entities in the KG. The number of relevant terms is
calculated differently for precision and recall. That is because the list of shortages is far from
complete. There are many synonyms used in the text, a lot of times a shortage term is part
of an entity and also some additional shortages are mentioned. Since precision and recall are
calculated with different relevant terms, they should not be combined and the Fscore is not
calculated.
To calculate the recall, the shortage terms are the relevant terms. The precision is not very
interesting in this case. It will always be low because the list of shortage terms is only 210
terms long and the number of entities is around 100 000. Therefore, the maximum precision
would be 210/100 000 ≈ 0.0021.
To calculate the precision, all entities are considered relevant that contain a shortagerelated
term. In that case, the recall does not make sense because the number of unique entities that
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contain a shortage term is added to the denominator (number of shortage terms). The equation
for the recall is number of relevant entities

number of relevant entities+210 . The larger the KG, the closer to 1 this fraction becomes
(given that there are some relevant entities). Thus, it does not really measure the quality of the
KG.

Method Number of Triples Precision Recall
1. Entity linking 2684 0.274 0.252
2. Adding synonyms (initial KG) 2794 0.269 0.262
3. Adding entity types (& cleaning) 2995 0.269 0.262
4. RE 162 978 0.059 0.429
5. Cleaning 126 162 0.063 0.691
6. Repeating RE (& cleaning) 135 767 0.062 0.695
Repeating entity linking (& cleaning) 1 0425 66 0.032 0.814
7. Adding subclasses (& cleaning) 222 991 0.062 0.695
8. Adding entity types again (& cleaning) 230 291 0.062 0.695
Deduplication AmpliGraph   
Deduplication Dedupe (& cleaning) 213 292 0.062 0.690

Table 7.3: Evaluation measures for each step of the KG creation process

Results per method. Each step of the KG creation process was evaluated with the domain
affiliation method. Table 7.3 shows the results per step. The enumeration corresponds to the
order of how the KG was created. The steps without a number were not included to build the
final KG. It can be seen that each step either increases the recall or does not change it
(excluding the discarded methods).
The precision is reduced with all steps besides the cleaning step after RE. It is mentioned
separately because it made such a big difference after RE. The biggest drop happens at RE. We
expected that because a lot of entities are added and thus also irrelevant information. However,
the precision is underestimated because more entities could be relevant but they are not
part of the ground truth lists. Furthermore, the methods also add information that helps in the
shortage identification, e.g. the type “object”, but is not itself relevant and thus not counted
towards precision but the information is also not noise.

Removed methods. Repeating Entity linking performed badly. While the recall increased
and around 25 additional relevant terms are now part of the KG, the precision halved and the
KG expanded by factor 8. Moreover, only a few entities were linked (around 13%). That means
that most of the added triples are related to only a small fraction of the KG. Most likely the KG
is not domainspecific anymore. In addition, the largest part is probably not based on the
dataset anymore but it is just a subgraph from DBpedia. Especially since most of the entities
could not be linked. Since this approach introduces more noise than it enhances the KG, it was
discarded.
Deduplication was discarded as well. The deduplication using AmpliGraph only found five
sets of duplicate triples when the tolerance was set to 0.5. However, these were no duplicates.
A lower tolerance did not return any duplicates. A higher tolerance was not tested because
already at 0.5 only false duplicates were returned. For the deduplication using dedupe, the size
of the KG was reduced by around 17 000 triples but the precision remained the same and the
recall decreased. That means that also relevant entities were removed.
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Final results. Out of 210 shortages and shortage indicators, 146 are part of the KG. This
means that around 70% of the searched terms are part of the KG (including terms that are
only part of an entity). 6352 out of 102 467 entities are related to shortages in supply chains
according to the shortage lists. This is a fraction of around 6%. This can mean that the rest
of the KG is irrelevant. However, the shortage term lists are not complete and the precision is
underestimated. Furthermore, the rest of the entities could be context around these terms. It
can thus still be assumed that it is a domainspecific KG. Unfortunately, that is not evaluated at
this point.

Analysis of the KG

This section is not an experiment, it is an analysis of the final KG. The entire KG is too large to
be plotted. To get an idea of what the graph looks like, the most occurring relations and entities
are reported. Furthermore, the subcommunity of the term “shortage” is displayed.

Most occurring entities. Figure 7.4 shows the 20 most common entities in the KG. Object
appears very often because of entity typing. This is good because it helps to find things that can
be in shortage. Virusrelated terms such as infection, virus, cell, protein, and pathogen appear
also quite often which makes sense because the dataset contains mostly medical publications.
Moreover, pandemic relatedterms such as patient, treatment, drug, world, outbreak, drug, and
vaccine appear frequently. That shows that the KG is actually domainspecific, at least to the
domain of Covid19. In addition, “drug” and “vaccine” are even shortages. Thus, it can be said
that based on the most common entities the KG is relevant for the task of identifying
Covid19 shortages.

Figure 7.4: 20 most occurring entities in the KG

Most occurring relations. Figure 7.5 shows the 20 most common relations in the KG. It can
be seen that these relations have high counts and already make up a large part of the KG. In
fact, around 67% of the triples in the KG contain one of these 20 relations. The subclass_of
relation is by far the most occurring one. The total number of superclasses is only 1528.
However, each class appears around 60 times on average. There are several very frequent
classes, e.g. “infection” and “virus”, but no class which is disproportionally large.
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Figure 7.5: 20 most occurring relations in the KG

Figure 7.6: Community around “Shortage”

Community around “shortage”. Figure 7.6 shows the community around the term “short
age” to get an idea of how the KG looks. The red nodes are shortages that were found in the
community. The smaller nodes are also entities but do not contain a shortage term. The com
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munity was extracted on a reduced version of the KG. Only triples were considered where the
subject or object is part of the top 5 top entities measured by centrality. That already results
in a KG of 14 360 triples. To extract the community, the libraries Community [108] and Net
workX [109] were used. Different types of shortages can be seen, e.g. the categories, PPE,
vaccine, tests, and ventilation are shown.
When looking at the triples in the displayed community of the KG, it can be seen that the KG
contains a lot of irrelevant details. Many of the heads and tails are no actual entities. Syn
onyms contain details that could be left out in order to be resolved to one entity (e.g. “acute
shortage of ventilator” and “ventilator shortage”). Some also do not make sense on their own
(e.g. “light of vaccine efficacy”) or make no sense whatsoever (e.g. “vaccination do”). Never
theless, many of the extracted terms are actually entities (e.g. “antigen test”). The same could
be observed for the relations. There are many synonyms and meaningless stop words. Heavier
cleaning of the entities and relations based on semantics would improve the quality of the KG.

Kfold CrossValidation

A KG embedding can score triples within the KG with the “predict”method. The score of a triple
can be seen as the probability of this triple belonging to the KG. If the embedding is built on
the entire KG, the score is almost always 1 for each triple. Therefore, we used kfold cross
validation.

Implementation. For that, the KG was split into ten parts. An embedding was trained on nine
parts and the tenth one was scored. That was repeated ten times leaving out each part once to
score the entire KG. Entities in the part to be predicted that were not part of the other nine parts
had to be discarded because the embedding can only score triples of known entities. That is
a limitation of the AmpliGraph implementation. Per part, the mean and standard deviation of
the scores per triple were calculated. The resulting ten mean scores were averaged again to
obtain one validation score for the entire KG. Additionally, the distribution of all probabilities for
all triples was plotted.

Results. The 10fold cross validation lead to a mean probability of 0.5 for all triples with a
mean standard deviation of 0.3. Figure 7.7 shows the probability distribution for all triples. It
shows that some parts of the KG fit very well together. It also shows that there are many outliers
in the KG. Therefore, no definite statement about the quality of the KG can be derived from
this.

Figure 7.7: Probability distribution for all triples
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When looking at the triples with a low score, many of them are the subclasses. It might
be a more coherent KG when sorting those out but they contain valuable information for the
shortage identification. To see if the lowscoring triples might all be noise, the domain affiliation
evaluation was applied on the part above 0.5 and on the part below 0.5. The triples with the
lower probability performed better. Therefore, the probability of a triple fitting well to the KG
seems to have no connection with the domain affiliation.
The results should be considered with caution as this method is dependent on the quality of
the KG embedding. Furthermore, the KG embedding was not tuned. Thus, the performance
of the embedding in predicting the triples might be imprecise.

7.2.3 Identifying Potential Shortages

This part answers the second part of the last research question of Does such a Knowledge
Graph improve the detection of potential shortages? The same experiment as described in 5.2
was executed a third time with the KGrelated adaptions described in the methodology. There
after, the results were compared to the previous results. Moreover, we analyzed the methods to
identify shortages to see if there might be a better ensemble of them. The methodology of this
research is an answer to the overall research question of How to automatically find unknown
potential shortages in supply chains within the Covid19 pandemic in text? To evaluate how
well the potential shortages were identified, we analyzed the the final list of suggested shortage
terms.

Experimental Setup

The shortageidentification methods were executed as described in the methodology with cer
tain settings. There are some hyperparameters that were changed per run and some param
eters per method which stayed the same for all runs. We applied all methods to the reduced
dataset containing only shortagerelated articles. The hyperparameter search space is:

• Input entities (type of terms): entities in the KG, only objects in the KG *

• Top n terms (the number of terms to return): 100, 500, 1000

• Replace subclasses (replacing terms by their superclass before applying the methods):
True, False

* The input entities are the list of terms per abstract on which the methods are applied. One
option is to consider only objects. For that, all entities are extracted from the KG that are related
to any of these entities: ’object’, ’resource’, ’product’, ’component’, ’commodity’. These entities
are referred to as objects.
Table 7.4 shows the values of the parameters for each method. The last column indicates
whether the method needs a KG. The parameters are:

• The Measure used to weigh the terms

• List of Seed terms as an input for the respective method

• Context size in words
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Method Measure Seed terms Context size KG required
Term frequency No
TFIDF No
Context
occurrences

Term
frequency

shortage indicators 30 No

Context difference No
Context
occurrences

TFIDF shortage indicators 30 No

Context difference No
Word embedding shortage indicators No

Word embedding “mask”, “shortage” No
KG neighbor
occurrences

Term
frequency

shortage indicators Yes

KG neighbor
occurrences

TFIDF shortage indicators Yes

Link prediction shortage indicators Yes

Table 7.4: Prediction methods and their parameters

Results

Table 7.5 shows the results of the different settings for all methods combined for 500 top terms.
We chose 500 terms because that returned the best value for all settings. The results for 100
terms and 1000 terms can be found in appendix C.4. The settings are ordered by Fscore.

Input Entities Precision Recall FScore Number of Types
Objects 0.038 0.461 0.07 11
KG entities 0.037 0.477 0.069 11
Objects replaced by superclasses 0.037 0.452 0.069 11
KG entities replaced by superclasses 0.036 0.465 0.067 11

Table 7.5: Evaluation measures for all methods together on the reduced dataset for 500 terms
with the KG for different input entities

It can be seen, that only considering objects, i.e the terms of the abstracts that are related to
an objectentity in the KG yield the best results with an Fscore of 0.07 and a precision of
0.038. The reason for that is probably that the possible terms to be returned are not only KG
entities but also an object. Thus, irrelevant terms that are not an object re filtered out. This
proves the usefulness of the KG. However, the difference in all performance measures is
not significant. As it seems, it does not matter much rather all entities are considered or only
objects, and replacing by subclasses also did not change much.
The methods where the terms were replaced by the superclasses perform worse than with
out replacing. This is unexpected as the frequencybased methods were supposed to work
better when resolving synonyms or specific types of something to one. The reason for that
could be that there are too many classes or the classes are too general. Maybe not all shortage
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identificationmethods should work with the replaced classes but only the frequencybased ones.
11 out of the 18 defined shortage types (see 4.3) could be found in the list for the reported
methods. This means, that the method not only returns shortages of one type but the suggested
shortages are quite diverse.
The results of each individual method are in appendix C.3. Looking at the performance of the
individual methods, the word embedding similar to the terms “shortage” and “mask”
performed best with an Fscore of 0.14. This is followed by the KG neighbor occurrences
with TFIDF with an Fscore of 0.12. The context methods and TFIDF generally scored quite
low.

Comparison to previous results

Top Terms Precision Recall FScore
Number of
Types

Origin Results of

100 0.073 0.217 0.11 6
500 0.051 0.5 0.092 12 entire dataset RQ1, ch. 5
1000 0.043 0.632 0.08 13

100 0.043 0.133 0.065 8
500 0.031 0.36 0.056 11 reduced dataset RQ2, ch. 6
1000 0.03 0.528 0.057 13

100 0.038 0.144 0.06 6 objects, no subclass,
500 0.038 0.461 0.07 11 reduced dataset RQ3, ch. 7
1000 0.03 0.574 0.058 13 and KG

Table 7.6: Evaluation measures for all methods together on the entire and the reduced dataset
and KG

Table 7.6 displays the results of the previous shortageidentification experiments as well as
the best performing setting of this experiment. Only the best setting was taken from this
experiment for easier comparability. Time was not considered in this comparison because it is
not really comparable since the shortage identification was adjusted. There are more methods
in total and the individual methods were adapted to use the KG.
For the methods without the KG, an antiproportional relation between the number of terms and
precision can be observed while that cannot be seen for the KG method. For all methods using
the KG, the Fscore increases when increasing the number of top terms from 100 to 500. A
large increase in recall can be observed with the increase in top terms. Again, the number
of different shortage types was similar.

Top Terms Precision Recall FScore Origin Results of
100 0.0051 0.01 0.0051
500 0.0075 0.101 0.0139 reduced data RQ2 vs. RQ3
1000 0.0003 0.045 0.0008
mean relative gain 5% 15% 6%
mean relative loss 34% 17% 32% entire data RQ1 vs. RQ3

Table 7.7: Difference of Evaluation measures of with and without the KG
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Table 7.7 displays the gain in performance by using the KG on the reduced dataset. It can be
seen that the KG method outperforms the method on the reduced dataset for 1000 and 500
terms in Fscore, precision, and recall. On average, the Fscore is 6% higher and the gain in
recall is even 15%. Only for 100 terms the method without the KG has a higher precision and F
score. This shows that the usage of the KG actually improved the identification of potential
shortages.
However, applying the method on the reduced dataset and the KG does not perform better
than applying the method on the entire dataset without the KG. A loss in Fscore of 32%
on average can be observed. This could be because the reduced, shortagerelated dataset
obtained from TM missed some relevant articles. Another reason could be that some relevant
entities are not part of the KG.

Tuning the Ensemble

The different methods work as an ensemble to find as many potential shortages as possible.
So far, all methods were combined. That was also the case here to compare the results to
the previous ones and answer the research question. However, this leads to a large list of
retrieved terms and thus a high recall but it also leads to many false positives and therefore a
low precision. Therefore, we tested a more sophisticated approach to combine the term lists.

Experimental setup. To strengthen the prediction accuracy, more than onemethod should
retrieve a term. That means, themethods need to agree with each other. A term is only part of
retrieved if a number of different methods retrieved the term. This would drastically reduce the
list of retrieved terms and it would make the predictions more robust by increasing precision. It
is also possible that some methods are not performing very well at the task. Therefore, we test
if the performance increases if only the predictions of a few methods are considered. All
combinations of methods are tried. The following steps are taken:

1. Combine the results of the methods in each possible way from two up until all methods

2. For each combination of retrieved terms, do

(a) For each i in range 1 to number_of_methods (but max 4)
i. Calculate the precision, recall, and Fscore if i methods agree with the shortage
terms

(b) Keep the maximum Fscore of the different i’s with the subset of methods and the i

3. Return for each combination of methods the maximum Fscore of the different levels of
agreement

This tests all combinations of methods. It does not consider single methods because that was
already calculated for each method. It also lets up to four methods agree. More than four were
left out because the recall was assumed to be too low. However, the result is biased because
the combination is found by the highest Fscore with the shortage terms. Therefore, this only
evaluates the methods in general and not the prediction performance.
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(a) Number of methods in the ensemble (b) Number of methods agreeing

Figure 7.8: Plots of ensemble alternatives Fscore vs number of methods

Results. Figure 7.8 shows the results of the ensemble. The left plot shows the Fscore for
different numbers of methods that were combined in the ensemble. It seems the less methods
are combined, the better the performance. The right part of the figure shows the Fscore for
different numbers of methods that have to agree. It can be seen that the performance is best
when no methods have to agree and all terms that are retrieved are combined.
For all settings, the combination of only two methods performed best with an Fscore of
0.15 at 500 terms. These methods were theword embedding similar to the terms “shortage” and
“mask” and the KG neighbor occurrences with TFIDF. The best recall of 0.58 had all methods
together besides context difference TFIDF for 1000 terms and the entities.
For each method, it was checked if the performance improves or lowers when it is left out.
Only the methods word embedding similar to the terms “shortage” and “mask”, KG neighbor
occurrences with TFIDF and the link prediction improved the performance. For the rest of the
methods, the Fscore increased when they were left out.
From this, it can be concluded that the KG neighbor occurrences with TFIDF and the word
embedding similar to the terms “shortage” and “mask” are the best ensemble for the
task at hand. They performed best as an ensemble, as individual methods and performance
decreased when they were left out. Since the shortages are unknown, only using those two
methods for shortage identification would bias the results. In future work, the usage of ensemble
methods should be further explored.

Analysis of the suggested Shortages

The ground truth list of shortages is incomplete. Therefore, the performance measures of the
methods, in general, are not very high. It is possible that the rest of the suggested shortages
is actually valid but not part of the ground truth. To find out if this is true, we looked at the
list of suggested shortages retrieved by the best method.
The list of retrieved terms is quite long, therefore we only looked at a random sample of the
retrieved terms of 100 terms. As it turns out, there are some additional shortages that are
not part of the list. For example, “meat shortage” or “remdesivir”. Moreover, there were more
synonyms to known shortages which are part of the ground truth list, like “rdt” (rapid diagnos
tic tests) or “healthcare equipment”. Terms that are shortages but were left out of the ground
truth because they are not relevant for the use case as they are no products were also found.
For example, “shortage of expert neurologist” and “shortage of bed” were returned. Another
example is “peptide” deficiency which is a health condition. That is due to the dataset being
about medical publications. Another group of terms is related to SCs, e.g. “supply chain net
work”. This shows a limitation of the algorithm as it does not distinguish between the types of
shortages.
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Even though some new shortages and synonyms were found, a big part of the retrieved terms
is still irrelevant. Nonetheless, the list is only 3112 terms long. If looking at only a small sample
already uncovered some new shortages, then looking at the entire list is definitely worthwhile.
Further, for a procurement expert, this list of suggested shortages is a support since it
takes less time to go through 3112 terms than having to read numerous articles to find shortages.
It might even reveal shortages that would not have been found otherwise.

7.3 Summary of the Chapter

This chapter described how the KG was built. For that, an initial KG was extracted from DB
pedia based on the shortage indicators. It was enhanced by entity types, such as “object”.
Next, open RE was applied on the CORD19 data using the initial KG as a seed. The refine
ment methods further enhanced the KG: adding superclasses from the entities, repeating entity
typing, and repeating RE. The KG was cleaned using some NLP processing methods. Auto
matic deduplication methods and repeating entity linking to DBpedia proved to be unsuccessful.
There were some experiments done on the steps of the KG creation.
The KG was evaluated intrinsically. That included the domain affiliation, which evaluates how
well the KG fits the domain of shortages in SCs by measuring the number of domainrelated
entities. Moreover, the KG’s most common entities and relations were discussed and a sub
graph was presented. Finally, crossvalidation was done with the help of a KG embedding. The
intrinsic evaluation gave mixed results. While more than half of the searched terms are part
of the KG, only a small part is related to the domain. However, the reason for that could be
that the ground truth used for evaluation is incomplete. The crossvalidation gave an average
probability of 0.5 of a triple belonging to the KG which does not say anything.
The shortageidentification experiment was repeatedwith the KG and some additional meth
ods. The KG improved performance on the shortagerelated dataset with the highest Fscore
of 0.07. The best methods are KG neighbor occurrences with TFIDF and the word embedding
similar to the terms “shortage” and “mask”. They performed best as an ensemble, as individual
methods and the performance decreased when they were left out. Looking at the final list of
suggested shortages, it can be concluded that there are many more relevant terms suggested
that were not part of the ground truth list but also a lot of noise.
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8 DISCUSSION

This research developed a method to automatically identify Covid19 shortages in SCs using
statistical NLPmethods and a dedicated KG. Themain source of data was the CORD19 dataset
of research publications about Covid19. An ensemble of TWS based on term frequencies and
cooccurrences was applied to the dataset. The method suggested many terms as potential
shortages. Some of them were part of the ground truth list and some of the remaining terms
might be a shortage but are not part of the predefined list. However, many of the suggested
terms cannot be in shortage because they do not refer to an object or even an entity. To mitigate
this problem, a KG was developed based on a SCrelated subgraph from DBpedia, which was
enhanced with shortagerelated articles of the CORD19 dataset and refined. The articles were
selected using TM, which showed a significant improvement over the standard keywordbased
method. The KG contains a lot of noise but it improved the identification of shortages using
TWS.

8.1 Interpretations

In the following, the research questions will be answered. For each question, the most impor
tant results are reiterated, discussed, and interpreted. Finally, the respective question will be
answered.

8.1.1 Statistical NLP Approaches to Identify Potential Shortages

In the first part of this research, we applied statistical NLP methods to identify Covid19 short
ages in supply chains. An ensemble of different TWS was used. The combination of context
knowledge and frequency proved to be useful. The Fscore, precision, and recall were calcu
lated based on different numbers of top terms retrieved by the TWS to answer the first research
question: How well can statistical NLP methods alone identify shortages in text?
The best overall Fscore is 0.11 with a precision of approximately 0.07 was reached at 100
top terms. The best recall of around 0.63 was reached at 1000 terms. That means that some of
the shortages were covered. The precision decreases relatively quicker than the recall, which
means that retrievingmore terms relatively leads tomore noise than additional shortages.
There can be several possible reasons for the low precision and thus the low Fscore:

• Semantics not included: Terms that cannot be in shortage, like verbs or abstract con
cepts were predicted as well. To avoid that, the KG was built

• Incomplete ground truth list: The predefined list of shortages is incomplete. This means
that some of the predicted terms might be a shortage but they are not on the list.

• Methods not well tuned: The methods could perform better if they were tuned better.
That includes the individual methods as well as the way the methods were combined.
Some methods might perform poorly and can be left out. To increase the precision, the
ensemble can be tuned.
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• Medical dataset: The dataset is about medical publications. Possibly, the shortages
which are looked for are not mentioned a lot. That makes it difficult for the methods to
detect them.

• False assumptions: the hypothesis of shortages being mentioned more frequently in
certain time frames and in the context of certain keywords could just be wrong. Other
terms which are not a shortage could also be especially interesting in a certain time frame.
For example, if a product enters the market the first time, it would probably score high on
TFIDF.

Despite the many other reasons why a term could be selected by the proposed methods, many
of the terms which are selected are actually shortages. The low precision was expected. There
fore, the KG was built.
Considering that a SC expert would like to know the potential shortages, the recall should be
rated higher than the precision. It is more valuable to return a larger list of potential shortages
that covers more terms than a small list. This has two reasons. The first one is that the list of
shortage terms is incomplete. The additional terms which are now seen as irrelevant might be
relevant but not part of the ground truth shortage list. The second one is that a human can
easily discard irrelevant terms. It is more difficult to find additional terms which are not retrieved
by the system.
This shows that the ensemble of TWS over time is a way to identify shortages but not very
precisely. This answers the first research question of how well statistical NLP methods alone
can identify shortages. This is one solution, there can be many others that might perform better
at the task.

8.1.2 Topic Modeling

To improve the performance of the shortage identification, a KG was built. To help the KG be
focused on the domain of shortages in SCs, a reduced dataset of only relevant articles was cre
ated. In the SCdomain, usually keywords are used to find relevant articles. That is dependent
on direct matches of the keywords in text. Furthermore, that can select some articles that con
tain a keyword but are not about shortages. Therefore, we hypothesized that relating texts via
TM will outperform the keyword search. TM selects documents based on their entirety instead
of just one term. A term can be used in many different contexts, an entire text being related
to other texts makes the relation less coincidental. The research question derived from that is:
Does Topic Modeling improve the selection of relevant articles in comparison to keywordbased
search? The second part of the research compares the results of the shortageidentification
experiment on all data to the results on the reduced data: What is the difference in performance
when applying the shortageidentification method to the reduced dataset?

Topic Modeling vs. KeywordBased Selection

The best parameter setting had an Fscore of 0.44 on average measured with all articles which
contain a shortage term as ground truth. That outperformed the keywordbased search by
8 percentage points. This means that the TM selection is better. That is mostly due to the
selected dataset of around 88 000 articles being a lot smaller (around 46 000 articles less).
Thus, fewer irrelevant articles were selected.
Nonetheless, the Fscore is still not very high. Better tuning of the hyperparameters or another
method for TM than LDA could improve the selection. Furthermore, the evaluationmethodmight
not be perfect. The creation of the ground truth is also keywordbased. An article mentioning a
shortage term might not be about shortages. However, those articles create the context around
the relevant keywords which can also be valuable.
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Model parameters. A big drawback of TM is the instability of the algorithm. Research sug
gests doing hyperparameter tuning to overcome that problem [25]. For the task at hand, Guided
TM with three topics, α = 0.03α = 0.03α = 0.03, β = 0.03β = 0.03β = 0.03 a seed_confidence of 0.98 and 20 seed terms led
to the highest performance. The analysis of the correlation between the hyperparameters and
the performance measures (coherence and Fscore) confirmed the results. It found that k, α
and β should be low and the number of seed terms should be relatively high. Different than
what research suggested, the TM algorithm seemed to be quite stable. This might be due to
the number of seed terms being quite high, which might limit the variability of the algorithm.
A surprising result was that within the top models, either seeding was given a high value and α
and β a low one or seeding was given a very low value. This suggests that the LDA algorithm
might not combine well with seeding. It seems that the model’s decisions were either con
trolled by the seed or by α and β. In the second case, the models are just based on LDA and
are not guided.
Another unexpected finding was that there was a negative correlation between the Fscore
based on the articles and the Fscore based on the shortage indicators. From that, it can be
concluded that the Fscore based on shortage indicators is not a good estimation of the
model performance.

TM success. The success of the TM supports the findings of other research, for example
Bansal et al. [10]. SCmanagement is just one example. However, in all domains where relevant
articles are selected by keywords, TM can be considered as an alternative. Especially, if the
articles have to be read by a human, like in the field of SC management. This is due to the low
precision of the keywordbased search. That means that many irrelevant articles are selected
which would then manually have to be sorted out.

Difference in shortageIdentification Performance

The second part of this research question asks what the difference in performance of the short
age identification on the reduced dataset is. For that, the shortageidentification experiment
was repeated and the loss in performance was calculated.
The process time was the only measure that improved with a mean relative loss of around
77%. The best Fscore was 0.065. The three evaluation measures all decreased with a
mean relative loss in Fscore of around 36%. However, the loss in precision was higher than
the loss in recall. The lower change in recall is good because that means only little relevant
data was lost.
The loss in precision was unexpected because focusing the dataset on shortages in SCs
should remove noise and lead to more relevant terms in general. This could be explained by
the nature of the methods. For example, TFIDF uses the information of a term being frequent
in some articles and not in others. If the others are removed, the term becomes less significant.
Another example is the context method. It is only considering articles that mention the term.
Thus the performance is independent of how many irrelevant articles are in the dataset. Term
frequency, on the other hand, should profit from a domainspecific dataset. Evidence supports
that claim, as some of the frequencybased methods improved using the reduced dataset.
Another explanation for the loss in precision is that the TM removed relevant articles as well.
That can be further supported by the fact that only around 38% of the articles mentioning a
shortage term were selected. Nevertheless, without knowing the shortages, TM is still a better
approach than keyword search based on shortage indicators.
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Even though the performance decreased, the reduced dataset was still kept because:

1. Processing time decreased for shortage identification and for the KG creation.

2. A domainspecific dataset is necessary to create a domainspecific KG.

3. The size of the KG stays manageable which saves memory.

4. As a proof of concept methodology for future work: a better topic model would lead to
a dataset that fits the domain better and the prediction performance might not decrease.

5. In general, it saves a lot of human effort.

8.1.3 Knowledge Graph

In the last part of this research, a domainspecific KG was created to improve the shortage
identification method. The first part of the last research question was How well can a domain
specific Knowledge Graph be constructed automatically without knowing the shortages? The
methodology of the corresponding chapter describes as a possible solution for that. To get an
answer to the question, the developed KG was evaluated intrinsically. The second part of the
question is Does such a Knowledge Graph improve the detection of potential shortages? For
that, the shortageidentification experiment was repeated including the KG, and compared to
the previous results.

Intrinsic Evaluation

Domain Affiliation. While around 70% of the ground truth shortage lists are part of the
KG, only about 6% of the entities in the KG are about shortages in SCs. This suggests, that
a big part of the relevant information is included in the KG but there is also a lot of irrelevant
information. To improve the domain affiliation of the KG,more KG refinement methods should be
applied. The methods so far did not consider the refinement towards the domain. Another
explanation for the low precision could be that it is underestimated. Some of the other entities in
the KG are relevant but not part of the ground truth lists. Furthermore, it could be that they
are not relevant on their own but are related to relevant entities and give context knowledge
around those.

Relations and entities. The final KG has 27 002 different relations but 67%of theKG ismade
up of the top 20 relations. It might be possible to group the rest of the relations to one of these
relations to create more general relation types as customary in KGs. An example advantage
is that queries can be done specifically on the relation. The most connected entities, e.g.
“object” and “vaccine”, seem relevant to the domain of Covid19 shortages. The KG might
not contain the information that “vaccine” is in shortage but the fact that it is part of the KG is
already helping the shortageidentification method.

Cleaning. When looking inside the KG, it became evident that more cleaning needs to be
done. The values of the entities and relations contain irrelevant details and some do not make
sense. This is probably due to the triples being extracted from raw text. Some cleaning was
done on the extracted text fragments but it did not include the semantic meaning of the
terms. That could remove irrelevant information without changing the meaning of an entity.
Nevertheless, many of the entities are already quite clean.
This is further visible in the results of the crossvalidation with the KG embedding. The mean
probability of a triple belonging to the KG is 0.5. This suggests that although a large part of the
KG is consistent in itself, there is still a lot of noise. The comparison of the lower scoring
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part of the KG to the higher scoring part showed that there seems to be no connection between
this probability and the domain affiliation.

Shortage Identification

The results of the shortageidentification experiment on the reduced dataset using the KG show
that the KG actually raised the performance. The best setting was considering only objects
in the KG with an Fscore of 0.07. However, the different settings with the KG, e.g. considering
only entities or objects, all performed quite similarly and the difference was not significant.

Recall. The relative gain in Fscore is 6% on average for the best setting in comparison to
the experiment on the reduced dataset. When looking at the absolute difference in Fscore, it
seems quite small. This is due to the precision being so low in general. However, the absolute
change in recall is quite large. As already discussed, the recall is more important than the
precision because it is easier to discard irrelevant terms from a list than to add unknown terms.
Therefore, the recall might have to be weighted higher in the Fscore.
The performance of the KG on the reduced dataset was worse than the one without the KG on
the entire data. This is probably still because the TM did not do such a good job at selecting
the relevant articles. The low precision, in general, can be explained with the same reasons
mentioned in 8.1.1.

Individual methods. An analysis of the individual methods and how to best combine them
showed that the word embedding similar to the terms ”shortage” and ”mask” and the KG
neighbor occurrences with TFIDF produced the best results as an ensemble and individ
ually. For the word embedding, this might be due to the fact that it was seeded with one known
shortage. Moreover, the term “shortage” is very often used in combination with a shortage,
e.g. “ppe shortage”. The idea of the context method was to capture those cooccurrences. As
it seems, the embeddingbased method is better at that task. The fact that the neighbors of
shortage indicators in the KG are relevant, shows that the KG actually contains relevant terms.

Analysis of the suggested shortages. The low precision, in general, suggests that most of
the retrieved terms are irrelevant. However, when looking at a sample of the retrieved term,
it turned out that this was not the case. While there are still many irrelevant terms on the list,
there are also relevant terms retrieved which are not part of the ground truth. Therefore, the
actual precision can be assumed to be higher. This could be evaluated by a human expert
in future work.
With this, also the overall research question of How to automatically find unknown potential
Covid19 related shortages in supply chains in text? is answered. This thesis showed a
method for Covid19 shortage identification with an automatically constructed KG which has
shown limited success.

8.2 Contributions and Implications

This section lists the contributions of this work and relates them to existing research. It also
gives some practical implications if someone would like to use some parts of the method again.
Table 8.1 gives an overview of the contributions, what challenges were faced and what was
achieved.
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Contribution What does it do? Challenge Achievement
TWS
(RQ1),
Ch. 5

1.
Shortage
identification
method

It identifies
shortages in SCs
within the Covid19
pandemic using an
ensemble of TWS
over time.

Let a system identify
shortages without
knowing them. Which
TWS should be used?
How to implement them?
What is the best way to
combine them?

Seven TWS over time were im
plemented. The method identi
fied some of the expected short
ages but it also retrieved a lot of
noise. The best ensemble was
only combining two of the meth
ods. The method can be used
on any other dataset given some
keywords.

TM
(RQ2),
Ch. 6

2a) TM to
reduce the
dataset

It selects relevant
articles in a dataset
based on
keywords.

Automatically finding
articles about shortages
without knowing the
shortages. How to tune
TM properly?

The developed TM algorithm re
duced the dataset by 76%. More
than a third of the relevant articles
were selected and more than half
of the reduced dataset is domain
related. The algorithm can be
used for other data and domains.

2b) TM
evaluation
method

It compares the TM
selection against
keyword selection.

How to evaluate if the
selection of articles is
relevant? What makes an
article domainrelated?

An evaluation method was devel
oped based on the number of ar
ticles containing a domain key
word. TM outperformed keyword
search.

KG
(RQ3),
Ch. 7

3a) Method
to create a
domain
specific KG
automati
cally

It creates a
domainspecific KG
automatically from
text without bias
towards the
dedicated usage.
(not including
shortages)

How to avoid including
bias in the creation
process? How to type
entities as objects? How
to extract triples from raw
text without including too
much noise but including
everything relevant?

A KG about Covid19 shortages
in SCs was created. It contains
70% of the expected domain key
words. At least 6% of the entities
in KG are domainrelated. The
method can be used in other use
cases.

3b) Initial
KG creation
method

It extracts a
subgraph from
DBpedia based on
keywords.

There was no initial KG
given. How to extract a
domainspecific
subgraph from DBpedia
without bias?

A method was created, which
can be used to quickly obtain a
domainspecific KG based on a
set of keywords.

3c) method
for KG
refinement

It removes noise
from the KG and
enriches it.

What methods are there?
How to ensure no relevant
information is removed?
What is relevant to add?

Two methods were developed
and combined with existing ones.
1. Retrieving superclasses by
extracting the roots of terms. 2.
A cleaning method consisting of
some text processing methods.

3d)
Automatic
evaluation
of a KG

It automatically
evaluates how well
the KG fits the
domain.

How to measure the
domain affiliation of a KG
without a human expert?
When is an entity/link
relevant? How to evaluate
the refinement steps?

An evaluation method was devel
oped to measure the domain af
filiation of a KG based on a set of
domain keywords.

3e) Use
case of the
KG
(shortage
identifica
tion)

It uses the KG and
TWS over time to
identify shortages.

How does the
shortageidentification
method need to be
adjusted? How to enrich
the method with the
knowledge in the graph?
What additional TWS can
be included?

The KG slightly improved the per
formance by considering only en
tities/objects as potential short
ages. Two new TWS were
added. The KG neighbor occur
rences method is novel and per
formed well. This KG creation
method can be used in other
scenarios where relevant entities
should be identified from text.

Table 8.1: Main contributions including their challenges and achievements
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8.2.1 Supply Chain Analysis

In the related work section, the application of advanced NLP methods for SC analysis was
identified as a research gap, see for example [55, 56]. Comparable approaches, like demand
forecasting models or simulations, are usually based on numerical data, especially before the
pandemic. This thesis contributes to that research gap with an example of how to apply NLP
methods to business studies, like SC management. This is in line with Chowdhury et al. [8] and
Queiroz et al. [9] that call for technology to support responsive sc for pandemic situations. A
responsive SC must react quickly to disruptions, the developed method can help with that by
suggesting potential shortages. As a consequence, those products can be monitored closely,
which makes a quick reaction easier. Another contribution is the list of shortages retrieved by
the method of which some might be unknown to procurement experts.

8.2.2 Shortage identification

Shortage warning system. The problem to be solved was to automatically identify Covid19
shortages. The motivation behind that is that shortages can lead to serious consequences.
For instance, the PPE shortage worsened the pandemic [3]. As Iyengar et al. [7] write, being
informed about upcoming shortages can help to reduce these consequences. The contributions
of this thesis can be placed in “early detection” of the SC disruption stages of Ivanov [52].
Furthermore, the contributions directly build on Iyengar et al. [7], since they utter the need
for a global early warning system for shortages. The developed shortage prediction method
is a proposal for a warning system of shortages. However, the method is no actual early
warning system yet, as it identifies the shortages based on the entire dataset, so in retrospective.
Additionally, it is not a global system because the location of a shortage was not considered.

Ethics. On the one hand, a shortage warning system might help to make the consequences
less severe. On the other hand, if not everyone has access to that system, it can give certain
parties a competitive advantage. For example, if one company had access to such a system
and its competitor would not, they would react earlier, for example by stockpiling. That could
make the shortage even more severe. The idea of this shortage warning system is thus to
make it freely accessible to everyone. Unfortunately, that will be nearly impossible because not
all actors can know about something at the same time and unbalanced information access can
still cause problems.

shortageidentification method. The method to identify shortages is also a contribution (see
table 8.1 1. and 3e)). There are other studies that use TWS to predict shortages, e.g. [58, 13].
However, using an ensemble of schemes to predict shortages is new and some of the developed
TWS over timemight be a novelty. For example, the KG neighbor occurrencemethod performed
quite well and does not exist yet to the best of my knowledge. As for the other schemes, they
are mostly selfimplemented but similar ones might already exist. Moreover, it was found that
the fewer schemes are combined, the better the prediction. The proposed method can also be
used in other scenarios to find relevant terms at certain points in time in a dataset given a set of
keywords. For example, if someone wants to know more keywords around a certain term, the
context occurrence method could be used.
An implication arising from this approach is that the list of terms to predict, in this case,
products in shortage, is never complete. There will always be more synonyms used in text.
Therefore, also partial matches should be considered. Nonetheless, the precision will always
be underestimated and the recall should be weighted higher. Another reason for weighting the
recall higher is that filtering a term list is easier than finding terms that are missing in a list.
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8.2.3 TM

TM to select relevant articles performed better than keywordbased selection which aligns with
Bansal et al. [10] who stress the use of textual data and TM to study SCs. Other studies used
(seeded) TM to study disease outbreaks [61, 62], such as Covid19 [63]. They used it to analyze
topic trends and to identify keywords. They did not use it to reduce the data. Therefore, the
developed approach to creating a domainrelated dataset using guided LDA and its eval
uation method are a contribution to this field (see table 8.1 2a) and b)). They can be used
in any other scenario where relevant articles need to be selected based on a set of keywords.
However, for the evaluation method, it is good to have a ground truth list of terms that should
appear in the dataset.
Some practical implications can be drawn from the results. TM on the entire articles performed
better than on the abstracts, thus, the more text is given, the better the model. Furthermore,
looking at the correlation between the evaluation measures and hyperparameters can be useful
to derive some rules for how the parameters should be set. This can be helpful, as the param
eters need to be tuned every time since the algorithm is unstable [25]. Moreover, the number
of seed terms is an interesting parameter to tune, since it is usually not considered as a
parameter and it made the algorithm more stable. The evaluation based on the seed terms was
not a good approach.

8.2.4 KG

KG creation method. Chen et al. [64] call for methods to automatically built KGs without
domainspecific labeling. This study is a contribution to that research gap (see table 8.1 3a)).
Reese et al. [74] also created a framework to automatically construct a Covid19 KG. However,
the input data needs to be in a structured format. This thesis provides a method starting from a
set of keywords and raw text.
Some newmethodswere developed to construct the KG. One is the cleaning process based
on NLP processing methods. The other one is the extraction of roots from noun phrases to
create superclasses to add to the graph (see table 8.1 3c)). Moreover, the creation of the initial
KG from keywords can also be seen as a contribution (see table 8.1 3b)). In any scenario where
a domainspecific KG needs to be created when resources are scarce, this provides an easy
way to do that. There are some lessons learned from the construction of the KG. For example,
open RE is the preferred method over relation prediction when the relations are unknown which
is often the case when a KG is built from raw text. Another one is that DBpedia contains a lot of
noise, thus the relations to extract should be chosen carefully. Measuring the domain affiliation
of the KG based on domain terms can be seen as another contribution (see table 8.1 3d)).
Normally, KGs are evaluated using human evaluation or a holdout prediction.
The methods to automatically construct and evaluate a KG are all unsupervised. They would
not have to be adjusted much to be applied to another domain with a new list of keywords
and another dataset. In addition, this is an example of how a KG can be combined with other
methods. The improvement in prediction performance confirms the usefulness of KGs. It shows
that the semantic knowledge within KGs can actually improve NLP methods.

KG to summarizemultidisciplinary knowledge. TheKG is an example of connecting knowl
edge from different scientific disciplines. Many problems are multidisciplinary. Therefore, it is
helpful to combine knowledge of different areas and derive new conclusions from them. There
are more and more publications about specific types of problems. For a human, it is almost im
possible to get an overview of all research made within a domain. Let alone, make connections
between interdisciplinary scientific findings. This KG is an example of how scientific knowledge
can be combined, summarized to its core, and connected. Furthermore, new conclusions can
be derived from it by humans but also by automatic reasoning. Since new conclusions made
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by reasoning techniques are traceable on the KG and thus humancomprehensible, a KG can
be seen as a contribution to explainable artificial intelligence [110].

New Covid19 KG. There are several KGs around Covid19. Many of them are biomedical,
e.g. [75, 76]. There is also another KG based on the CORD19 data. Nonetheless, this graph
only considers the metadata of the publications, such as authors. To the best of my knowl
edge, there is no Covid19 KG revolving around the shortages in SC during the pandemic. The
developed KG is thus a contribution to the field of Covid19 KGs.
Identifying shortages with the help of the developed KG is just an example use case. There can
be several other applications. For instance, trying to understand how a shortage occurred.
The KG models how certain products are connected. This can be useful to find out where
a shortage came from. For example, the shortage of video game consoles was due to the
shortage of computer chips. Another idea would be to use it as a database and query it for
certain knowledge. For example, if someone would like to know the synonyms to “face masks”
or specific types of a certain product.

8.3 Limitations

Dataset. There are some limitations to this study. The method for predicting shortages and
the KG construction is only based on CORD19 which is mostly about medical data. This limits
the findings within the SC domain because the articles are not about that domain. This also
makes a large part of the dataset irrelevant to SCs.

Evaluation method. The ground truth shortage list is not complete. Moreover, not everything
on the list is a shortage. This distorts precision and recall. The method does not consider the
time and place of a shortage which are some important aspects. When the method suggests
something as a shortage, that might only be valid for a certain country or a certain timeframe.
Moreover, the current method does not distinguish between different types of shortages, such
as “PPE” or “vaccine”.

TM. We only applied the guided LDA algorithm. There are more TM algorithms that might
yield better results. Moreover, the final parameter set might not be the optimal one. The F
score based on the seed terms used to optimize the algorithm was not performing well. Another
limitation is that TM algorithms always need to be tuned. Thus, the developed method is no off
theshelf algorithm to simply apply to another dataset. Furthermore, the fact that a shortage
topic was identified with this dataset might be by chance. In another dataset that also talks
about shortages, there might not be a shortage topic. However, it is also imaginable that the
shortage topic will be found in another dataset if a sufficient amount of articles talks about it and
the right keywords are given.

Shortageidentification method. The shortageidentification method is limited in some as
pects. Other TWS might be a better fit. Also, the parameters of the current methods were not
tuned, which could improve the performance. Furthermore, using TWS is one way of solving
the problem, there are other ways to do this. The TWS were built on the assumption that fre
quency and cooccurrence of keywords are an indicator for shortages. That could be wrong
or only partially true. In this study, that hypothesis was not checked. There could be other
reasons why the shortage terms are weighted high by the algorithm. In addition, the identified
shortages were not verified to be true at the time that they were identified. And again, the time
and place of a shortage were not considered. In this research, only product shortages were
considered. However, there are other kinds of Covid19 shortages like health care workers or
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hospital beds. Another restriction of the results is that the method identified the shortages ret
rospectively. Thus, the products in shortage were identified after they were already a known
shortage. The frequency of a term and the context might only be an indicator of a shortage after
it occurred.

Initial KG. DBpedia was used as an initial KG. It does not have a unified structure. That
means that the labels and relations are not very consistent for different entities. Furthermore,
in this research all triples to an entity were extracted, only a few relations were discarded. So
already the initial KG contained irrelevant information. The choice of a large KG should be seen
with caution. A domainspecific, curated KG would have been the better choice, only that it did
not exist.

Entity typing and RE. The models for entity typing and RE were not explored thoroughly
in this study. There might be a better parameter set for them. Additionally, there are other
models for the tasks which might be more accurate than the current ones. The open REmethod
is limited as it extracts very detailed entities and relations. Not all of them make sense and
synonymous entities and relations are not resolved to one. This expands the KG unnecessarily.
Especially the number of relations could be reduced greatly by generalizing them to create
relation types. Adding on to that, the method of how the triple variations are reduced is simply
by the longest or shortest entity or relation. This will not choose the best triple out of the possible
ones every time. Moreover, the seeding of the initial KG via string matching might not be the
best fit, relevant triples could be missed.

KG refinement. Regarding the refinement of the KG, only a few methods were applied. There
are many more which could result in a more complete and more clean KG. The current method
only looks for duplicate triples. It does not look for duplicate relations or entities. A limitation
of the deduplication method is that it did not find any duplicate triples. The cleaning method
only filters out noise from the entities and relations by preprocessing methods that do not con
sider semantics. Furthermore, no factchecking was done which can mean that there is false
information in the KG. Another restriction from the refinement is that no error detection methods
were applied. Moreover, no refinement towards the domain was done.

KG evaluation. The intrinsic evaluation of the KG also has some limitations. The KG is not
evaluated as a whole. The relations were not evaluated at all and also not howmuch it adds that
two entities are related. Neither the semantic nor the factual correctness within the SC domain
was evaluated. It was only evaluated howmuch the unique entities fit the domain. Nonetheless,
also that result has to be considered with caution because the precision and recall cannot be
combined reasonably to one Fscore. This is due to the noise in the KG, the incompleteness of
the shortage lists, and the underestimated precision.

Defense. Despite all the limitations of the findings, the study still fulfilled its purpose. The aim
of this thesis was not to make an accurate prediction of shortages but rather to suggest potential
shortages. Furthermore, this study only suggests one way to create the KG. The goal of this
study was to show that a KG can improve the identification of shortages and not the creation of
a complete and correct KG.
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8.4 Future Work

Dataset. In future work, more data sources could be used in addition to CORD19. For ex
ample, a news dataset. The method was tested on the news and it showed quite promising
results. The news are focusing on different aspects than the CORD19 data. Therefore, other
shortages could be found which were not found in the CORD19 data. Nevertheless, the style of
writing and the language used within the two datasets is different. A technical term might have
an easier synonym in the news. This should be considered when creating a KG on several
datasets.

Evaluation. The evaluation methods can be improved. First of all, the list of shortages should
be enhanced and verified by a SC expert. Second, the TWS are timedependent and that should
be evaluated as well. For that, the TWS also need to return the month when the time series
of the predicted product peaked. For evaluation, the list of shortages should be enhanced by
the time frame when it occurred. In future work, the KG should be evaluated completely. That
means, also the relations, the semantics, and the facts should be evaluated.

Shortage identification. In the future, the shortageidentification method can be improved.
The parameters of the single method and of the ensemble should be tuned. Furthermore, other
methods for shortage identification should be considered. They can be other TWS or of a com
pletely different nature. For example, a dataset can be annotated with the known shortages
at a certain time. That annotation should also contain the context of the same products when
they were not in shortage. It can also contain annotations of other products which were never
in shortage. Subsequently, a classifier can be trained on the time series of the context around
those products. It could learn how the context of a product changes before it becomes a short
age and with that information actually predict a shortage before it occurs. Furthermore, the
location should be included in the prediction which is a difficult task. It could be extracted from
text or derived from where the article was published. Finally, the system can be extended to
other kinds of shortages than products.

TM selection. To improve the TM, other algorithms can be explored and the hyperparameters
should be tuned more extensively. For that, an unbiased evaluation method to tune the model
needs to be created as the current one did not perform well. It could also be tried to seed the
model with some known shortages, instead of only shortage indicators. Moreover, a human
expert should validate if the articles selected by the model are actually relevant to the domain.
To validate the approach, it should be applied on another dataset.

Cleaning of the KG. In the future, a less noisy initial KG should be used. That can be an
existing one or a selfmade one. If the source stays DBpedia, the relations to be extracted
should be selected more carefully. Furthermore, missing relations for certain entities should
be dealt with. This way a more structured, consistent, and domainfocused initial KG can be
built. Entity typing and RE should be researched more to contribute to a cleaner KG. The
selection of the triple variations should be based on a semantic approach that makes caseby
case decisions instead of one approach for all. The relation types should be generalized and
only relevant ones could be selected instead of including all. Furthermore, the RE should be
targeted more towards the domain by improving the seeding with the initial KG. More cleaning
should be applied in the refinement phase to increase precision and make the KGmore concise.
That means, entity and relation resolution should be performed. That can be done with a KG
embedding which should also be tuned. Moreover, meaningless triples and irrelevant details
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should be discarded. In addition, factchecking and error detection should be applied to make
sure that there are no contradictions.

Alterations of the KG To create a better KG as a source for Covid19 shortages, the KG
can also be constructed by including the known shortages in the construction. This would
change the objective to mapping the knowledge about Covid19 shortages as detailed and
accurate as possible. For shortage prediction, this KG is not a good choice because it contains a
lot of bias. It would be a good fit for other applications which are more focused on understanding
the shortages and finding additional ones. As already stated, time is an important aspect of
shortages. Therefore, it would be interesting to create a temporal KG. This can model that
a fact is only valid for a certain time and when it appeared. This information can be used in
shortage prediction.

Visualization. Another problem for KGs is to make it accessible for other people. In this case,
SC experts might be interested in that. For example, to use it as a graph database and make
queries on it. For that, it should be explored in future work how to best visualize the graph. We
tried the visualization with Neo4J [111] and it is useful since graph queries can be made easily.

Other crises. In further research, another example of a crisis can be chosen and the ap
proach can be adjusted and applied to it. This would show the generalizability of the shortage
identification system. Moreover, the KG creation method can be adapted and applied to another
dataset and a new set of keywords. That would generalize the creation method of a domain
specific KG.
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9 CONCLUSION

This research aimed at automatically finding unknown potential Covid19 shortages in SCs.
Based on an ensemble of termweighting schemes, a TMselected dataset, and an automatically
created KG, such a method was developed. The following will summarize the main findings of
this research. After that, the main contributions are restated and some recommendations are
given.

9.1 Shortage Identification

The first part of this research focused on creating and combining term weighting schemes over
time to find potential shortages in text. In the second part, TM selected only relevant articles,
and the shortageidentification experiment of the first part was repeated. It was hypothesized
that the semantics encoded in a KG improve the performance of the method. Therefore, the
last part created a KG and included it in the shortage identification and the experiment was
repeated a third time. The following summarizes and compares the best results for each of the
three parts. The method was applied to:

Applied to: Top Terms Precision Recall FScore
1. All data: 100 0.073 0.217 0.11
2. TMselected articles: 100 0.043 0.133 0.065
3. TMselected articles supported by the KG: 500 0.038 0.461 0.07

The best method according to the Fscore is 1., followed by 3. and then 2. That means, apply
ing the method on the entire dataset without the KG performs better than applying the method
on the TMselected dataset with the KG but that still performs better than on the TMselected
dataset without the KG. This gives a possible solution to the overall research questions of how
to automatically find unknown potential Covid19 related shortages in supply chains in text.
Moreover, it also answers parts of the three subquestions: How well can statistical NLP meth
ods alone identify shortages in text? What is the difference in performance when applying the
shortageidentification method to the reduced dataset? Does the KG improve the detection of
potential shortages?
Several conclusions can be drawn from the results:

1. The proposed method actually finds shortages but with low precision.
The low precision can be explained with the following reasons: the precision is underesti
mated because the ground truth list is incomplete, themethods and the ensemble were not
tuned, the dataset is biomedical and not SCrelated, and finally, the assumption of finding
shortages based on frequency and cooccurrence methods could be wrong. When taking
a look at the suggested shortages, additional shortages were found. Therefore, the actual
precision can be assumed higher.
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2. Topic Modeling did not select a very good dataset.
An explanation for the loss in precision from all data to the reduced data is that the TM
removed relevant articles as well. That is supported by the fact that only around 38% of
the relevant articles in the entire dataset were selected. Even though the performance
decreased, the reduced dataset was still kept because: the processing time decreased, it
is needed to create a domainspecific KG, to keep the size of the KG manageable saving
memory, as a proof of concept methodology for future work, and it saves a lot of human
effort.

3. The recall is significantly higher than the precision for all runs.
This shows that a significant amount of the expected shortages were retrieved but also a
lot of irrelevant terms. This can be generalized to retrieving more terms relatively leads
to more noise than additional shortages. The recall should be given higher importance
than the precision because it is easier to filter out irrelevant terms than to add unknown
shortages. Moreover, some retrieved terms might still be relevant but are missing in the
ground truth list. Therefore, the precision is inaccurate and should not be weighted the
same as recall.

4. The KG improves performance on the same dataset.
When comparing the results of the method on the TMselected dataset without the KG to
the results with the KG, a relative average gain of 6% in the Fscore can be observed.
While the absolute difference in Fscore might seem low, the absolute change in recall is
quite large. This can again be justified with the low precision in general.

5. The most similar terms to “mask” and “shortage”, and the KG neighbor occur
rences of the shortage indicators were the best TWS.
These two schemes performed best individually, and as an ensemble. Furthermore, the
performance decreased when they were left out. It makes sense that the word embedding
performed well because it is based on semantic relatedness and was seeded with a prod
uct in shortage. The KG neighbor occurrences performing so well shows the usefulness
of the KG. The fact that products in shortage are related to terms that indicate a shortage
suggests that relevant triples are part of the KG.

9.2 Topic Modeling to select relevant articles

A KG was constructed to improve the performance of the shortage identification. It should be
domainspecific, thus, a domainspecific dataset had to be created. For that, a guided TM ap
proach was used because it was hypothesized that relating texts via TMwill outperform keyword
searches.
The main findings were:

1. Topic modeling outperformed the keyword baseline with an Fscore of 0.44 (0.08
higher than the baseline).
Keywordsearch is dependent on direct matches of the keywords in text, which can se
lect some irrelevant articles and miss some relevant ones. TM, on the contrary, selects
documents based on their entirety instead of just one term.

2. The more text is given, the better the topic model.
TM on the entire text performed better than on the abstracts. Therefore, in future research,
all available information should be used. It was not done in this research because a lot of
the entire articles were missing in the dataset.
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3. The estimation of the model performance using the Fscore on the seed terms is
not a good approach.
For hyperparameter tuning, this score was used. However, it correlated negatively with
the evaluation based on relevant articles. Therefore, it should not be used in future work.

The answer to the second research question is that TM performs better than keyword selection.
In all domains where relevant articles are selected by keywords, TM can be considered as
an alternative. Especially, if the articles have to be read by a human. This is due to the low
precision of the keywordbased search. That means that many irrelevant articles are selected
by keywords which would have to be filtered out manually.

9.3 Automated Creation of a KG

The final part of this thesis gives a methodology to automatically create a domainspecific KG
from text. An initial KG was extracted from DBpedia and enhanced by entity types, open RE
from text, superclasses, and text processing to cleaning. This methodology is an answer to the
final research question of how such a KG can be created. The main findings from the creation
process are:

1. The KG contains relevant entities of the domain.
Around 70% of the ground truth shortage lists are part of the KG and the most occurring
entities are relevant to the domain of Covid19 shortages.

2. The KG contains a lot of noise.
At least 6% of the entities in the KG are about shortages in SCs. This means that there
are a lot of irrelevant details. However, the measure to evaluate the domain affiliation
is based on the ground truth list, which is incomplete. Thus, also here the precision is
underestimated. Moreover, the entities within the KGwhich are not directly domainrelated
might give context around the domain entities. Nonetheless, a quick inspection of the
triples showed that some of them are meaningless, incorrect, or contain irrelevant details.
Thus, cleaning based on semantics should be done in future work.

3. Automatic deduplication methods and repeating entity linking to DBpedia were un
successful.
Repeating the entity linking retrieved a KG which was a large subgraph from DBpedia
containing a large number of irrelevant triples. This makes sense because DBpedia is
very large and not well structured. It was a surprise that the deduplication did not find
any duplicates. This could mean that the cleaning method already did quite a good job at
removing duplicates. However, there are probably still many semantic duplicates in the
KG. Therefore, another approach for deduplication should be tested in the future.

4. 67% of the KG is made up of the top 20 relations.
The reason for that is that by far the most frequent relation type is “subclass_of” which
was added by the superclasses and there are many superclasses. Open RE was used
which led to 27 002 different types of relations. Since a large part of the graph is made up
of only 20 relation types, it might be possible to use these to form more general predefined
relation types.
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9.4 Contributions

The following summarizes the main contributions of this research:

• A technologydriven shortageidentification method
Iyengar et al. [7] call for a global early warning system for shortages. The method de
veloped in this research is an approach towards reaching that goal. Furthermore, some
studies found that technologydriven methods in SC analysis are scarce and should be
explored more, especially for the study of SC disruptions during the Covid19 pandemic
[8, 9]. This thesis is a contribution to that field. Moreover, the method can be generalized
to other problems. If the most important terms in certain months of another dataset are
looked for, an adjusted version of this method could be applied.

• A method to select relevant articles automatically
SC experts usually use a keyword search to select relevant articles. The developed TM
algorithm is an automated approach to do that which saves human effort along with some
other advantages. It can be used as a standalone approach to reduce a dataset, indepen
dently from the rest of the methodology, for other data and domains. Moreover, Bansal
et al. [10] stress using TM to study SCs.

• A method to automatically construct a KG from text
Chen et al. [64] identified methods to automatically build KGs without domainspecific
labeling as a scarcely researched field. This study is a contribution to that. The proposed
method is about the domain of shortages in SCs. It is based on a dataset including the
domain and a set of keywords. With some minor adjustments, this method is applicable
to any other domain to create a domainspecific KG.

• A Covid19 KG of product shortages
The review of existing Covid19 KGs showed that there are other Covid19 KGs but they
are about other domains, e.g. biomedicine [75, 76]. The developed Covid19 KG about
shortages in SC during the pandemic is a novel KG and can be used in other applications.

9.5 Recommendations

The following will summarize some recommendations for possible future directions:

• Improving the evaluation methods.
The list of ground truth shortages should be largely extended and human evaluated. Al
ternatively, another approach for the automated evaluation of the predicted terms can be
developed. Possibly, the timeframe of the shortages can be included in the evaluation.
Moreover, the KG, the list of suggested shortages, and the TMselected articles should
be human evaluated.

• Extensive tuning of the methods.
This work proposes a proofofconcept methodology. All proposed methods suffer from
not being tuned well. For future work, the parameters of the individual methods should
be tuned and also the hyperparameters of the ensemble. For the ensemble of TWS and
for the KG construction methods that can also mean removing some ineffective ones and
adding some new ones. Also, the TM approach should be tuned.
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• Completing the KG.
We recommend cleaning the developed KG by methods considering semantics. The aim
should be to filter out all noise and irrelevant details and retrieve a compact version of
the KG with a high information density. Furthermore, the correctness of the graph should
be validated using methods, such as factchecking. This would not only improve auto
mated methods but also humans that query the KG can profit from a concise and correct
representation of the sought information.

• Adapting the KG.
There are two possible adaptions of the KG that might be interesting to the use case. One
is to include time within the graph which is interesting for the Covid19 pandemic because
there was a vast amount of rapidly changing information. This means that some facts are
only valid for a certain timeframe, which can be encoded within the KG. The second idea
is to base the KG on the ground truth list of shortages. That would aim at finding additional
shortages that were not known or specific types of a known shortage. Another aim could
be to create a KG that knows as much about the domain as possible.
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A FIRST APPENDIX

A.1 Shortage Terms

name type source
abbott company expert keyword list
commodity product (shortage indicator) expert keyword list
resource product (shortage indicator) expert keyword list
goods product (shortage indicator) expert keyword list
product product (shortage indicator) expert keyword list
purchase procure (shortage indicator) expert keyword list
inadequate shortage synonym (shortage indicator) expert keyword list
scarcity shortage synonym (shortage indicator) expert keyword list
scarceness shortage synonym (shortage indicator) expert keyword list
gloves ppe expert keyword list
shield ppe expert keyword list
lack shortage synonym (shortage indicator) expert keyword list
kf94 mask expert keyword list
3m company expert keyword list
glasses ppe expert keyword list
produce procure (shortage indicator) expert keyword list
producer procure (shortage indicator) expert keyword list
seller procure (shortage indicator) expert keyword list
logistics procure (shortage indicator) expert keyword list
sourcing procure (shortage indicator) expert keyword list
cdc company expert keyword list
naat test expert keyword list
grifols company expert keyword list
scarce shortage synonym (shortage indicator) expert keyword list
distribute procure (shortage indicator) expert keyword list
ppe ppe expert keyword list
becton dickinson company expert keyword list
face mask mask expert keyword list
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procurement procure (shortage indicator) expert keyword list
fisher paykel company expert keyword list
diasorin company expert keyword list
biontech company expert keyword list
bottleneck shortage synonym (shortage indicator) expert keyword list
capacity stock (shortage indicator) expert keyword list
stock stock (shortage indicator) expert keyword list
unavailable shortage synonym (shortage indicator) expert keyword list
deficit shortage synonym (shortage indicator) expert keyword list
mask mask expert keyword list
deficiency shortage synonym (shortage indicator) expert keyword list
respirator ppe expert keyword list
bd company expert keyword list
ffp2 mask expert keyword list
kn95 mask expert keyword list
n95 mask expert keyword list
shortfall shortage synonym (shortage indicator) expert keyword list
unavailability shortage synonym (shortage indicator) expert keyword list
shortage shortage synonym (shortage indicator) expert keyword list
supply chain procure (shortage indicator) expert keyword list
evita company expert keyword list
gowns ppe expert keyword list
supply procure (shortage indicator) expert keyword list
manufacturer procure (shortage indicator) expert keyword list
manufacture procure (shortage indicator) expert keyword list
manufacturing procure (shortage indicator) expert keyword list
supplier procure (shortage indicator) expert keyword list
price procure (shortage indicator) expert keyword list
personal protective equipment ppe expert keyword list
protective equipment ppe expert keyword list
hamilton company expert keyword list
nucleic acid amplification test expert keyword list
inventory stock (shortage indicator) expert keyword list
blood test test expert keyword list
demand require (shortage indicator) expert keyword list
phillips company expert keyword list
honeywell company expert keyword list
insufficiency shortage synonym (shortage indicator) expert keyword list
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aprons ppe expert keyword list
roche company expert keyword list
market procure (shortage indicator) expert keyword list
buy procure (shortage indicator) expert keyword list
rt pcr test expert keyword list
luminex company expert keyword list
avellino company expert keyword list
peak increase (shortage indicator) expert keyword list
request require (shortage indicator) expert keyword list
draeger company expert keyword list
stockpile stock (shortage indicator) expert keyword list
respironics ppe expert keyword list
bgi company expert keyword list
ventilator ventilation expert keyword list
antigen test expert keyword list
pcr test expert keyword list
polymerase chain reaction test expert keyword list
diagnostic test test expert keyword list
reagent test [90]
swab test [90]
sanitizing product sanitize_syn [90]
hand sanitiser sanitize_syn [90]
hand sanitizer sanitize_syn [90]
protective gear ppe [90]
surgical mask mask [90]
goggle ppe [90]
visor ppe [90]
protective clothing ppe [90]
protective gear ppe [90]
ffp3 mask [90]
medical mask mask [90]
medical face shield ppe [90]
face shield ppe [90]
faceshield ppe [90]
mechanical ventilation ventilation [90]
ventilation ventilation [90]
ecmo ventilation [90]
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extracorporeal membrane
oxygenation

ventilation [90]

oxygenation ventilation [90]
cpap ventilation [90]
continuous positive
airway pressure

ventilation [90]

propane raw_material [90]
lumber raw_material [90]
raw material raw_material [90]
steel raw_material [90]
inhaler ventilation [90]
toilet paper paper [90]
freezer consumer_good [90]
household appliance consumer_good [90]
sewing machine consumer_good [90]
jigsaw consumer_good [90]
blood donation blood [90]
blood donor blood [90]
donated blood blood [90]
chlorine chlorine [90]
paper towel paper [90]
tissue paper paper [90]
diaper paper [90]
production shift shortage synonym (shortage indicator) [90]
disinfect sanitize_syn [92]
bleach sanitize_syn [92]
vaccine vaccine
vaccination vaccine
johnson company
pfizer company
moderna company
astrazeneca company
vaccinate vaccine
container container [92]
oxygen ventilation [92]
gasoline gas [92]
nitrile ppe nitrile gloves
reduction shortage synonym (shortage indicator)
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hoarding shortage synonym (shortage indicator)
stockpiling stock (shortage indicator)
short supply shortage synonym (shortage indicator)
chip chip_shortage [112]
conductor chip_shortage [112]
semiconductor chip_shortage [112]
microchip chip_shortage [112]
intel chip_shortage [112]
cotton mask mask [14]
oropharyngeal
nasopharyngeal swab

swab [14]

polyester nasal swab swab [14]
ventilator circuit ventilation [14]
quantitative reverse transcriptase
polymerase chain reaction

test [14]

rtqpcr test [14]
pcv13 vaccine [14]
bnt162b2 vaccine [14]
heating ventilation system ventilation [14]
hvac ventilation [14]
taqman test [14]
thermofisher inc test [14]
stainless steel raw_material [14]
conjunctival swab swab [14]
immunoreagent test [14]
smart mask mask [14]
tozinameran vaccine [14]
filter mask mask [14]
water disinfection system chlorine [14]
chadox1s vaccine [14]
alinity m test [14]
facepiece mask mask [14]
adenovirus serotype vaccine vaccine [14]
cloth mask mask [14]
ad26cov2s vaccine [14]
plastic container raw_material [14]
hocl chlorine [14]
hypochlorous acid chlorine [14]
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abhs sanitize_syn [14]
npop swab [14]
protective mask mask [14]
cleanser sanitize_syn [14]
disinfectant nanospray sanitize_syn [14]
rapid antigenic test test [14]
clo2 chlorine [14]
chlorine dioxide chlorine [14]
disinfectant sprayer sanitize_syn [14]
covishield vaccine [14]
molecular diagnostic test test [14]
rhinooropharyngeal swab swab [14]
throat swab swab [14]
beckman coulter test [14]
polyester swab swab [14]
valve mask mask [14]
acetonitrile ppe [14]
pharyngeal swab swab [14]
frsm mask [14]
fluid resistant surgical mask mask [14]
fluid repellent surgical mask mask [14]
sfm mask [14]
surgical face mask mask [14]
copper raw_material [14]
coal raw_material [14]
petroleum gas [14]
plastic raw_material [14]
drug medicine [14]
tea food [14]
sugar food [14]
rice food [14]
caffeine food [14]
dairy food [14]
natural products raw_material [14]
coffee food [14]
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B SECOND APPENDIX

B.1 Removed Terms in Preprocessing

Paper terms: ”paper”, ”study”, ”studies”, ”abstract”, ”purpose”, ”background”, ”introduction”,
”objective”, ”article”, ”review”, ”research”, ”authors”, ”author”, ”analysis”, ”objectives”, ”present_study”,
”conclusion”, ”conclusions”, ”methods”, ”results”, ”online version”, ”supplementary material”,
”electronic supplementary material”
Covid19 synonyms: ”covid”, ”corona”, ”sarscov”, ”cov2”, ”covid19_virus”, ”sars”, ”cov”, ”covid19”,
”covid19_pandemic”, ”coronavirus”, ”coronavirus_disease”, ”sarscov2”, ”disease”, ”pandemic”,
”novel_coronavirus”, ”severe_acute_respiratory_syndrome_coronavirus_2”,
”coronavirus_disease_covid19_pandemic”, ”acute_syndrome_coronavirus_sarscov2”,
”acute_respiratory_syndrome_coronavirus_sarscov2”, ”acute_respiratory_syndrome_coronavirus”,
”severe_acute_respiratory_syndrome_coronavirus”, ”coronavirus_disease_covid19”,
”sarscov2_infection”, ”syndrome_coronavirus_sarscov2”, ”respiratory_syndrome_coronavirus_sarscov2”,
”novel_coronavirus_disease_covid19”, ”coronavirus_sarscov2”, ”novel_coronavirus_sarscov2”,
”sarscov2_pandemic”, ”acute_respiratory_syndrome_coronavirus2_sarscov2”, ”coronavirus_pandemic”,
”coronavirus_covid19_pandemic”, ”pandemic_of_coronavirus_disease”,
”acute_syndrome_coronavirus2_sarscov2”, ”syndrome_coronavirus_sarscov2_pandemic”, ”syn
drome_coronavirus2_sarscov2”, ”coronaviruses”,
”acute_respiratory_syndrome_coronavirus_sarscov2_pandemic”,
”respiratory_syndrome_coronavirus_sarscov2_pandemic”,
”respiratory_syndrome_coronavirus2_sarscov2”, ”acute_syndrome_coronavirus_sarscov2_pandemic”,
”covid19_disease”, ”coronavirus_covid19”, ”the_coronavirus_disease”,
”coronavirus_disease2019_covid19”, ”the_coronavirus_pandemic”
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C THIRD APPENDIX

C.1 Results of all methods for the entire dataset

Method Top Terms Precision Recall Fscore
Time in
seconds

Term Frequency 100 0.010 0.006135 0.007605 171.9
Term Frequency 500 0.014 0.042424 0.021053 169.1
Term Frequency 1000 0.012 0.071429 0.020548 148.2
DFIDF 100 0.050 0.029940 0.037453 138.9
DFIDF 500 0.034 0.095506 0.050147 139.4
DFIDF 1000 0.032 0.166667 0.053691 117.2
Context Frequency 100 0.050 0.030120 0.037594 519.4
Context Frequency 500 0.032 0.090395 0.047267 510.3
Context Frequency 1000 0.029 0.153439 0.048780 437.7
Context Difference
Frequency

100 0.040 0.024242 0.030189 3.2

Context Difference
Frequency

500 0.034 0.095506 0.050147 3.4

Context Difference
Frequency

1000 0.030 0.157068 0.050378 2.8

Context DFIDF 100 0.010 0.006135 0.007605 539.4
Context DFIDF 500 0.024 0.069767 0.035714 532.8
Context DFIDF 1000 0.023 0.127778 0.038983 454.8
Context Difference
DFIDF

100 0.000000 0.000000 0.000000 0.8

Context Difference
DFIDF

500 0.016 0.047337 0.023916 0.7

Context Difference
DFIDF

1000 0.017 0.095506 0.028862 0.7

Word Embedding
shortage indicators

100 0.020 0.012195 0.015152 8.9
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Method Top Terms Precision Recall Fscore
Time in
seconds

Word Embedding
shortage indicators

500 0.024 0.070588 0.035821 10.0

Word Embedding
shortage indicators

1000 0.019 0.107955 0.032313 11.6

Word Embedding
”mask”, ”shortage”

100 0.290 0.155914 0.202797 0.6

Word Embedding
”mask”, ”shortage”

500 0.174 0.356557 0.233871 0.7

Word Embedding
”mask”, ”shortage”

1000 0.139 0.474403 0.215004 0.8

C.2 Results of all methods for the reduced dataset

Method Top Terms Precision Recall Fscore
Time in
seconds

Term Frequency 100 0.030 0.018182 0.022642 41.4
DFIDF 100 0.030 0.018182 0.022642 31.2
Context Frequency 100 0.050 0.029940 0.037453 107.6
Context Difference
Frequency

100 0.040 0.024096 0.030075 0.7

Context DFIDF 100 0.010 0.006135 0.007605 109.0
Context Difference
DFIDF

100 0.000 0.000000 0.000000 0.2

Word Embedding
shortage indicators

100 0.000 0.000000 0.000000 5.0

Word Embedding
”mask”, ”shortage”

100 0.130 0.075581 0.095588 0.4

Term Frequency 500 0.016 0.048193 0.024024 40.7
DFIDF 500 0.024 0.069364 0.035661 32.2
Context Frequency 500 0.034 0.094972 0.050074 103.5
Context Difference
Frequency

500 0.034 0.094972 0.050074 0.7

Context DFIDF 500 0.020 0.058480 0.029806 108.6
Context Difference
DFIDF

500 0.018 0.052632 0.026826 0.2
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Method Top Terms Precision Recall Fscore
Time in
seconds

Word Embedding
shortage indicators

500 0.020 0.058480 0.029806 4.2

Word Embedding
”mask”, ”shortage”

500 0.070 0.183246 0.101302 0.5

Term Frequency 1000 0.016 0.093023 0.027304 40.2
DFIDF 1000 0.022 0.120219 0.037194 31.8
Context Frequency 1000 0.036 0.182741 0.060150 102.9
Context Difference
Frequency

1000 0.036 0.182741 0.060150 0.7

Context DFIDF 1000 0.018 0.101124 0.030560 109.1
Context Difference
DFIDF

1000 0.017 0.096045 0.028887 0.2

Word Embedding
shortage indicators

1000 0.016 0.090909 0.027211 5.3

Word Embedding
”mask”, ”shortage”

1000 0.068 0.307692 0.111384 0.6

C.3 Results of all methods for the reduced dataset and KG

Method
Number of
Top Terms

Top Terms Precision Recall Fscore

Term Frequency 100 Entities 0.030 0.018 0.023
TFIDF 100 Entities 0.010 0.006 0.008
Context Frequency 100 Entities 0.000 0.000 0.000
Context Difference Frequency 100 Entities 0.000 0.000 0.000
Context TFIDF 100 Entities 0.010 0.006 0.008
Context Difference TFIDF 100 Entities 0.000 0.000 0.000
Word Embedding
shortage indicators

100 Entities 0.010 0.006 0.008

Word Embedding
”mask”, ”shortage”

100 Entities 0.170 0.096 0.123

KG Neighbor Term Frequency 100 Entities 0.010 0.006 0.008
KG Neighbor TFIDF 100 Entities 0.020 0.012 0.015
Link Prediction 100 Entities 0.020 0.012 0.015
Term Frequency 500 Entities 0.018 0.054 0.027
TFIDF 500 Entities 0.014 0.042 0.021
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Context Frequency 500 Entities 0.016 0.048 0.024
Context Difference Frequency 500 Entities 0.016 0.048 0.024
Context TFIDF 500 Entities 0.010 0.030 0.015
Context Difference TFIDF 500 Entities 0.008 0.024 0.012
Word Embedding
shortage indicators

500 Entities 0.020 0.059 0.030

Word Embedding
”mask”, ”shortage”

500 Entities 0.096 0.238 0.137

KG Neighbor Term Frequency 500 Entities 0.010 0.030 0.015
KG Neighbor TFIDF 500 Entities 0.086 0.209 0.122
Link Prediction 500 Entities 0.016 0.048 0.024
Term Frequency 1000 Entities 0.011 0.065 0.019
TFIDF 1000 Entities 0.009 0.055 0.015
Context Frequency 1000 Entities 0.015 0.087 0.026
Context Difference Frequency 1000 Entities 0.015 0.086 0.026
Context TFIDF 1000 Entities 0.012 0.071 0.021
Context Difference TFIDF 1000 Entities 0.008 0.048 0.014
Word Embedding
shortage indicators

1000 Entities 0.018 0.103 0.031

Word Embedding
”mask”, ”shortage”

1000 Entities 0.073 0.327 0.119

KG Neighbor Term Frequency 1000 Entities 0.015 0.089 0.026
KG Neighbor TFIDF 1000 Entities 0.055 0.252 0.090
Link Prediction 1000 Entities 0.020 0.012 0.015

Term Frequency 100
Entities, replaced
by super class

0.030 0.018 0.023

TFIDF 100
Entities, replaced
by super class

0.010 0.006 0.008

Context Frequency 100
Entities, replaced
by super class

0.020 0.012 0.015

Context Difference Frequency 100
Entities, replaced
by super class

0.020 0.012 0.015

Context TFIDF 100
Entities, replaced
by super class

0.010 0.006 0.008

Context Difference TFIDF 100
Entities, replaced
by super class

0.000 0.000 0.000

Word Embedding
shortage indicators

100
Entities, replaced
by super class

0.010 0.006 0.008
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Word Embedding
”mask”, ”shortage”

100
Entities, replaced
by super class

0.170 0.096 0.123

KG Neighbor Term Frequency 100
Entities, replaced
by super class

0.010 0.006 0.008

KG Neighbor TFIDF 100
Entities, replaced
by super class

0.020 0.012 0.015

Link Prediction 100
Entities, replaced
by super class

0.020 0.012 0.015

Term Frequency 500
Entities, replaced
by super class

0.012 0.037 0.018

TFIDF 500
Entities, replaced
by super class

0.012 0.037 0.018

Context Frequency 500
Entities, replaced
by super class

0.014 0.043 0.021

Context Difference Frequency 500
Entities, replaced
by super class

0.010 0.030 0.015

Context TFIDF 500
Entities, replaced
by super class

0.010 0.030 0.015

Context Difference TFIDF 500
Entities, replaced
by super class

0.008 0.024 0.012

Word Embedding
shortage indicators

500
Entities, replaced
by super class

0.020 0.059 0.030

Word Embedding
”mask”, ”shortage”

500
Entities, replaced
by super class

0.096 0.238 0.137

KG Neighbor Term Frequency 500
Entities, replaced
by super class

0.010 0.030 0.015

KG Neighbor TFIDF 500
Entities, replaced
by super class

0.086 0.209 0.122

Link Prediction 500
Entities, replaced
by super class

0.016 0.048 0.024

Term Frequency 1000
Entities, replaced
by super class

0.006 0.037 0.010

TFIDF 1000
Entities, replaced
by super class

0.009 0.055 0.015

Context Frequency 1000
Entities, replaced
by super class

0.009 0.055 0.015

Context Difference Frequency 1000
Entities, replaced
by super class

0.008 0.048 0.014
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Context TFIDF 1000
Entities, replaced
by super class

0.011 0.067 0.019

Context Difference TFIDF 1000
Entities, replaced
by super class

0.010 0.061 0.017

Word Embedding
shortage indicators

1000
Entities, replaced
by super class

0.018 0.103 0.031

Word Embedding
”mask”, ”shortage”

1000
Entities, replaced
by super class

0.073 0.327 0.119

KG Neighbor Term Frequency 1000
Entities, replaced
by super class

0.015 0.089 0.026

KG Neighbor TFIDF 1000
Entities, replaced
by super class

0.055 0.252 0.090

Link Prediction 1000
Entities, replaced
by super class

0.020 0.012 0.015

Term Frequency 100 Objects 0.030 0.018 0.023
TFIDF 100 Objects 0.000 0.000 0.000
Context Frequency 100 Objects 0.030 0.018 0.023
Context Difference Frequency 100 Objects 0.010 0.006 0.008
Context TFIDF 100 Objects 0.000 0.000 0.000
Context Difference TFIDF 100 Objects 0.000 0.000 0.000
Word Embedding
shortage indicators

100 Objects 0.010 0.006 0.008

Word Embedding
”mask”, ”shortage”

100 Objects 0.170 0.096 0.123

KG Neighbor Term Frequency 100 Objects 0.010 0.006 0.008
KG Neighbor TFIDF 100 Objects 0.020 0.012 0.015
Link Prediction 100 Objects 0.036 0.012 0.018
Term Frequency 500 Objects 0.014 0.042 0.021
TFIDF 500 Objects 0.006 0.018 0.009
Context Frequency 500 Objects 0.014 0.042 0.021
Context Difference Frequency 500 Objects 0.016 0.048 0.024
Context TFIDF 500 Objects 0.004 0.012 0.006
Context Difference TFIDF 500 Objects 0.004 0.012 0.006
Word Embedding
shortage indicators

500 Objects 0.020 0.059 0.030

Word Embedding
”mask”, ”shortage”

500 Objects 0.096 0.238 0.137

KG Neighbor Term Frequency 500 Objects 0.010 0.030 0.015
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KG Neighbor TFIDF 500 Objects 0.086 0.209 0.122
Link Prediction 500 Objects 0.033 0.048 0.040
Term Frequency 1000 Objects 0.014 0.083 0.024
TFIDF 1000 Objects 0.007 0.042 0.012
Context Frequency 1000 Objects 0.016 0.092 0.027
Context Difference Frequency 1000 Objects 0.013 0.076 0.022
Context TFIDF 1000 Objects 0.005 0.030 0.009
Context Difference TFIDF 1000 Objects 0.005 0.030 0.009
Word Embedding
shortage indicators

1000 Objects 0.018 0.103 0.031

Word Embedding
”mask”, ”shortage”

1000 Objects 0.073 0.327 0.119

KG Neighbor Term Frequency 1000 Objects 0.015 0.089 0.026
KG Neighbor TFIDF 1000 Objects 0.055 0.252 0.090
Link Prediction 1000 Objects 0.036 0.012 0.018

Term Frequency 100
Objects, replaced
by super class

0.030 0.018 0.023

TFIDF 100
Objects, replaced
by super class

0.000 0.000 0.000

Context Frequency 100
Objects, replaced
by super class

0.020 0.012 0.015

Context Difference Frequency 100
Objects, replaced
by super class

0.020 0.012 0.015

Context TFIDF 100
Objects, replaced
by super class

0.000 0.000 0.000

Context Difference TFIDF 100
Objects, replaced
by super class

0.000 0.000 0.000

Word Embedding
shortage indicators

100
Objects, replaced
by super class

0.010 0.006 0.008

Word Embedding
”mask”, ”shortage”

100
Objects, replaced
by super class

0.170 0.096 0.123

KG Neighbor Term Frequency 100
Objects, replaced
by super class

0.010 0.006 0.008

KG Neighbor TFIDF 100
Objects, replaced
by super class

0.020 0.012 0.015

Link Prediction 100
Objects, replaced
by super class

0.036 0.012 0.018
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Term Frequency 500
Objects, replaced
by super class

0.010 0.031 0.015

TFIDF 500
Objects, replaced
by super class

0.006 0.018 0.009

Context Frequency 500
Objects, replaced
by super class

0.010 0.031 0.015

Context Difference Frequency 500
Objects, replaced
by super class

0.008 0.025 0.012

Context TFIDF 500
Objects, replaced
by super class

0.004 0.012 0.006

Context Difference TFIDF 500
Objects, replaced
by super class

0.004 0.012 0.006

Word Embedding
shortage indicators

500
Objects, replaced
by super class

0.020 0.059 0.030

Word Embedding
”mask”, ”shortage”

500
Objects, replaced
by super class

0.096 0.238 0.137

KG Neighbor Term Frequency 500
Objects, replaced
by super class

0.010 0.030 0.015

KG Neighbor TFIDF 500
Objects, replaced
by super class

0.086 0.209 0.122

Link Prediction 500
Objects, replaced
by super class

0.033 0.048 0.040

Term Frequency 1000
Objects, replaced
by super class

0.008 0.049 0.014

TFIDF 1000
Objects, replaced
by super class

0.006 0.037 0.010

Context Frequency 1000
Objects, replaced
by super class

0.008 0.049 0.014

Context Difference Frequency 1000
Objects, replaced
by super class

0.008 0.049 0.014

Context TFIDF 1000
Objects, replaced
by super class

0.007 0.043 0.012

Context Difference TFIDF 1000
Objects, replaced
by super class

0.006 0.037 0.010

Word Embedding
shortage indicators

1000
Objects, replaced
by super class

0.018 0.103 0.031

Word Embedding
”mask”, ”shortage”

1000
Objects, replaced
by super class

0.073 0.327 0.119
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KG Neighbor Term Frequency 1000
Objects, replaced
by super class

0.015 0.089 0.026

KG Neighbor TFIDF 1000
Objects, replaced
by super class

0.055 0.252 0.090

Link Prediction 1000
Objects, replaced
by super class

0.036 0.012 0.018

C.4 Results of all settings combining all methods on the reduced dataset with the KG

Top Terms Origin Precision Recall Fscore Number of Types
100 Entities 0.036 0.144 0.058 5
500 Entities 0.037 0.477 0.069 11
1000 Entities 0.030 0.592 0.057 13
100 Entities replaced by superclasses 0.034 0.134 0.054 5
500 Entities replaced by superclasses 0.036 0.465 0.067 11
1000 Entities replaced by superclasses 0.029 0.578 0.055 13
100 Objects 0.038 0.144 0.060 6
500 Objects 0.038 0.461 0.070 11
1000 Objects 0.030 0.574 0.058 13
100 Objects replaced by superclasses 0.034 0.128 0.053 5
500 Objects replaced by superclasses 0.037 0.452 0.069 11
1000 Objects replaced by superclasses 0.029 0.560 0.056 13

Table C.4: Results of the last experiment for all settings combining all methods

110


	Abstract
	Introduction
	Problem Statement and Motivation
	Proposed Method
	Research Questions
	Overview of the Thesis

	Background
	Evaluation Measures
	Topic Modeling
	Latent Dirichlet Allocation
	Variations of lda
	tm Parameters
	Topic Interpretation

	Knowledge Graphs
	Knowledge Graph Construction
	Knowledge Creation
	Knowledge Refinement
	Evaluation of kgs

	Summary of the Chapter

	Related Work
	Shortages in Supply Chains
	covid19 Shortage Identification
	Topic Modeling
	Knowledge Graphs
	Large scale Knowledge Graphs
	covid19 Knowledge Graphs
	Knowledge-Aware Applications

	Summary of the Chapter

	Data Preparation
	Data Preparation
	Simplifying Assumptions
	Creating the List of Shortages
	Quick Analysis of the Data
	Summary of the Chapter

	Statistical nlp Approaches to Identify Potential Shortages
	Methodology
	Evaluation
	Term Weighting Schemes over Time

	Experiment: Identifying Potential Shortages
	Experimental Setup
	Results

	Summary of the Chapter

	Topic Modeling to reduce the data
	Methodology
	Topic Modeling Algorithm
	Evaluation of the Article Selection

	Experiments
	tm on different Text Fragments
	Model Parameter Tuning
	tm vs. Keyword Article selection
	Identifying Potential Shortages

	Summary of the Chapter

	Creation of a Domain Knowledge Graph to Improve Shortage Identification
	Methodology
	Initial kg
	Labeling Entities
	Relation Extraction from Text
	kg Completion: Enhancing the kg
	kg Completion: Reducing the kg
	Intrinsic Evaluation
	Identification of Potential Shortages with the Knowledge Graph

	Experiments
	kg Creation
	Intrinsic Evaluation of the kg
	Identifying Potential Shortages

	Summary of the Chapter

	Discussion
	Interpretations
	Statistical nlp Approaches to Identify Potential Shortages
	Topic Modeling
	Knowledge Graph

	Contributions and Implications
	Supply Chain Analysis
	Shortage identification
	TM
	KG

	Limitations
	Future Work

	Conclusion
	Shortage Identification
	Topic Modeling to select relevant articles
	Automated Creation of a kg
	Contributions
	Recommendations

	References
	First appendix
	Shortage Terms

	Second appendix
	Removed Terms in Preprocessing

	Third appendix
	Results of all methods for the entire dataset
	Results of all methods for the reduced dataset
	Results of all methods for the reduced dataset and kg
	Results of all settings combining all methods on the reduced dataset with the kg


