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Summary

The field of fluid mechanics has used reinforcement learning (RL) to increase the performance
of control on objects moving in a fluid environment. One of the key requirements of RL is
the ability to receive environmental observations. In this research a 3D printed flow sensor
performs the environmental observations in an experimental setup.

3D printed sensors are a relatively new type of sensor and offer the ability to combine different
types of polymers, allowing for a variety of uses. However, these 3D printed sensors have some
drawbacks. A flow sensor measures the aerodynamic force drag using strain gauges. The ob-
servations from the sensor are used by the RL algorithm to actuate the flight control surfaces of
an airfoil in a real world experimental setup. The wind tunnel is used to generate the incoming
airflow and to measure the forces applied on the airfoil.

This research is performed to gain insight into the abilities of the TD3 RL algorithm to control
and interact with the complex high dimensional fluid environment based on the observations
of the imperfect 3D printed flow sensor. Using baseline measurements, simulations, sensitivity
analyses and three experiments the research questions are answered.

First, the baseline values were obtained of the used airfoil and 3D printed flow sensor exposed
to different wind speeds and different flap positions. This gave insight in the effects of the flap
position on the forces the airfoil experiences. Furthermore, these baseline values showed that
the 3D printed flow sensor can clearly measure the effects of the wind speed and the flap posi-
tion on the airflow surrounding the airfoil. A limitation was found within the sensor because it
showed hysteresis.

With the found baseline values and taking some of the shortcoming of the wind tunnel into ac-
count, a simulated RL training session was performed. The simulated training sessions formed
a simplified environment for the RL algorithm. In the simulations the RL algorithm proved
to have the ability to chose the appropriate action, to ensure the predetermined lift value was
reached for the different simulated wind speeds.

A major drawback proved to be the wind tunnel, which required certain human based
workarounds. The real world experiments were performed using this wind tunnel. The RL
algorithm had more difficulty finding the optimal action to control the flight control surfaces
in the real world experiments. This was especially prominent when trained on the lift goal, in
comparison to the training on the normal force goal.

From the results, it was found that the 3D printed flow sensor worked sufficiently. The RL algo-
rithm performed successful in the simulated environment, it lacked accuracy in the real world
setup. This could be attributed to the more complex environment, including the drawbacks
of the wind tunnel requiring manual and additional steps. Another factor was that in the real
world experiments certain wind speed and action combinations provided almost the same ob-
servation from the sensor, making it more difficult for the RL algorithm to distinguish the cur-
rent state.

The RL algorithm in this experimental set up could not accurately control the forces on the
airfoil using the incoming 3D printed flow sensor observations. Nevertheless, the experiments
did show the possibility of using an RL algorithm in combination with a 3D printed flow sensor.
Therefore this combination’s viability should be further explored in future research. Successful
implementation could lead to versatile, energy efficient processes in fluid dynamics.
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1 Introduction

Machine learning is used in many different fields and has led to multiple innovative products
such as Netflix’s recommendation engine and self-driving cars. The ability to use machine
learning in a large variety of settings is one of the reasons it is becoming increasingly wide
spread. Machine learning is a type of artificial intelligence that allows software algorithms to
predict or make decisions based on data without being explicitly programmed to do so (javat-
point, 2021). In the past few decades machine learning has made large strides solving more and
more complex problems. In this research, for example, it is applied to a fluid dynamics control
project.

1.1 Context

The field of fluid mechanics makes use of the advancements in machine learning. Here ma-
chine learning is used in the understanding, modeling, optimizing and controlling of fluid
flows (Brunton et al., 2020). Examples include Baldi and Hornik (1989), who used neural
networks (NNs) to identify the phase configurations in multi-phase flow, and Milano and
Koumoutsakos (2002) who used NNs to reconstruct turbulent flow fields near walls.

Another popular form of machine learning is reinforcement learning (RL). In RL the sys-
tem interacts with the environment to find an optimal solution. RL is used in control problems
in the field of fluid mechanics.

Ma et al. (2018) allows an RL algorithm to control a fluid jet in a simulated 2D environ-
ment. Using this algorithm they were able to balance various ridged objects in the air, which
are subject to gravity, by shooting fluids towards the object. Kim et al. (2004) used RL on an
autonomous helicopter in flight. They showed that is was possible for the RL algorithm to learn
how to hover the helicopter and perform difficult maneuvers used in autonomous helicopter
competitions at the highest level.

Energy efficient movements are important traits in nature and man-made machines. This
is also one of the key focus areas of RL based control for fluid dynamics. In nature, ani-
mals that exhibit energy efficient behavior can be found. Among these animals are flapping
birds who use atmospheric thermals to generate extra lift without expending energy by flap-
ping (Roi Harel, 2016).

This phenomena is something that Gautam Reddy (2016) tried to recreate using a glider in
a simulated environment with an RL-based controller. In this paper it was shown that RL can
learn to move the glider such that it ascends using the thermals, just like birds do. A key to
finding the thermals was the use of certain data, such as vertical wind velocity and vertical
wind acceleration. However, as it was a simulated environment no sensors were used to ob-
serve these quantities. Following up on his own research Gautam Reddy (2018) also showed
that is was possible to do this with a robotic glider and that it was important to use accurate
estimates of the environment observed by the sensors. This shows that it is is possible to
replicate nature’s method, in this specific case with the use of RL-based control.

Other papers also looked at nature to compare RL based control with traditional control
methods in fluid dynamics. Guido Novati (2017) showed that RL can outperform traditional
optimal flow control strategies. This was done using a deep RL algorithm on a swimming
strategy for fish school formations. It was found that using this algorithm energy was saved
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2 Control of a wing flap using 3D printed flow sensors and reinforcement learning

collectively. This swimming was performed in a simulated environment which also took into
account the vortical flow fields and the complex two way interaction between the fish and the
flow field.

Other studies have also looked into the use of RL for fish in a simulated environment. These
studies include Gazzola et al. (2016) and Verma et al. (2018), both of these studies also show
that the RL algorithm found energy saving behavior. From this it can be seen that in complex
simulated environments RL can produce energy saving control solutions.

In the previous paragraph the studies only take a virtual simulated environment in account.
However, Fan et al. (2020) shows that RL can also be trained and used in an experimental setup
and not just in simulation environments. They show this by reducing the drag of a system in
a fluid environment. This indicates that the challenges an experimental RL problem faces,
such as limitations in sensing and actuation, noise in measured signals, and delay in data
transmission can be overcome by an RL based controller.

A key to the success of RL is the ability to observe the environment and this can be done
using 3D printed sensors. 3D printed sensors are a low-cost sensor that offers the possibility
of direct integration of multi material sensor with structural components in a single build
sequence without the need of an assembly step (Shemelya et al., 2015). These sensors however
do have some disadvantages compared to more traditional sensors, some of these imperfec-
tions include hysteresis, drift and non-linearity (Dijkshoorn et al., 2018). To the best of our
knowledge no literature could be found that uses an RL based controller in fluid dynamics in
combination with a 3D printed sensor.

1.2 Problem statement

Control problems, for a fluid–solid interaction model, are very complex to be solved because
of the high dimensionality of the fluid, nonlinearity of the Navier–Stokes equations, and con-
sequent non convexity of the optimisation (Califano et al., 2021). Machine learning is well
suited to deal with these high-dimensional, nonlinear problems (Brunton et al., 2020). This
project looks into the control of the flight control surfaces of an airfoil with machine learning,
specifically RL.

The PortWings project (PortWings, 2021) and the NIFTy group, located at the University of
Twente, have shown interest in combining RL with 3D printed sensors.

The PortWings project focuses on creating a flapping robotic bird. The interest lies in the
possibility of outperforming traditional model based control with the help of RL to control
the robotic bird. This could allow for more energy efficient flight or more complicated flight
maneuvers.

The NIFTy group is a research group that focuses on the design, fabrication and research
of 3D printed sensors, actuators, meta-materials and functional structures in general. The
interest of the NIFTy group lies in the prospect that an RL based controller can overcome the
disadvantages of the 3D printed sensors.

This project assesses the feasibility of using a 3D printed sensor with machine learning based
control in fluid dynamics. As this project is a part of the PortWings project a 3D printed flow
sensor is used in combination with an airfoil with flight control surfaces. By correctly actuating
the control surfaces of an airfoil, a target lift and drag can be met. Knowing the lift and drag
of a flying system can lead to more efficient flights and can therefore allow a robotic bird to
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CHAPTER 1. INTRODUCTION 3

fly longer distances. It also might allow the robotic bird to perform more difficult tasks such
as take-off and landing. A flow sensor is chosen, as the incoming air speed is known to be an
important factor in the lift and drag of wings (NASA, 2021).

This project is an extension of Dijkshoorn et al. (2021) as their 3D printed flow sensor is
used. This 3D printed flow sensor was designed to be used on the wings or body of a robot
moving through a flow field. This flow sensor showed potential in recognizing different flow
speeds. However, it also showcased the shortcomings common in 3D printed sensors such
as hysteresis and creep. An RL algorithm may overcome some of the shortcomings of the 3D
printed sensor and deal with high-dimensional, nonlinear complexities seen in fluid dynamics.
This would enable the Portwings project and in a larger sense the field of fluid mechanics, to
make use of the many advantages of 3D printed sensors.

1.3 The research question
How can a 3D printed flow sensor in combination with
RL be used to actively control the flight control surfaces
of an airfoil in a real-world setup such that the airfoil
reaches specific predetermined lift values?

This research question is broken down into two sub questions. These need to be answered
before the research question can be solved.

1. To what degree can the 3D printed flow sensor detect a change in flow over the airfoil
due to a change in wind speed or flight control surfaces?

2. To what degree can the RL algorithm distinguish different readings from the 3D
printed flow sensor?

Hypothesis

It is hypothesized that the 3D printed flow sensor in combination with RL will be successful in
actively controlling the flight control surfaces of the airfoil in a real world setup. This hypothe-
sis is based on the successes of the previously performed research when combining RL in fluid
dynamic systems.

However, there are still some challenges to overcome. Fan et al. (2020) found that RL in an
experimental setup faces problems such as limitations in sensing and actuation, noise in
measured signals, and delay in data transmission. Furthermore, while the 3D printed sensors
have advantages, both Dijkshoorn et al. (2018) and Schouten et al. (2021) show that 3D printed
sensors are non-ideal sensors as they showcase characteristic polymer properties such as
hysteresis, drift and mechanical deformation.

Research method

To achieve the goals of this project a test setup will be designed. The setup includes an airfoil
that can hold the sensor while also actuating its control surfaces. Furthermore, the machine
learning algorithm and environment needs to be chosen and designed to work with the test
setup. The system will be tested in a wind tunnel to ensure a repeatable laminar air flow. For
simplicity only one set of flight control surfaces will be used, specifically flaps.

Once the test setup is made, the characteristics of the airfoil and that of the sensor can be
found. With these characteristics predetermined lift values are used as the control goals in this
project. With enough training in the wind tunnel the system will try to accomplish the chosen
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4 Control of a wing flap using 3D printed flow sensors and reinforcement learning

control goals.

Contribution

If the feasibility of the use of 3D printed sensors in machine learning based control in fluid dy-
namics is shown, it could create new possibilities to implement 3D printed sensors for systems
in fluid environments. The advantages of 3D printed sensors combined with the flexibility of
machine learning can create a world of possibilities and is applicable to many different fields
of research and engineering.

1.4 Organization of the report

Chapter 2 will give some relevant background information on the 3D printed flow sensor, the
aerodynamics of an airfoil and on the basics of machine learning. Chapter 3 covers the specific
RL environment for this project. Chapter 4 will outline the design of the system and how all
parts work together. The experiments that will be conducted and the goal these have will be
explained in Chapter 5. Chapter 6 shows the results of the proposed experiments and a sen-
sitivity analysis is presented. Chapter 7 discusses the results and recommendations for future
work are given. The conclusions is given in Chapter 8.

T.C.Hommels University of Twente
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2 Background knowledge

This chapter gives background knowledge on topics that are relevant to the research of this
thesis. First the research in traditional flow sensors are shown followed by information on 3D
printed sensors. After that background information is given for the 3D printed flow sensor that
is used, an explanation of the airfoil, airfoil terminology and the effects of flaps. Finally, a more
in depth background is given for machine learning with a focus on RL.

2.1 Research context

2.1.1 Traditional flow sensors

A lot of research has been done on the use of flow sensors in small unmanned aerial vehi-
cles (SUAV), an overview of this been made by Mark et al. (2019). Here, multiple methods of
flow sensing have been described including: commercially available pressure sensors, capac-
itive sensors, hot film sensors, piezoresistive sensors, and artificial hair sensors. While no 3D
printed sensors were included in the overview, the piezoresistive cantilever sensors (Seo et al.,
2014) slightly resembles the 3D printed flow sensor design by Dijkshoorn et al. (2021), as both
sensors rely on mechanical deformation to detect changes in local flow. The multiple types of
traditional sensor mentioned in the overview still have shortcomings in areas such as durability
and reliability (Mark et al., 2019). Specifically the piezoresistive cantilever sensors are suscepti-
ble to creep and fatigue. These sensors are also very sensitive to temperature (Mark et al., 2019).

Mark et al. (2019) also shows that some research has been done combining the use of these
imperfect sensors with NNs to predict the lift coefficients of airfoils. Magar et al. (2016) uses an
array of hair sensors placed on an airfoil with flaps and a feedforward NN to predict aerody-
namic parameters of the airfoil. They found the lift and moment coefficients with a prediction
error of 6 % and 10 % respectively. This shows that NNs can be combined with imperfect
sensors in an aerodynamic environment to find parameters of an airfoil. Knowledge of these
parameters are key to finding the real time forces and moments which paves the way for
effective control design to increase flight agility, stability, and maneuverability (Magar et al.,
2016).

2.1.2 3D printed sensors

In the last few years the field of 3D printing has turned its attention towards sensors.
The first article in this field is presented by Leigh et al. (2012). A good overview of the different
work done in this field since the work form Leigh et al. (2012) is given by Xu et al. (2017). NIFTy
has also played a part in pushing the field of 3D printed sensors forward as seen in Schouten
et al. (2021).

While there are many different types of 3D printing techniques, this project uses a 3D printed
sensor constructed via the Fused Deposition Modeling (FDM) technique. The interest in FDM
3D printing sensors is due to the fact that they allow for the possibility of direct integration
of multi material sensors with structural components in a single build sequence without the
need of an assembly step (Shemelya et al., 2015). This is made possible due to multi-material
FDM and by having a wide range of sensing materials available, these include: conductive,
piezoresistive, piezoelectric, and magnetic materials (Schouten et al., 2021). Another advan-
tage is that the 3D printed sensors can be made out of many types of polymers and therefore
have the possibility to be flexible, this allows sensors to be used in soft robotics as indicated
by Dijkshoorn et al. (2018) and Schouten et al. (2021). However, both Dijkshoorn et al. (2018)
and Schouten et al. (2021) also show that 3D printed sensors are non ideal sensors as they
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6 Control of a wing flap using 3D printed flow sensors and reinforcement learning

showcase characteristic polymer properties such as hysteresis, drift and mechanical deforma-
tion.

Fan et al. (2020) have shown that RL can overcome challenges that present themselves when
training an RL controller experimentally for fluid systems. It might then also be able to over-
come some of the shortcomings of 3D printed sensors mentioned in the paragraph above. In
the section below the specific 3D printed flow sensor used in combination with RL is explained
in more detail.

2.2 3D printed flow sensor

As mentioned in the introduction of this paper a 3D printed flow sensor is used based on the
design of Dijkshoorn et al. (2021). This design was based on the design of Schouten et al. (2019).
The sensor is a drag based sensor. This 3D printed flow sensor is designed in such a way that
it bends when a force is applied to it. The force applied to the sensor is the aerodynamic force
known as drag. The bending of the sensor will also bend the two strain gauges located on
either side of the sensor. The bending causes the strain gauges to either be compressed or
elongated, this changes the resistance of the strain gauges (Cui, 2021). The strain gauges and
their connection pads are made from the conductive Thermoplastic Poly-Urethane (TPU) in
specific PI-eTPU (Palmiga Innovation , 2021). The other part of the sensor is made from the
non-conductive TPU material NinjaFlex (NinjaTek, 2021). In Figure 2.1 a black and a grey sec-
tion is visible. The black section represents the conductive material, constructed of PI-eTPU.
The grey section is the non-conductive section of the sensor constructed from NinjaFlex.

Figure 2.1: Sensor model (Cui, 2021)

The sensor can be further divided into three sections: top, middle and bottom. These sections
can be seen in Figure 2.1. The top section of the sensor is designed to ensure that sufficient
drag-force acts on the sensor. The middle section is the flexible section of the sensor that bends
when a force is applied to the top section. The bottom part of the sensor serves as both the
mechanical and electrical connection point. It is used to connect the sensor to a Wheatstone
bridge (HBM, 2021), a circuit used for strain gauge measurements. It is also used for clamping
the sensor to hold it in place.

The increased surface area in the top section ensures that a higher drag force is exerted on the
sensor, as can be seen from Equation 2.1 (Anderson, 2016). In this equation it is shown that the
drag force, FD, increases as the cross sectional area, A increases. As more drag is applied to the
sensor, due to the increased surface area of the top part, the senor will also bend further. More
bending leads to more compression and more elongation of the strain gauges located in the
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CHAPTER 2. BACKGROUND KNOWLEDGE 7

middle, flexible, section.

FD = 1

2
ρv2CD A (2.1)

The maximum deflection of the sensor, for a given force, is found using Equation 2.2 (Cui, 2021).
Here F is the applied force on top part of the sensor. l is the length of the bending middle part.
E is the Young’s modulus and I represents the second moment of inertia of the bending part of
the sensor. Equation 2.3 shows how the moment of inertia can be found, here w is the width of
the middle part of the sensor. The center of rotation is located at 1

2 l . The Young’s modulus is
determined by the material of the sensor. Both materials used, NinjaFlex and PI-ETPU have a
Young’s modulus of 12 MPa (NinjaTek, 2021) (Palmiga Innovation , 2021). The sensor is placed
on the airfoil to measure drag and observe environmental changes which are the input for the
RL algorithm.

δmax = F l 3

3E I
(2.2)

I = wl 3

12
(2.3)

2.3 Airfoil

An airfoil is a structure with curved surfaces that is used to generate lift while moving through
a fluid. The 3D printed flow sensor is placed on an airfoil. In this section the basics of an airfoil
and its definitions are explained.

An airfoil has multiple physical properties that affect its lift and drag. Figure 2.2 shows some
of these properties. The leading edge and the trailing edge of an airfoil are the sections that
respectively separate and recombine the incoming airflow. The chord line is a straight line
drawn between these two points. This line does not have to be within the actual airfoil. The
camber line is the line that can be drawn between the two outer edges of the airfoil. This
line indicates how symmetric an airfoil is. The camber of the airfoil is the maximum distance
between the camber line and chord line. If the camber line is above the chord line, then the
airfoil has a positive camber. The angle of attack is the angle between the chord line and the
incoming flow.

chord line
α

trailing edge

leading edge

upper surface

lower surface

camber line

max. camber

relative wind

angle of attack

max. thickness

Figure 2.2: Definitions of an airfoil (Wikipedia contributors, 2021a)
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8 Control of a wing flap using 3D printed flow sensors and reinforcement learning

An Airfoil generates lift by deflecting the air downwards. The deflection of the flow can be seen
in Figure 2.3. Using Newton’s third law it shows that the airflow exerts an upward force on the
airfoil as the flow is directed downwards, this force is called lift (David Halliday, 1988). Airfoils
with a positive camber generate lift at a 0° angle of attack.

Figure 2.3: Flow around an air-
foil (Wikipedia contributors, 2021b)

Figure 2.4: Flow separation around an
airfoil (Wikipedia contributors, 2021b)

To calculate the lift of an airfoil Equation 2.4 can be used (NASA, 2021). Here L is the lift force,
CL is the coefficient of lift, this depends on the properties of the airfoil. ρ is the fluid density, V
is the flow speed and S is the relevant surface area of the wing. If the wing is rectangular, S can
be calculated by multiplying the span of the wing with the chord length.

L =CL
1

2
ρV 2S (2.4)

There are multiple ways to change the lift of an airfoil. Changes are made by, for instance,
increasing the speed or altitude at which it travels through air. Another way is to change the
coefficient of lift. This can be done through, for instance, changing the angle of attack or using
high lift devices such as a flap.

Figure 2.5 shows that an increase in the angle of attack leads to an increase of the lift coef-
ficient. This increase stops, once the flow going over the top of the airfoil, separates from the
airfoil. An example of flow separation is shown in Figure 2.4. The vortices behind the airfoil
indicates that flow separation has taken place. The graph in Figure 2.5 also shows that the flap
orientation affects the lift. Downward pointing flaps increase the lift whereas upward pointing
flaps decrease the lift, in comparison to the neutral flap position. A change in flap position
affects the physical properties of the airfoil which in turn changes the aerodynamic properties.

As the flap moves, the trailing edge of the airfoil moves, this affects the chord line and the
camber line, leading to a change in the angle of attack (Colin Cutler, 2021). This alters the
coefficient of lift. The change in physical properties leads to a change in the camber of the air-
foil, changing how the incoming airflow is deflected downwards, therefore also affecting the lift.

This research requires the RL algorithm to learn how to control the flaps of the airfoil based on
the input of the 3D printed flow sensor to reach a specific predetermined lift value.

T.C.Hommels University of Twente



CHAPTER 2. BACKGROUND KNOWLEDGE 9

Figure 2.5: Coefficient of lift vs angle of attack and how it changes with different flap positions (Gud-
mundsson, 2014).

2.4 Reinforcement Learning

This section gives some background information about RL; starting with machine learning, the
basics of reinforcement learning and training of the RL algorithm. Additionally the difference
between on- and off policy is explained. Furthermore deep RL and in particular the twin de-
layed deep deterministic algorithm is discussed.

2.4.1 Machine learning

Machine learning started out in 1958 with the use of a single layer perceptron (Rosenblatt,
1958). This could only solve linear separation functions and already stranded at the XOR func-
tion (Minsky and Papert, 1969). The use of a multi-layer perceptron, a form of NN, was made
possible by the development of the backwards propagation algorithm (Rumelhart et al., 1986).
With an NN it was possible to solve the XOR function.

ML algorithms are divided in multiple ways. The clearest distinction is based on the data
handling of the ML algorithm. This leads to four categories: supervised learning, semi super-
vised learning, unsupervised learning and reinforcement learning (Bushkovskyi, 2021). This
thesis will focus on RL.

2.4.2 Basics of reinforcement learning

RL is a form of machine learning where an agent interacts with the environment to determine
the optimal behavior to maximize its performance. The two main components are the environ-
ment, which represents the problem to be solved, and the agent, which represents the learning
algorithm. This form of machine learning has been successfully used in games to perform at a
strong intermediate level as shown by Tesauro (1992).

Figure 2.6 shows the basic scheme of RL. This model for RL holds under the assumption
that the environment behaves like a Markov Decision Process (MDP) (Sutton and Barto, 2018).
An MDP is a mathematical framework that allows the modeling of decision making in an en-
vironment were the outcome of the environment depends partially on the made decision and
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partially stochastically on the current environment. At each time step the next environmental
state will depend only on the current state and on the action performed by the agent.

Figure 2.6: Reinforcement learning scheme (Bhatt, 2021)

On the basis of Figure 2.6 some important terms for RL are introduced. The agent is the part
of the system that determines how to interact with the environment in order to maximize its
performance.

The environment is the real world environment in which the agent operates, this includes
all real world factors that are not the agent. Examples of these factors are for instance the
agent’s path that it needs to navigate, temperature and lighting. The environment can also be
a simulated environment.

The state St represents the current state of the environment. The observability of the state
can differ for different environments, states and agents. If a state is fully observable by an
agent, it is called completely observable. If the agent cannot fully observe the state, it is called
partial observable. Partial observability can occur due to lack of sensors and/or complex
environments. Partial observable systems become an Partially Observable Markov Decision
Process (POMDP) in which the agent is unsure of its current state based on the observations.

The action At indicates the actions the agent takes to interact with the environment. The
action chosen will be part of an agent’s action space which is formed by all possible actions an
agent can perform. Action spaces can be continuous or discrete.

The reward Rt is the feedback from the environment based on the actions the agent takes.
These rewards can be positive and negative and are used to evaluate the actions taken by the
agent. An example of a reward could be the distance of a robot to a finish line. The performance
of the agent can be seen as the sum of all rewards. The rewards drive the agent to the optimal
solution.

A policy π is used to determine an action based on the given state. The policy can be ei-
ther deterministic or stochastic. An agent determines its action based on its policy.

Another important term in regards to RL is value function. There are two main value functions:
state value functions and action value functions. The latter is also known as Q-function. The
state value function shows how good the current state of the agent is. The state value function
is equal to the total expected reward if the agent starts in this state and follows its policy.

The Q-function evaluates the current state of the agent if it would take a certain action.
The Q-value is given by the total expected reward if the agent starts in this state, performs the
evaluated action and then follows its policy. The Q-value can thus have multiple values for a
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given state as it also evaluates actions. The Q-function is used in the updating of the policy so
that the performance of the agent improves.

2.4.3 Training of the RL algorithm

In an RL system the agent first observes the state in the current time-step. Based on this ob-
servation the agent will decide what action it wants to take by looking at its policy. This action
is performed and influences the environment. This change in environment will lead to a new
state that the agent can observe. This also gives a reward to the agent. The reward and the
state-action pair is then stored by the agent. With the new observed state this process starts
over again.

The goal of the agent is to optimize its policy in order to maximize the total reward it will
receive for any starting state. This can be done by finding the optimal value functions.

The agent needs to choose between exploration and exploitation while trying to find the
optimal value functions. Whilst exploiting, the agent chooses the action that returns the high-
est expected reward, given the current state observed. This is also called greedy policy. During
exploration the agent might choose a sub optimal action to explore new features of the envi-
ronment.

The policy should be updated if the agent can improve its current expected reward, by de-
viating from the current policy. This new policy can then be used to re-evaluate the value
function. How and when the agent updates its value function depends on the chosen RL
model. Another distinction between RL algorithms is how agents update their policy. This can
either be done via an on- or off-policy method.

2.4.4 On-policy versus off-policy

RL algorithms can be divided into on-policy and off-policy, depending on how they update
their policy (Sutton and Barto, 2018). On-policy algorithms use their current policy to evaluate
and improve the policy they are currently using. An example of an on-policy algorithm is
State–action–reward–state–action (SARSA).

Off-policy algorithms evaluate and improve a policy that is different from their current policy.
An example of an off-policy algorithm is Q-Learning, it uses the greedy policy for evaluation.

2.4.5 Deep Reinforcement learning

Deep RL uses deep NNs to represent the policy and the value function. A deep NN is a NN with
multiple hidden layers between the input and output layers. The use of a deep NN can help
with more complex problems. The first use of deep RL was shown in Mnih et al. (2013), where
a deep NN was combined with Q-learning. This specific algorithm is called DQN. In Mnih et al.
(2013), the DQN was used to successfully complete the complex task of playing Atari video
games. Also, it has been shown that deep RL can outperform traditional optimal control strate-
gies in the field of fluid mechanics, as seen by Guido Novati (2017).

2.4.6 TD3

A newer deep RL algorithm, when compared to DQN, is called Twin Delayed Deep Determin-
istic Policy Gradients better know as TD3 (Fujimoto et al., 2018). TD3 is a model free, off-policy
algorithm used for environments with continuous action spaces. TD3 uses the Actor-Critic
framework, a method were two agents are used. The Critic estimates the value function and
the Actor is used to estimate the policy (Sutton and Barto, 2018). TD3 also uses target networks
to introduce stability into the system when updating the parameters of the NN of the Actor and
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Critic. The combination of an off-policy algorithm with the Actor-Critic framework and target
networks is also used in the RL algorithm Deep Deterministic Policy Gradient (DDPG) (Lillicrap
et al., 2015). DDPG is an improvement of the DQN used in Mnih et al. (2013) as mentioned in
the previous section.

TD3 improves further on the DDPG algorithm by adding a second critic network, delaying
the updates of the actor and adding noise regulation. A second critic network is added to
increase the stability of the algorithm by creating a more stable Q-value approximation. The
second critic network also means that another target critic network is added, due to this the
TD3 algorithm uses six deep neural networks. Three of these networks represent the actor and
its two critics, and the other three represent the target networks of the first three networks. De-
laying the updates of the actor network is done by updating the network every other time-step
ensuring a more stable algorithm as it reduced the per-update error (Fujimoto et al., 2018).
Noise regularization is added to smooth the target policy in order to make it more difficult for
the policy to exploit errors from the critics (OpenAI, 2021). The three changes added to TD3
substantially improved the performance of the algorithm when compared to DDPG (OpenAI,
2021).

2.5 Conclusion

In this chapter background information on different topics was introduced. The flow sensor
used in this project was shown. Furthermore, the basics of an airfoil and how an airfoil gener-
ates lift in a flow field was discussed. Using this information it was also shown how flaps can
affect the aerodynamic properties of an airfoil. Finally general information was given regard-
ing RL algorithms and more specific information was given on the RL algorithm used in this
project namely TD3. In this chapter it has been established that in order to reach a predeter-
mined lift value, the RL algorithm needs to learn to control the flaps, as these change the lift of
the airfoil. The 3D printed flow sensor measures the aerodynamic drag force and can observe
the environment, giving feedback to the RL to learn the controls.
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3 Methodology

This chapter shows the RL scheme for the project. Some of the main components of the system
are introduced and it is demonstrated how the RL algorithm interacts with these components.
An overview of the favorable criteria for the chosen RL algorithm, TD3, is given. Furthermore,
this chapter explains the steps of the specific TD3 algorithm and how these differ from the
original algorithm.

3.1 The RL scheme

Chapter 2, Figure 2.6 shows the standard RL scheme. In this chapter Figure 3.1 shows the more
extensive RL scheme. This scheme contains the terms that were introduced in Section 2.4.2
and the additional major components of the systems, namely the RL algorithm, the airfoil,
flaps, and the 3D printed sensor.

The agent is the RL algorithm that is explained in more depth in Section 3.2. The agent
uses the observations from the 3D printed sensor as input, as seen in the RL scheme. The agent
subsequently decides, based on this input, the position of the flaps.

Figure 3.1: The RL scheme

The environment is an airfoil placed in an airflow that is generated by a wind tunnel. The airfoil
has flaps that can be actuated and a 3D printed flow sensor which is used to observe the state
of the airflow. The wind tunnel also measures the forces applied on the airfoil by the airflow.

The interactions between the agent and the environment are the actions, observed states
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and rewards. The action of the agent is actuating the flap to a set position. A change in the flap
position of the airfoil changes how the airflow, generated by the wind tunnel, moves around
the airfoil. These changes in flap position and airflow, change the state of the environment. As
the airflow affects the drag based flow sensor the change in state may be partially unobserved
by the 3D printed flow sensor.

The change in the state of the environment also includes the change in forces applied by
the airflow onto the airfoil. The forces applied on the airfoil are used as part of the reward
for the agent. The goal of the agent is to actuate the flaps in such a way that for different
environments, the force applied on the airfoil stays at a constant level.

3.2 TD3 specifications

TD3 is the chosen RL algorithm for this project (Fujimoto et al., 2018). It is a model free,
deep RL algorithm that allows for a continuous action space while also being off-policy. This
algorithm is more stable than other deep RL algorithms with continuous action spaces. The
continuous action space is required, because the servo motor, used to actuate the flaps, has 90
possible allowed positions, corresponding with the range of the flaps. These 90 possible actions
are approached as a continuous action space over the same range. The off-policy algorithm is
needed as this allows training from a replay buffer. Training from a replay buffer is essential,
because for this specific project the reward data is added after an episode’s interaction with
the environment. Episodes are usually considered all agent-environment interactions from
the initial state to the final state. An episode now also includes all updating steps performed
after all agent-environment interactions before the start of a new initial state and agent-
environment interaction. Additionally, the off-policy algorithm offers the capability of training
new iterations of the algorithm on previously obtained data. In a similar control scenario the
TD3 algorithm was successfully used in training an RL controller (Fan et al., 2020).

Equation 3.1 presents the reward function. Fdesired indicates the desired force and Fmeasured

indicates the measured force on the airfoil. This is a quadratic reward function with a maxi-
mum reward at the point where Fmeasured is equal to Fdesired. In case that the measured value
differs from the desired value a negative reward is given. A larger negative reward is given if the
measured value is further from the desired value.

r =−(Fmeasured −Fdesired)2 (3.1)

A key difference with the standard TD3 algorithm is that the reward data is added after the al-
gorithm’s interaction with the environment in a given episode. In addition, the updating phase
occurs after the agent is done interacting with the environment. A standard TD3 algorithm
adds the reward during the process and performs an update after each action. This choice is
made because of the limitations of the wind tunnel, which are discussed in detail in Chapter 4.

Algorithm 1 shows the TD3 algorithm for this project. Table 3.1 lists the parameters found
in Algorithm 1. The specific values for the parameters, seen in Algorithm 1, are presented in
Chapter 4 Section 4.7. Three for-loops can be observed. The Ne loop, the Ni loop and the Nj

loop. The Ne loop indicates an episode of the TD3 algorithm. The Ni loop is the interaction
stage of the the episode. In this phase the algorithm uses the incoming state to decide how to
interact with the environment. The Nj loop is the updating phase of the episode. The synchro-
nization of the rewards is seen in between the interaction stage and the updating stage.

In Algorithm 1 the key components of TD3, previously mentioned in Section 2.4.2, are also
apparent. The key components are: the extra critic network, the delayed actor updating and
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the noise regulation. The extra critic network is initialized in the first step. The delayed ac-
tor updating is implemented via the if-function. The noise regulation is implemented in the
updating phase, seen by the clipped noise when computing the target actions.

Algorithm 1: TD3 algorithm

Initialize critic networks Qθ1 , Qθ2 and the actor network πφ with random parameters θ1, θ2,
φ

Initialize the target networks with θ′1 ← θ1, θ′2 ← θ2, φ′ ←φ

Initialize the replay buffer β
t ← 0
for ne = 1 to Ne do

for i = 1 to Ni do
Collect the observed state si

Request action with exploration noise
ai ← clip(πφ(si )+ ε,−1,1),ε∼ N (0,σ)
apply ai to the environment and observe the next state s′i
store transition tuple, (si ,a,r ,s′i ), in the replay buffer β

end
Synchronize the wind tunnel data to the rewards r for episode ne in β

for j = 1 to Nj do
sample N transition (s,a,r ,s′) from β

compute target actions a′(s′) = clip(πφ′(si )+ ε,−1,1),ε∼ clip(N (0, σ̃2)− c,c)
y ←r+γ mini =1,2 Qθ′i

(s′,ã)

update critics using gradient decent θi ←N−1 ∑
(y−Qθi (s,a))2,i = 1,2

if t mod d then
update actor using gradient decent φ←-N−1 ∑

Qθ1 (s,πφ(s))
update the target networks
θ′i ←τθi + (1-τ)θ′i
φ′ ←τφ + (1-τ)φ′

end
t ← t +1

end
end

Name Symbol
Discount factor γ

Standard deviation of the noise σ

Soft updating rate τ

Clipping value c
Standard deviation of the noise regulation σ̃

Batch size N
Actor update d
Loop sizes Ne ,Ni , N j

Table 3.1: TD3 algorithm parameters for this project

3.2.1 TD3 structure

Figure 3.2 presents an example of the structure of TD3. This figure was used to illustrate the
specific structure of the TD3 algorithm in Kim et al. (2020). In this thesis project the structure
slightly differs, as no hindsight experience replay (HER) is used. This structure gives visual
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insight on how the various NNs in the algorithm interact with each other and also shows the
key components of Algorithm 1.

Figure 3.2: Structure of TD3 (Kim et al., 2020)

3.3 Conclusion

This chapter has shown the RL scheme for this project and the chosen RL algorithm. This RL
scheme and the components mentioned in it will be used in the upcoming chapter to design
the experimental system. It has been established that the RL algorithm used in this project is
the TD3 algorithm with separate updating and environmental interaction phases. The reward
function for the experiments is shown in Equation 3.1. The chosen RL algorithm and the intro-
duced reward function are used in the training experiments.
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4 Experimental Design

In this chapter the experimental system design of this project is discussed. The 3D printed flow
sensor, the airfoil and the wind tunnel are covered. These are the hardware components used
in the project. Section 4.5 explains the connective components. Section 4.6 gives an overview
of how the measurements of the experiments are taken. Followed by the implementation of the
RL algorithm.

4.1 The experimental system

The experimental system is based on the RL scheme seen in Figure 3.1. A more detailed
overview of the components of the experimental system is given in the scheme shown in Fig-
ure 4.1. The arrows display the connection between the components. The power connections
are indicated by the red arrows. The black arrows indicate the data streams. The combination of
all these arrows together represent the connections between the agent and environment shown
in Figure 3.1. The agent in Figure 3.1 is represented by the laptop component from Figure 4.1,
that runs the RL algorithm.

Figure 4.1: Scheme of the experimental setup

4.2 The 3D printed flow sensor

This work is a continuation of Dijkshoorn et al. (2021). Their sensors design is taken as the
starting point. Their sensor is shown in Chapter 2 Figure 2.1. The specifications of the sensor
in this report are, the top part: l×w×d=16×24×1.2 mm, the middle part: l×w×d=10×8×0.9 mm,
the bottom part: l×w×d=7×22×0.9 mm.

During testing it was observed that the bending range of the 3D printed flow sensor was
lower than desired with the applied wind speeds. This can be partially attributed to the fact
that the sensor is placed at a 45° angle in the airfoil. Therefore, the angled sensor experiences
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a reduced drag resulting in less bending of the strain gauges resulting in a smaller range of
voltage measurements. This makes it more difficult to distinguish between the different wind
speeds of the experiment.

The maximum deflection increases by decreasing the area moment of inertia of the middle
part of the sensor, as seen in in Figure 4.2. To increase the bending that the sensor undergoes,
for a given wind speed, a section in the middle part of the sensor is removed. The removed sec-
tion creates a gap of 9.6 mm long by 2.2 mm wide. This change is based on Equation 2.2 and 2.3.

Data from Ortiz et al. (2015) shows that by placing the sensor at a 45° angle, instead of a
90° angle, will reduced the drag on the sensor by approximately 42 %. By removing a section
of the middle part of the sensor the area moment of inertia is reduced by approximately 26 %.
This means that the maximum deflection of the sensor at a given wind speed is reduced by
approximately 22 % for the sensor with a gap placed at a 45° angle when compared to a sensor
without a gap placed at a 90° angle.

Due to the 3D printing method, fully removing the non-conductive part in the middle sec-
tion, without leaving an edge of non-conductive material, leads to a short circuit in the strain
gauges. This short circuit occurs when two strain gauges touch. Adding an edge of non-
conductive material prevents the strain gauges from touching. An example of a flow sensor
with short circuited strain gauges is shown in Appendix A for illustrative purposes.

Figure 4.2: Sensor design with the removed section. Figure 4.3: Sensor with the removed section.

Manufacturing

The 3D printed flow sensor is printed using the Diabase H-series Multi- Material 3D printer (Di-
abase, 2021).The 3D flow sensor used in this project, seen in Figure 4.3, was constructed by
cutting out a gap by hand from a sensor without a gap. This means that the specific sensor was
not fully FDM made.

4.3 Airfoil design

The airfoil is made up from three parts: the main body, the flaps, and the servo-sensor holder.
Each of the parts are 3D printed separately. In Figure 4.4 the grey part is the main body, the
red part is one of the flaps and the blue part is the servo-sensor holder. In the final design the
airfoil will have two flaps and two servo-sensor holders.

4.3.1 Main Airfoil Body

The chosen airfoil shape for this project is the NACA 2412 (AirfoilTools, 2021). This airfoil
design is chosen for its simple and cambered shape. This type of airfoil generates lift at a 0°
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Figure 4.4: Airfoil design

angle of attack. This is an airfoil shape that is used in real airplanes such as the Cessna 172
series (Cessna Aircraft Company, 2021).

The airfoil is constructed using a 3D printer. The 3D printer used is a Prusa i3 mk3s (Prusa
3D, 2021). The printing area of the 3D printer limits the size of the airfoil, therefore the airfoil
is designed with a length of 17 cm (not including the protective sheath of the holder) and a
width of 20 cm. To save printing time, materials, and weight the airfoil has a hollow design.
Because of the hollow design support beams are printed to ensure enough strength to prevent
the airfoil from bending. The 3D printed flow sensor is placed in the airfoil and held in place
by the servo-sensor holder. The cutouts on the top of the airfoil allow the flow sensor, held by
the servo-sensor holder, to be slid in place.

4.3.2 Holder for the stinger

Although the force sensor of the wind tunnel is not part of the airfoil, it does affect the design
of the airfoil, therefore it is discussed in this section. The force sensor of the wind tunnel is
also known as the stinger and can be seen in Figure 4.5. In addition to measuring the forces
on the airfoil the stinger is also the place where the airfoil is mounted in the wind tunnel. In
Section 4.4 the experimental setup is explained in more detail.

The airfoil is placed on the stinger using a designated tubular hole at the the end of the airfoil,
the so called holder area of the airfoil. The holder area is designed according to the specifi-
cations given by the wind tunnel manual, which is supplied by Aerolabs (Aerolab, 2021). The
holder area of the airfoil for the stinger was not printed hollow in order to add strength and
to ensure the screw can be firmly placed in the screw hole. The stinger area was hollowed out
more to make the stinger fit. This was done by hand, using a drill press.

4.3.3 Flaps

This project uses flaps to actively change the aerodynamic properties of the airfoil. How this
works is explained in Chapter 2, Section 2.3. To allow the flaps to move they are printed as sep-
arate parts from the main body. The flaps are also 3D printed using the PRUSA printer (Prusa
3D, 2021). Similar to the airfoil the flap is made form PLA. The flaps are printed with an internal
matrix support structure that fills 15 % of the structure.

The flaps are connected to the main body of the airfoil with hinges, to enable the movements
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Figure 4.5: Stinger of the wind tunnel

Figure 4.6: Cross section of the holder for the stinger

of the flaps. Tape is a popular hinge design, often used in 3D printed hobby aircrafts (Eclipson,
2021). The advantages of tape hinges over more traditional hinges, such as pin hinges used in
most doors, is the ease of use and low complexity. The disadvantage of the use of a tape hinge
design is the vulnerability to weather effects. These can have influence on the tape, resulting in
reduced adhesiveness of the tape, resulting in detached hinges. However, this is not a concern
for this project as experiments are performed in a controlled environment with no weather
effects. For this reason it was decided to connect the flaps to the main body of the airfoil using
tape. This can be seen in Figure 4.7.

Servo motors

Servo motors are used to actuate the flaps. These are connected to the flaps using a metal rod.
The rods need to be connected to the flaps in such a way that the flaps have an adequate range
of motion. To translate the rotational movements of the servo motors to that of the flaps, arms
are also used in combination with the metal rods. The arm is part of the flap and translates the
movement of the rod into a rotation of the flap around the hinge point. The hole in the arm
is used as a connecting point for the metal rod. How all components connect can be seen in
Figure 4.7. Figure 4.8 shows the full range of the flaps.
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Figure 4.7: Components of the complete airfoil used in the actuation of the flap

Figure 4.8: Left: lowest flap position, Middle: middle flap position, Right: highest flap position

4.3.4 Servo-Sensor holder

The sensor and servo motors are held in place in the servo-sensor holder. This is a section that
can be inserted into the main body of the airfoil and is shown in Figure 4.9.

The sensor is placed towards the back of the airfoil. In this location the protruding sensor
will have less affect on the airflow over the airfoil than a forward placement. Furthermore, the
effect of the flap position will be measurable. The noise of the non-insulated servo motor on
the sensor signal was negligible.

The sensor is held at a 45° angle to reduce flow separation over the airfoil, which may be
induced by the sensor. The sensor would act as a flat plate if placed under an angle of 90°.
A flat plate separates incoming flows whereas an inclined plate shows properties of flow
re-attachment (Shademan and Naghib-Lahouti, 2020). In Chapter 2 it was shown that flow
separation on the airfoil greatly reduces its lift. The limited bending of the sensor due to the
reduction of drag on the sensor, due to the inclination, is compensated by an increased flexi-
bility due to the gap in the middle section.

To hold the sensor in place it is clamped in between two walls. These walls each contain
two strips of copper tape. This method is also used in Cui (2021), Prakken (2019) and Kosmas
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(2020). The strips of tape form a connection with the conductive sections in the bottom part of
the sensor. Wires are also soldered to the copper tapes on the other side of the clamping walls
to allow the sensor to be placed in a Wheatstone bridge circuit.

The clamping mechanism of the sensor is part of the servo-sensor holder. The servo-sensor
holder can be seen in blue in Figure 4.4. It was made as a separate removable section to provide
access to the clamping mechanism. This allows for easy placement of the sensor and soldering
of the wires. The closed shape provides stability to the part.

The servos are also placed in the servo-sensor holder. They are placed in between the two
walls at the bottom. This prevents movement of the servos. Extra movement can be prevented
by placing tape over the walls and servo, as seen in Figure 4.7. The servos are flipped between
the left and right side of the airfoil such that the rotation point is pointing outwards of the
airfoil for both sides. This allows the flaps on both side of the airfoil to be actuated. The walls
are shifted between the left and right side to allow the axis of rotation of both servos to be on
the same axis.

Figure 4.9: the servo-sensor holder

4.4 The wind tunnel

In this section a short explanation will be given as to why the wind tunnel was used. Then the
shortcomings of the wind tunnel will be shown and how these are overcome.

Design decision for wind tunnel

One of the first decision made in this project was the choice between using either the available
educational wind tunnel (EWT), or a self-made setup. In order to make this decision the ad-
vantages and disadvantages of each setup were compared.

The advantage of the EWT is that it offers the possibility of a repeatable controlled flow, it
comes with a three dimensional force sensor that is already calibrated, and is designed for
testing of airfoils. The software of the EWT is however lacking. Data cannot be recorded while
the wind speed changes because the cursor needs to click to record one data point. The data
can also not be read out in real time.

The advantage of the self-made setup is that it can solve the software issues of the EWT.
The disadvantage of the self-made setup is that it will take a considerable amount of time to
research, design, build and program a system that can offer repeatable controllable flows. In
order to focus on the research question of this project the EWT is chosen as part of the setup in
this project.
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Figure 4.10: The EWT

Specifications of the EWT

The EWT is a wind tunnel designed by Aerolabs (Aerolab, 2021). The wind tunnel is shown in
Figure 4.10. The force sting balance, known henceforth as the stinger, sends its data to the NI
SCXI box (National Instruments, 2021) that controls the wind tunnel. This communicates with
the executable program on the EWT PC. These parts are further discussed below.

The stinger is the three dimensional force sensor of the wind tunnel that measures normal
force, axial force and pitching moment (Aerolab, 2021). This sensor is calibrated by Aerolabs
and its load limits are designed for optimal measurements in the wind tunnel. The stinger also
forms the attachment point for the airfoil, using the holder area in the main body of the airfoil.
The angle of the stinger can be manually changed by turning a knob.

The wind tunnel PC runs on the Windows XP operating system. The executable that com-
municates with the NI SCXI box (National Instruments, 2021) in the wind tunnel was designed
to run on this Windows XP operating system. The older operating system leads to compatibility
issues with potential hardware that only would run on newer operating systems. A glimpse of
the user-interface of the executable can be seen in Figure 4.11.

The executable offers a range of options. Zero preset allows the force readings to be set to zero.
Furthermore, two speed control options are present, one is by setting the fan speed and the
other is setting the wind speed. By setting the wind speed the wind tunnel will try to remain
at that wind speed by varying its fan speed. Data is recorded when the ‘take data’ button is
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Figure 4.11: The executable of the EWT

clicked. This data is saved in the memory of the executable. To extract the data the ‘save data’
button needs to be clicked.

Data is sent to the executable from the wind tunnel via a SCXI system from national in-
struments (National Instruments, 2021). This is made possible by a specific PCI Express
card (Farnell, 2021) placed in the wind tunnel PC.

The important limitations of the wind tunnel

The main limitation of the wind tunnel for this project is the data acquisition. The data of the
wind tunnel needs to be recorded and moved to the laptop running the RL algorithm. Using
only the provided executable the data acquisition will not suffice for the project. Furthermore,
due to a battery issue of the wind tunnel PC the time on the PC needs to be set manually.

Working with the limitations

Multiple methods have been tried to minimize the limitations of the EWT. These methods
included among others, looking into the possibility of direct data readouts from the sensor and
upgrading the executable on the EWT PC. However all of the tried methods did not succeed.
The final solution reached includes the use of an auto clicker and USB flash drive.

USB flash drive
A method for computers to transfer files between them is called file sharing. This was not
recommend by Microsoft for the windows XP operating system and new operating systems
such as the one on which the RL algorithm runs. Therefore the only method that remained to
share the data between the PC and laptop is using a USB flash drive.

Auto clicker
As mentioned previously the executable program records a data point when the ‘take data’ but-
ton is clicked. However, an RL algorithm will take multiple steps per episode. In the project
the RL algorithm takes 1000 steps at a fixed frequency of around 10 Hz. Ideally the data gath-
ered from the wind tunnel would also be taken each time the RL algorithm performs a step.
Manually clicking a button at a fixed frequency at least 1000 times is not humanly possible. To
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solve this issue an auto clicker was installed on the wind tunnel PC. An auto clicker can auto-
matically click at the location of the cursor for any set frequency. The auto clicker used for this
project was GS Auto Clicker (goldensoft, 2021). This auto clicker is chosen as it is compatible
with windows XP. As the executable program has a built in delay the auto clicker clicks every
0.07 seconds, this translates to a frequency of around 14.29 Hz.

Summary wind tunnel

The wind tunnel setup is as follows: the EWT with the already calibrated stinger is the desig-
nated wind tunnel for this project. In order to work with the limitations multiple methods have
been tried to read out the data differently. However, the final solution was a USB flash drive in
combination with an auto clicker.

4.5 Connective components

In this section the connective components of the system are discussed. These components
include the Arduino, DFRobot, Servo Motors, Wheatstone bridge and the micro controller. All
of these components can be seen in Figure 4.1.

Arduino

An Arduino Mega 2560 (Arduino, 2021) is used to communicate with the laptop and the rest of
the system. The Arduino is plugged into the laptop, with the RL algorithm, via a USB cable, this
supplies power and signal connection. The Arduino also acts as a power supply and ground
for the circuit part of the system. The Arduino reads out the flow sensor measurement via the
DFRobot and Wheatstone bridge. These will both be discussed in the following sections. The
data received from the DFRobot is then sent to the laptop with the RL algorithm. Furthermore,
the Arduino uses serial communication to receive signals from the laptop to actuate the servo
motors. The signal is translated such that both servo motors move in synchronization, this is
needed as the servo motors are flipped. The translated signal is sent to the servo motors. The
Arduino code is compiled using the Arduino IDE (Arduino, 2021).

DFRobot

DFRobot ADS 1115 is a high precision ADC, it is 16 bit versus 8 bit for the Arduino (Dijkshoorn
et al., 2021) (DFRobot, 2021a). Using this ADC allows the signal from the Wheatstone bridge to
be measured with a higher precision than measuring with just the Arduino. The communica-
tion between the Arduino and DFRobot is made possible by using the external software library
provided by DFRobot (2021b).

Wheatstone bridge

The Wheatstone bridge is the circuit in which the strain gauges of the flow sensor are mea-
sured. This is done using a half bridge configuration as seen in Figure 4.12. This allows for
precise measurements of the strain gauges (HBM, 2021). Furthermore this configuration is the
recommended for strain measurement on a bending beam (HBM, 2021). As the sensor is a
bending sensor this configuration was chosen. The chosen half bridge configuration also al-
lows for checking of the power supplied to the circuit. The fixed resistors of the circuit have a
value of 5.53 kΩ and 5.98 kΩ. In Figure 4.12, V1 and V2 are the locations where the DFRobot
measures the voltage via single-ended voltage measurements. The voltage and ground used in
this circuit are supplied by the Arduino.

Servo Motor

The servo motors, used to actuate the flaps, are two SG90 Tower pro servos (TowerPro, 2021).
This is a 9 g servo motor with a rotational range of 180°. This project uses 90° of this allowed
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Figure 4.12: Wheatstone bridge

range, the lowest used servo motor position is at 50° and the highest is at 140°. The servo motors
are placed in the airfoil’s servo-sensor holders as seen in figure 4.7.

The servo motors are each connected to the Arduino via a Pulse Width Modulation (PMW)
pin (ArduinoGetStarted, 2021). This output is used by the servo motor to determine the amount
of rotation. Even though the Arduino can supply the necessary power and ground needed to
run the servos, it will be supplied by an external power supply. This is done as a noise reduction
measure, being further described in the next section.

The microcontroller

The FRDM microcontroller (NXP, 2021) is used to supply the voltage and ground needed to
power the servo motors. This board is powered via USB cable that is plugged in to the wind
tunnel PC. This is done as a noise reduction measure and therefore increases the precision of
measurement for this project. Would the microcontroller not been used, the voltage supplied
to the Wheatstone bridge by the Arduino would fluctuate each time the servo motor is actuated.
Even using this microcontroller board this problem still exists, as the power supply by the USB
cable from the laptop still fluctuates. This occurs due to the high voltage the servo motors use
when being actuated, which in turn requires the voltage supplied to the Arduino to be compro-
mised. This then also leads to a compromised voltage supply to the Wheatstone bridge, as the
laptop USB voltage decreases when one of the USB ports is taking too much power. However,
when powering the microcontroller by the wind tunnel PC, voltage fluctuations in that circuit
will have no affect on those other components connected to the RL laptop.

4.6 Measurement and actions process

In this section an overview of how the measurements of the experiments are taken is given in
more detail. First the sensor measurements will be discussed, followed by the software used
and finally the wind tunnel measurements are briefly highlighted.

Sensor measurements

The flow sensor that is placed in the servo-sensor holder, which is located in the main body
of the airfoil, is connected to the copper tapes in the servo-sensor holder via clamping. Wires
are soldered to these pieces of copper tape which allows the flow sensor to be connected to
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the Wheatstone bridge. The Wheatstone circuit is constructed on a breadboard using fixed re-
sistors and the wires coming from the copper tape. The power and ground of the circuit are
supplied by the Arduino. When the flow sensor bends due to airflow, the strain gauges of the
sensor also bend accordingly. This changes the resistive values of the strain gauges, which
changes the voltage at point V1 in the Wheatstone bridge. This change represents a voltage
change, relative to the reference voltage V2, due to bending of the flow sensor, which is mea-
sured with the DFRobot. These measurements are sent to the laptop with the RL algorithm via
the Arduino.

Measurement code

To increase the measurement frequency of the DFRobot, the provided library of the
DFRobot (DFRobot, 2021b) on the Arduino was changed. A change was made in the delay
value of the readVoltage function. The original delay value of 100 ms was changed to
10 ms. This leads to a maximum measurement frequency of 22 Hz for the measurements sent
out by the Arduino. The measured values of V1 and V2, by the DFRobot, are sent to the laptop
with the RL algorithm, via the Arduino, every time both measurements are taken.

Software Environment

A programmed environment and pySerial (Chris Liechti, 2021) facilitate communication be-
tween the Arduino and the RL algorithm. The signals can be requested and are used as the
observation inputs for the RL algorithm. In turn the RL algorithm can send its actions via the
programmed environment.

Wind tunnel measurements and actions

The EWT, with the already calibrated stinger, is used to measure the normal and axial forces on
the airfoil. These forces can be used to calculate the lift and drag on the airfoil. The forces mea-
sured by the stinger are used in the reward function of the RL algorithm. The wind tunnel speed
is manually set per experiment. The wind tunnel and auto clicker are turned on manually. The
measurement data is transferred from the EWT PC to the laptop via a USB flash drive.

4.7 The RL algorithm

The RL algorithm, TD3, has certain parameters that need to be set. These parameters are listed
in Algorithm 1. In this project all six neural networks have two hidden layers. Hidden layer one
contains 400 neurons and hidden layer two contains 300 neurons. The Adam optimizer is used
to update the critic NNs and the actor NN. The Adam optimizer is used with learning rates α
for the actor NN and δ for the critic NNs. The other parameters of the TD3 algorithm can be
seen in Table 4.1.

The experiments all have a warm up period. The length of the warm up period will either
be either 2000 or 3000 steps, depending on the specific experiment. The system chooses
random actions, whilst steps are performed in the warm up period of a training run.

4.7.1 Normalization and moving average

To make it possible for the TD3 algorithm to interact with the environment it needs to be able
to communicate with the servo motors, the sensor and the wind tunnel. This is done using a
section of code that translates and transmits incoming and outgoing data. The used TD3 algo-
rithm only performs effectively with observation and action values in the range of -1 and +1.
The 90 possible servo motor positions are scaled to fit in this range. The incoming observation
data is also scaled. This is done by a normalization test performed before every training run.
This normalization step was done by bending the sensor all the way down to the airfoil in the
direction of the air flow from the wind tunnel, by hand. The range and average of the measured
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Name Symbol Value
Discount factor γ 0.99
Standard deviation of the noise σ 0.04
Learning rates α, δ 0.001
Soft updating rate τ 0.005
Clipping value c 0.5
Standard deviation of the noise regulation σ̃ 0.2
Batch size N 100
Actor update d 2
Loop sizes Ni , N j 1000

Table 4.1: Values for the TD3 algorithm parameters for this project

values are used to scale the observation data.

Due to the the wind tunnel limitations the rewards for the TD3 algorithm, obtained from
the environment, are added after the algorithm is done interacting with the environment.
The rewards are synchronized with the existing data via timestamp comparison. As the EWT
records data by the second, and not in milliseconds, synchronization of the rewards with the
existing data is done in seconds. The rewards given to the algorithm are the same for every time
step in a given second, this is the average reward of that given second. The reward is inserted
into the system via a USB flash drive.

To increase the resolution and decrease the noise, a moving average (MVA) of the sensor
observations is used as the observation input for the RL algorithm.

This MVA uses 10 sensor measurements to create the observation input for the RL algorithm. A
MVA of 10 can reliably increase the resolution of the signal with one bit (Atmel, Seen 2021). The
noise is reduced by a factor of

p
10 (Smith, 1985). In case the system receives a measurement

error from the environment the previous observation will be used.

To allow the servo motors to reach the desired position, every other time step will repeat
the action, chosen by the RL algorithm, from the previous time step.

RL algorithm implementation

The RL algorithm was programmed in Visual Studio (Microsoft, 2021) with programming lan-
guage Python 3 (Van Rossum and Drake, 2009) using the tensorFlow package (Abadi et al.,
2015) and openAI Gym (Brockman et al., 2016).

4.8 Conclusion

In this chapter the experimental setup is established and how each of the components play
their part and interact with one another. The setup presented is used in the experiments, which
are further discussed in the upcoming chapter. This chapter also explains the reasons behind
the decisions taken for the components. It can be concluded that in order for an experimental
setup to work many adaptations are required. Furthermore, certain hardware components can
cause limitations which require workarounds and leave drawbacks in the research.
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5 Experiments

In this chapter the initiation step is discussed, this step is performed before every experiment
session. Here the baseline exploration is also included. Then the basis for the training of the
RL algorithm is explained, followed by the simulation of the training experiments. Finally the
three real world training experiments are featured.

5.1 Initiation

After connecting all the hardware and mounting the airfoil, the EWT is manually turned on to
start the experiments and the time is synchronized to the laptop with the RL algorithm. The
servo motors attached to the flaps of the airfoil are set to the 95 position, halfway between the
minimum and maximum angles of the servomotor, which then allows the force balance stinger
to be set to zero for the start of the measurements. This is done so the airfoil weight is not
affecting the measured forces.

5.1.1 Baseline values

After the initiation steps, the baseline values of the set-up, airfoil and sensor can be measured.
This step is not performed at the start of each experiment, but is performed to find the base-
line properties of the previously mentioned components. The baseline values are found for
different wind speeds for incremental flap positions which together covers the whole range of
possible flap position. The baseline values for the airfoil are measured in normal force and axial
force. From these the lift and drag force are derived using the manually set angle of the stinger.
For the flow sensor, the effects of the changing resistive value of the strain gauges due to bend-
ing under the airflow, is measured in mV via the Wheatstone bridge. As mentioned previously
the voltage at V1 in the Wheatstone bridge is measured with the DFRobot in combination with
the Arduino. The baseline values for the fixed resistors side, V2, of the Wheatstone bridge are
measured in the same fashion. V1 and V2 can be seen in Figure 4.12.

Method

The steps to measure the baseline values are as follows. The flaps are moved at a set path with
the stinger set to an angle of 6°. The flaps are moved after a fixed amount of data points have
been taken for that corresponding flap position, at a set wind speed. After a small time interval
has passed (10 seconds) the measurements are turned on. This is done to allow the airflow to
settle over the airfoil before starting the measurements. The measurements are done for 300
data points at a frequency of approximately 20 Hz. This was repeated for each flap position in
the set path. Meanwhile, the auto clicker was turned on constantly during both the settling
and the measurement period to obtain constant measurements from the EWT. This process
was performed for wind speeds: 3, 5, 7, 9, and 11 ms−1. This resulted in a baseline for each of
those wind speeds for the airfoil, sensor and Wheatstone bridge resistors. Using Equations 5.1
and 5.2, the lift and drag can be calculated from the measured normal and axial force (Aerolab,
2021). Here Nforce and Aforce represent the normal and axial force. α is the angle of attack which
is determined by the angle of the stinger. In this project the angle of the stinger and thus the
angle of attack, α, is kept constant at 6°. This angle is chosen as it ensures a certain amount of
generated lift by the airfoil.

Flift = Nforce ∗cos(α)− Aforce ∗ sin(α) (5.1)

Fdrag = Nforce ∗ sin(α)+ Aforce ∗cos(α) (5.2)
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5.1.2 The training process

In this subsection the followed training process for each of the experiments discussed below, is
explained in more detail. As the process is approximately the same for each of these training
experiments, the standard method is explained in this section. A scheme of the training can be
seen in Figure 5.1. The measurement session component is performed for each measurement
session. The initializing learning component is performed at the start of each training session.
The orange component shows what happens each episode. The red and blue sections in the
orange component are the interaction and updating phases of the TD3 algorithm, which can
be seen in Algorithm 1. Each episode in the experiments has 1000 steps.

Figure 5.1: Scheme of the training

Initializing software

Before starting any of the training, the TD3 algorithm initializes its policy parameters, Q-
function parameters, target policy parameters and target Q-function parameters. Additionally,
an empty replay buffer is created.

Normalization sensor

After the initialization of the software, the program request that the normalization test is per-
formed. The normalization test is done by manually bending the flow sensor in the direction
of the air flow, until it touches the airfoil. This normalization step is explained in more detail
in Chapter 4.7. The found values of this step are used to normalize the measurements from the
Wheatstone bridge between the ranges -1 and +1.

Training

Now the training episode can begin. The RL algorithm gives a grace period of ten seconds
to set the EWT to a desired speed and to turn on the auto clicker. Then the data used in the
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reward function can be recorded. Following this, the RL algorithm receives the normalized
MVA observation from the software environment, which receives data from the Arduino. Using
this observation an action is chosen by the RL algorithm. This action is performed by the servo
motors to move the flaps. The flaps only move every other step because of the repeated actions
in alternating time steps. As mentioned before this is done to ensure that the servo motors
can reach the desired position before receiving a new command. After the action is performed
the new state is reached. The RL algorithm receives the normalized MVA observation from
the software environment. An arbitrary reward is given which will later be overwritten by the
rewards from the EWT data. The observation, action, reward and the new observation are
stored in the previously mentioned replay buffer. This process is repeated 1000 times.

Reward data
Once all observations have been collected the auto clicker is manually turned off. The data
from the EWT is stored on an USB flash drive and transferred to the laptop with the RL algo-
rithm. From this the reward is found and by using time synchronization, matched to the state
and observation of the RL algorithm. This replaces the arbitrary rewards.

Learning and noise free tests
After the step mentioned in previous paragraph the RL algorithm performs its learning process
as seen in the pseudo code in Algorithm 1. Once the learning is completed the next training
episode can be started at a different wind speed. The process mentioned in this section, Sec-
tion 5.1.2, is repeated. Before a new episode is started the RL algorithm can be tested. This
is done by letting the algorithm choose actions without exploration noise based on incoming
normalized MVA observations. In the experiments below exploration noise free tests are per-
formed to assess the performance of the algorithm.

5.2 Simulation of training

In this section the simulations of the experiments will be explained in detail. The simulations
of the training will be used to determine the number of episodes the actual experiments will be
trained for. The RL algorithm, in the simulation runs, will be trained to reach the maximum lift
and reach a specific lift. The reward functions in both simulations reflect these goals.

5.2.1 Method

In the simulation only the RL algorithm is used. No wind tunnel, air foil or sensor is used. The
RL algorithm will only perform the orange component as seen in Figure 5.1. However, there are
a few changes made for the simulation run. Instead of a sensor observation found at the set
wind speed, the RL algorithm receives a normalized observation at a predetermined level with
added noise.

This predetermined level is based on observed values of the observations in real experiments
and changes per episode. The levels for V1 are set to −0.129 and −0.34. These levels for V1
represent normalized observations for 3 and 9 ms−1 wind speeds.

The level for V2 is set to 0 for all episodes. The lift, used in the reward, is determined by the
baseline experiments. For the wind speeds of 3 and 9 ms−1 a fit for the lift, per flap position,
is found. From this fit the lift can be assumed for each action the RL algorithm chooses in the
simulations. To further simulate the shortcomings of the wind tunnel the rewards for every 10
steps are the same. This reward depends on the actions taken of the previous 10 steps. From
the actions of the previous 10 steps lifts are calculated. These lifts are averaged and this average
lift is used to calculate a reward based on the reward function. This is then the reward that is
given to the current 10 steps. This is used to simulate a delay in the reward. It also simulates
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the effect that in the real experiments all time steps, within a second, receive the same reward.

The reward function for the maximum lift simulation will be equal to the lift, thus a higher
lift gives a higher reward. For the simulation that needs to reach a specific lift goal the reward
function will be that of Equation 3.1. Here the desired lift is set to 0.15 N.
For both simulations the warm up period will be two episodes and each episode will be 1000
steps.

5.3 The training experiments

In this section the training experiments performed are explained in more detail. First learning
the maximum lift value is explained, followed by learning a specific normal force and lift at
different wind speeds.

5.3.1 Experiment 1: learning maximum lift/normal force value

In this first experiment the goal was for the RL algorithm to learn how to position the flaps
in such a way that the maximum lift can be reached for different wind speeds. The reward
function in this experiment was set to be equal to the lift. A higher lift leads to a higher reward,
therefore the RL algorithm was taught to maximize lift. This experiment was done to assess if
the RL algorithm and system can match the maximum lift. The optimal action to maximize the
lift is the same for each wind speed.

Method

The training for this system was done at two different wind speeds, namely 3 and 9 ms−1. Each
wind speed was used for 3 episodes, together totalling 6 training episodes. The warm up period
was set to be equal to two training episodes. The training steps were performed as described
in section 5.1.2. The exploration noise free test was performed between some of the episodes
for each training wind speed and an unknown wind speed, for the RL algorithm, of 7 ms−1.
Table 5.1 shows all these parameters.

Parameter Value
Wind speeds 3 ms−1 and 9 ms−1

# of episodes per wind speed 3
Total amount of episodes 6
Warm up period 2
Unknown wind speed 7 ms−1

Table 5.1: Parameters for experiment 1

5.3.2 Experiment 2: learning a set lift/normal force value using two wind speeds

In the second experiment the goal for the RL algorithm was to learn how to position the flaps
in such a way that a specified lift/normal force value is reached. Unlike in experiment 1, the
optimal flap position differs with wind speed. The reward function for this experiment is seen
in Equation 3.1.

Fmeasured fluctuates depending on the wind speed and flap position. Fdesired was set to be
equal to a lift/normal force of 0.15 N. The goal of this experiment is to assess the ability of the
RL algorithm to reach the desired value at two different known wind speeds and one unknown
wind speed.
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Method

The training in this experiment was done in the same method as for experiment 1 but with
various different parameters. The parameters are shown in Table 5.2.

Parameter Value
Wind speeds 3 ms−1 and 9 ms−1

# of episodes per wind speed 6
Total amount of episodes 12
Warm up period 2
Unknown wind speed 7 ms−1

Table 5.2: Parameters for experiment 2

5.3.3 Experiment 3: learning at three different wind speeds

The third experiment was similar to the second experiment. The goal was again for the RL
algorithm to learn how to position the flaps in such a way that a specified lift/normal force
value is reached. This experiment uses the same reward function as experiment 2. However,
in this experiment the RL algorithm was subjected to three different wind speeds. The goal of
doing this additional experiment was to assess if the RL algorithm performed differently when
trained with either two or three known wind speeds. This assessment was done by comparing
the reached lift by the RL algorithm on the known and unknown wind speeds.

Method

The training in this experiment was done in the same method as for experiment 1 and experi-
ment 2 but with various different parameters. The parameters are shown in Table 5.3.

Parameter Value
Wind speeds 3 ms−1, 9 ms−1 and 11 ms−1

# of episodes per wind speed 6
Total amount of episodes 18
Warm up period 3
Unknown wind speed 7 ms−1

Table 5.3: Parameters for experiment 3

5.4 Conclusion

In this chapter the three types of experiments were introduced: baseline, simulations and train-
ing experiments. How each experiment is conducted and the goals of the experiments are dis-
cussed. From creating the experiments the necessity of the initiation steps was established.
Furthermore, it can be concluded that due to limitations in the experimental design, running
of the experiments requires many manual steps and processes. The results of the experiments
are presented in the next chapter.
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6 Results

This chapter contains the results of the experiments. The sequence is the same as the chapter
above and therefore first discusses initiation, then the experiments one through three.

6.1 Baselines

In this section the initiation is discussed. During the initiation steps, performed before the
experiments, the baseline values for normal, axial, lift and drag forces are found. The effects of
the changing resistance, in the sensor strain gauges, on the voltages in the Wheatstone bridge
are also found.

6.1.1 Baseline values

Plot 1: normal force

In Figure 6.1, presented below, the normal force baseline is shown. The plot has normal force
plotted against time. Normal force is presented in N and time is presented in steps, each rep-
resenting a measured data point. The total amount of time is approximately 7 minutes and 10
seconds. The right y-axis is to represent the black line of the plot, which showcases the position
of the flap, with the unit representing the flap position. In the plot each colour represents the
measurement done at a different wind speed. Where blue is 3 ms−1, red is 5 ms−1, yellow is
7 ms−1, purple is 9 ms−1 and green is 11 ms−1. These colours are consistent with their respec-
tive wind speeds for all of the upcoming baseline plots.

From Figure 6.1 it can be seen that the wind speed and flap position greatly affect the measured
normal force. The wind speed versus normal force is explained in Equation 2.4. The highest
normal force can be seen at the lowest flap position. When normal force is at its minimum the
flap position is at its maximum. At a flap position of approximately 100 the airfoil produces the
same amount of normal force regardless of the wind speed. In the graph this is the point where
the different wind speed lines intersect.

Plot 2: axial force

Figure 6.2 shows axial force versus time steps. The x-axis shows the time steps and the y-axis, on
the left side, shows the axial force in N. The y-axis on the right side represents the flap position.
This is similar to Figure 6.1. From this graph it can be seen that when the flap position increases,
an increase in axial force is observed. Furthermore, a higher wind speed always has a higher
axial force at a set flap position for this set up.

Plot 3 and 4: lift and drag

Lift and drag are derived from the normal and axial force as seen by Equation 5.1 and Equa-
tion 5.2. A strong resemblance between the graphs of lift and normal force and the drag and
axial force can be seen. Both plots have force in N on the left hand y-axis, the time steps on
the x-axis and flap position on the right y-axis, similar to Figure 6.1. The black line in the graph
represents the path taken by the flaps. The coloured lines are the lift and drag forces at each
measured wind speed. In Figure 6.3 the force measured is lift, while in Figure 6.4 the drag force
is measured. The notable points in the graphs for the lift and drag forces correspond with the
Figure 6.1 and the Figure 6.2 observations, respectively. The lift is higher for low flap positions,
this corresponds to the theory as seen in Figure 2.5.
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Figure 6.1: Experiment baseline Normal force
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Figure 6.2: Experiment baseline Axial force
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Figure 6.3: Experiment baseline Lift force
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Figure 6.4: Experiment baseline Drag force
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6.1.2 Wheatstone bridge measurements

In this section the sensor output during the baseline measurements is shown with three plots.

V1 (sensor)

The graph in Figure 6.5 shows the measured values by the DFRobot over the sensor side, V1, of
the Wheatstone bridge, known onwards as sensor measurement.

In Figure 6.5 the sensor measurement in mV is plotted against time steps, with a right hand
y-axis representing the flap position. The colours of the wind speeds are the same as in the
figures above, explained in Section 6.1.1. Fluctuations between whole numbers in the sensor
measurements in the graph show the limits of the resolution of the DFRobot.
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Figure 6.5: Experiment baseline Raw sensor

Moving average of V1

In Figure 6.6 the previous plot from Figure 6.5 has been transformed using a moving average
of ten data points. This graph shows the input for the RL algorithm. The moving average was
taken for each respective flap position, this signifies that a new flap position leads to a restart-
ing of the moving average process. The y-axis presents the measured values from the sensor
measurement in mV, the x-axis presents the time steps and the right hand y-axis presents the
flap position.

V2 (resistors)

Figure 6.7 shows the measured output of the resistor side of the Wheatstone bridge by the
DFRobot. The axes present the same values as above. A great number of the output was mea-
sured to be between 2212 and 2213 mV regardless of the wind speed and flap position.
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Figure 6.6: Experiment baseline MVA(10) sensor
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Figure 6.7: Experiment baseline Raw Resistors

6.1.3 Hysteresis

In this section hysteresis is checked for the lift around the airfoil and the flow sensor.
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Folded average for hysteresis lift

Figure 6.8 show a plot with on the y-axis the lift in N and the flap position on the x-axis. This
plot is created by taking the average lift for the flap positions. This specific graph showcases
the average lift for the 9 ms−1 wind speed measurements. These averages are differentiated be-
tween the upward and downward movement of the flap seen in blue and red, respectively. This
graph was plotted to check for hysteresis in the lift of the airfoil. The upward and downward
movements of the flap are close together, which is why sometimes in the graph the colours are
difficult to differentiate. The standard deviation of the lift is shown by the error bars surround-
ing the data points.
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Figure 6.8: Hysteresis check Lift

Folded average for hysteresis sensor

The Figure 6.9 is similar to Figure 6.8, except that the y-axis now represents the average ob-
served sensor measurements per flap position in mV. Unlike the graph in Figure 6.8, in Fig-
ure 6.9 the data points are easily distinguished from another as the upward and downward
data points follow a different path. The standard deviation of the sensor output is shown by the
error bars surrounding the data points. This graph was plotted to check for hysteresis in the
sensor measurement.
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Figure 6.9: Hysteresis check Sensor

6.1.4 Analyses of the forces

In this subsection a more classical analysis approach of the forces upon the sensor is carried
out by comparing the lift to different variables.

In Figure 6.10 the average lift at a given flap position is plotted against the average V1 sen-
sor output. This is done for all the measured wind speeds. These are represented each by their
respective colours. Larger wind speeds have a larger lift range, therefore leading to a larger
state versus lift curve.

Using the information found in Figure 6.9 it can be concluded that the lowest data point of
each curve represents the data measured at the flap position of 150. From this point two lines,
per wind speed, are seen moving upwards. The left line of these two lines contains the data
points measured in the upward movement of the flaps. The right line contains the data points
measured during the downward movement of the flaps. The end data points of each line
represent the average data taken at the flap position of 50.

In Figure 6.11 the lift is plotted against the drag, these values were found during the base-
line experiment. Each data point in the curve represents the average lift and drag for that
respective flap position and specific wind speed. The wind speeds are represented by the
different coloured lines.
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6.2 Simulations

In this section the results of the simulation are shown. Both simulations were trained using two
predetermined baseline values for the observations.

6.2.1 Maximum lift

The results of training the system in the simulation can be seen in Figure 6.12. The x-axis of the
plot shows the steps of the system, each episode contains 1000 steps. This plot contains four
y-axes.

The leftmost y-axis, seen in red, presents the simulated wind speed in ms−1. The other left
y-axis, seen in yellow, presents the MVA of the set sensor observations in mV. The rightmost
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axis, seen in green, represents the action in flap position. The other right y-axis, seen in blue,
represents the reward of the system. The red line in the plot corresponds with the red y-axis
and shows the simulated wind speed per step. The yellow line in the plot corresponds to the
yellow y-axis and shows the MVA of the set sensor observation per step. The green line and
green area corresponds to the green y-axis. The green line is the average action taken in that
episode. The green area is the standard deviation of the action in that given episode. The blue
line in the plot corresponds to the blue y-axis and shows the average reward per step for the
episode. In this simulation the reward was set to be equal to the lift.

It can be seen, from the large standard deviation in the flap position, that the system ex-
plores the environment in the first two episodes of the training. After the first two episodes the
average flap position is set to almost 50. This it the flap position that reaches the theoretical
maximum lift for all wind speeds.

Figure 6.12: Finding maximum lift in the simulation

6.2.2 Target lift

In Figure 6.13 the same axes as in the figure above are used. The standard deviation of the
reward is added, as seen by the blue area. From this plot it can be seen that the RL algo-
rithm learns two different positions for the flaps in regards to the different input observations.
These positions were used to simulate the different wind speeds. Although slight variations
can be seen in the average flap position and reward, after episode 4, it is relatively constant for
episodes with similar input observations. The positions found, for the different input observa-
tions, are close to the optimal position as seen by the near zero reward.
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Figure 6.13: Finding a lift of 0.15 N in the simulation

6.3 Experiments

The following section presents the results from the experiments one through three. The first ex-
periment performed was for the RL algorithm to learn the optimal flap position for maximum
lift. Experiment two and three were performed for the RL algorithm to match a predetermined
lift/normal force at various wind speeds. Experiment two trained at two wind speeds and ex-
periment three trained at three wind speeds.

6.3.1 Experiment 1

Experiment one trained the RL algorithm to learn the optimal flap position for maximum lift.

Plot of the training

The training was performed using the moving average of the mV measured by the DFRobot in
the Wheatstone bridge. In Figure 6.14 the plot of the training for the experiment is shown. This
plot has one x-axis and four y-axes. The x-axis of the plot shows the steps of the system, each
episode contains 1000 steps. The leftmost y-axis, seen in red, presents the set wind speed in
ms−1. The other left y-axis, seen in yellow, presents the normalized MVA of the sensor observa-
tions. The rightmost y-axis, seen in green, presents the action in flap position. The other right
y-axis, seen in blue, presents the reward of the system. The red line in the plot corresponds
with the red y-axis and shows the set wind speed per episode. The yellow line in the plot
corresponds to the yellow y-axis and shows the normalized MVA of the sensor observation per
step. The green line and the green area corresponds to the green y-axis. The green line is the
average action taken in that episode. The green area is the standard deviation of the action

Robotics and Mechatronics T.C.Hommels



44 Control of a wing flap using 3D printed flow sensors and reinforcement learning

in that given episode. The blue line in the plot corresponds to the blue y-axis and shows the
average reward per step for the episode. In this simulation the reward was set to be equal to
the lift.

Every 1000 steps the set wind speed, average reward and average action with its standard
deviation all change due the start of a new episode. The plot shows that in the first two
episodes the system explores the environment. This can be seen from the large standard de-
viation of the action. Furthermore, the sensor observation show clear differences between the
episodes with different set wind speeds.

In addition, it can be observed that the average action also changes with the set wind speed.
The average action also drops between episode 3 and 5, these two episodes have the same set
wind speed. For episodes 4 and 6 the average action stays the same. The average reward also
changes as the set wind speed changes.

Figure 6.14: Training for maximum lift at 2 wind speeds

Exploration noise free test

In Figure 6.15 the results of the exploration noise free tests is shown. Testing lets the system
choose its actions without exploration noise. In this plot the average lift value of each noise
free test is displayed. The data points are displayed as x in the plot. The data points, for a spe-
cific wind speed, are connected via a trend line. The lift of the system at different wind speeds
was tested after the training of episodes two and six. The wind speed tested were 3 ms−1, 9 ms−1

and the unknown wind speed, chosen to be 7 ms−1. In total six tests were performed.
It can be seen that the lift generated by the system differs for each wind speed but stays rela-
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tively constant between the test for a given wind speed, however a small upwards trend can be
seen.
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Figure 6.15: Testing of the system for lift

6.3.2 Experiment 2

In this section the results for experiment two are shown. Experiment two trained the RL algo-
rithm at two wind speeds: 3 ms−1 and 9 ms−1. During the tests the system was also exposed
to a wind speed of 7 ms−1, this represent the unknown wind speed. Two training session were
performed. One for optimizing normal force and the other for optimizing lift.

Plot of the training

Figure 6.16 and 6.17 both show a plot that contains the important training data for experiment
2. This plot has one x-axis and four y-axes. The axes for this plot are the same as the axes for
the training plot of the previous experiment. The blue y-axis still present the reward, however
the reward function has changed with respect to the last experiment. The reward function is
now set to reach a target lift/normal force of 0.15 N. The reward function was set to normal
force and lift separately, therefore the experiment was done twice, resulting in two plots.

The lines in these plots also represent the same variables as describe in the previous plot
in Figure 6.14. However, an extra blue area can be seen in the plot. This represents the standard
deviation of the reward.

When looking at the plot for normal force in Figure 6.16, it can be seen the the observa-
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tions show a clear difference when the set wind speed changes. This is represented by the
block shape of the yellow line. Additionally, it can be seen that the average action per episode,
taken by the system, also changes throughout the training. In later episodes the average action
taken remains relatively constant with regard to the wind speed. The same observation can be
made for the average reward, shown by the blue line. It can be seen that the standard deviation
of the reward is higher when the set wind speed is also higher.

In Figure 6.17, the lines represent the same measurement as in the previous figure, how-
ever the reward is now based on lift instead of normal force. Also for this experiment it can
be seen that during the first 2 episodes the system was exploring and therefore the standard
deviation surrounding both the green and blue lines is large. Throughout the learning the
standard deviation becomes smaller and more constant. The standard deviation is never zero
due to the exploration noise in the actions taken. Also in this plot, the block formation of the
lines can be seen in the yellow observation line when the set wind speed changes. The values
of the observation by the sensor, differs from the observations in the normal force experiment.
This can be seen from the two levels the sensor reaches at the different set wind speeds. In
Figure 6.16, the two levels are −0.4 and −0.2. For Figure 6.17 the levels are −0.2 and 0 at the
same wind speeds. The system reaches the constant action sooner than in the normal force
experiment, this is seen from the two plots. Furthermore, the average reward is lower when
training on lift rather than training on normal force, shown by the lower blue lines in the plot.

Figure 6.16: Training for Normal Force of 0.15, 2 wind speeds
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Figure 6.17: Training for Lift of 0.15, 2 wind speeds

Exploration noise free test

In this section the average lift of the exploration noise free tests for experiment two are shown.
The tests were performed on the RL algorithm that trained on lift, this training can be seen
in Figure 6.17. The plot which shows the results of testing the system for lift is shown in the
Figure 6.18. The test were performed after episodes 2, 6 and 12, this is presented by the x-axis.
In the plot the y-axis represent the average lift in N. The average lift was plotted for clarity as
it did not change during the tests at the set wind speeds. The blue data represents the test
performed at 3 ms−1. The orange data represents the test performed at 9 ms−1. The yellow data
represents the test performed at 7 ms−1, the so called unknown wind speed. The red line in
the plot indicates the target lift value of 0.15 N. From the plot it can be seen that the lift lines,
generated by the system, do not reach the red line which represents the target lift value in the
test experiment. Only the yellow line, for the wind speed of 7 ms−1, has a constant downward
trajectory towards the target red line.
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Figure 6.18: Testing of the system for lift

6.3.3 Experiment 3

In this section the results for experiment three are shown. Experiment three trained the RL
algorithm at three wind speeds: 3 ms−1, 9 ms−1 and 11 ms−1. During the tests the system was
also exposed to a wind speed of 7 ms−1, this represent the unknown wind speed. Two training
session were performed. One for optimizing normal force and the other for optimizing lift.

Plot of the training

The training of the system for the optimal normal force and optimal lift can be seen in the Fig-
ures 6.19 and 6.20, respectively. In these figures the plots have the same axes as described in the
section of experiment two (Section 6.3.2). The lines and areas also represent the same variables.

From the normal force optimization experiment in Figure 6.19 it can be seen that the sys-
tem explores during the first three episodes. This becomes obvious from the large green area
representing a large standard deviation in the average action. It can be further seen that the
sensor observation varies with the changing set wind speed in the block shape of the yellow
line. The blue line, representing the average reward per step at the given episode, increases
and becomes more constant as the number of episodes rise. The standard deviation of the
average reward becomes smaller as the reward reaches zero. At approximately time step 16000
a downward spike in the yellow line can be observed. Both the blue and green lines have a
larger standard deviation than in the episodes before, most likely due to this spike.

In Figure 6.20 the training of the RL algorithm optimized for lift is shown. Similarly to the
normal force training plot the first three episodes are exploration episodes, seen by the large
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standard deviation surrounding the blue and green lines. These lines represent the average
reward per step in a given episode and the average action in an episode. Unlike the normal
force training plot the reward does not become increasingly higher nor constant. The average
action has no clear trajectory.

Figure 6.19: Training for Normal Force of 0.15, 3 wind speeds
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Figure 6.20: Training for Lift of 0.15, 3 wind speeds

Exploration noise free test

In this section the average lift of the exploration noise free tests for experiment three are shown.
The tests were performed on the RL algorithm that trained on lift, the training can be seen in
Figure 6.20. The plot which shows the results of testing the system for lift, is shown in the
Figure 6.21. The test were performed after episodes 2, 6, 12 and 18 presented by the x-axis. In
the plot the y-axis represent the average lift in N over the duration of the test. Only the average
lift was plotted, for clarity purposes, as it did not change during the tests at set wind speeds.
The blue data represents the test performed at 3 ms−1. The orange data represents the test
performed at 9 ms−1. The purple line represents the 11 ms−1. The yellow data represents the
test performed at 7 ms−1, the so called unknown wind speed. The red line in the plot indicates
the target lift value of 0.15 N.

After episode 2, the blue and yellow lines start on a downward trajectory towards the red
target lift line. The blue line, representing the lift at 3 ms−1, intersects the red target lift line.
After episode 12 the yellow, purple and orange lines move towards the red target lift line. The
blue line slightly deviates from the red target lift line.

Eventually, only the blue line briefly reaches the target lift for all testing trajectories. When com-
paring all final lift tests, performed after episode 18, it shows that the yellow line representing
the so called unknown wind speed ends furthest away from the target red line, while both the
purple and orange lines drastically drop towards the red line.
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Figure 6.21: Testing of the system for lift

6.3.4 Sensitivity analysis

During the project multiple training runs were performed. Many of these runs showed that the
system is sensitivity to unknown factors. In the first section a sudden measurement change is
shown, the second section shows a dynamic wind speed test.

MVA drop

Below a graph is shown which showcase the effects of a small change in the system, in this
case a power drop to the Wheatstone bridge, and how this effect affects the results. In this run
of experiment two on normal force, after episode 19, the voltage supplied to the Wheatstone
bridge suddenly dropped

The sudden drop can be seen in Figure 6.22 which shows the outputs of the resistor side
and the sensor side of the Wheatstone bridge. The resistor side should be constant. The y-
axis represents the normalized MVA observations measured in the Wheatstone bridge by the
DFRobot. The x-axis represents the total steps. After time step 2∗104, which is the last step
of episode 19, the normalized MVA for V2 drops from the constant nearly zero, to a sudden
-0.25. The measurement over V1 in the Wheatstone bridge also showed that at step 2∗104

the normalized MVA drops from the steady fluctuation between -0.4 and -0.3, to a fluctuation
between -0.6 and -0.5.

These two plotted lines show that the setup is sensitive to effects other than wind speed.
The drop in MVA measurements in V2 and V1 rendered the results unusable and experiment
two was run again.
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Figure 6.22: Observation of V1 and V2 with an unexpected drop

Dynamic wind speed

In all of the results above the wind speed was set for a whole episode. During the testing of the
setup and RL algorithm a dynamic wind speed was tried. However, due to these changing wind
speeds, the lift data could not be recorded. This was attributed to wind tunnel limitations. The
plot in Figure 6.23 shows how the system behaves in a dynamic environment.

In Figure 6.23 the outputs of the normalized MVA observations at the sensor side, V1, and
the resistor side, V2, of the Wheatstone bridge are plotted in blue and red, respectively. These
outputs correspond to the left y-axis. The action taken by the system is plotted in yellow and
corresponds to the right y-axis. The x-axis presents the time steps with steps taken at a 10 Hz
interval. The wind speed started at 11 ms−1, moved to 3 ms−1, followed by 9 ms−1, then wind
speed zero and finally back up to 9 ms−1. The dynamic wind speed turning points can be
followed by the peaks and valleys in the V1 MVA in Figure 6.23. From the action plot in the
graph it is seen that the action changes as the V1 MVA also changes. With the exception of the
first wind speed, the actions taken increase as the wind speed goes down and decrease when
the wind speed goes up. This showcases the reaction of the system to these dynamic wind
speeds performed in one test.

6.4 Conclusion

This chapter has shown the results of the experiment that were performed. The key sections in
the multiple graphs were also highlighted. It can be concluded that each experiment served a
purpose and produced differing results. The baselines were established and traditional aerody-
namic analyses gives insights into the forces upon the airfoil. The analysis of the found results
from the simulations and experiments are given in the next chapter.
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Figure 6.23: Observation and actions of the dynamic test
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7 Discussion

In this chapter the results are discussed in more detail. The conclusion is found and the in-
terpretations of the results are given. Furthermore, the drawbacks of this project and future
research are discussed.

7.1 Answering the RQ

In the introduction the research question was given, which is as follows:

1. "How can a 3D printed flow sensor in combination with RL be used to actively control
the flight control surfaces of an airfoil in a real-world setup such that the airfoil reaches
specific predetermined lift values?"

This project performed three experiments with an airfoil combined with a 3D printed flow sen-
sor and flaps controlled by an RL learning algorithm in an EWT to answer the research question
and the sub research questions. The two sub research questions were formulated to assist in
answering the main research question.

1. To what degree can the 3D printed flow sensor detect a change in flow over the airfoil due
to a change in wind speed or flight control surfaces?

2. To what degree can the RL algorithm distinguish different readings from the 3D printed
flow sensor?

Sub research question one can be answered with the baseline experiments. Here, the 3D
printed flow sensor showcased the possibility of detecting the different wind speeds and the
effects of the flaps on the airflow over the airfoil. Hysteresis was however observed in the sensor
readings. Therefore, the answer to sub research question one is that a 3D printed flow sensor
can detect a change in flow over the airfoil, however the accuracy can be called into question
due to hysteresis.

The second sub research question can be answered with experiment two and three. With the
readings of the 3D printed flow sensor the RL algorithm showed that it is capable of changing
it’s chosen action when the readings also changed. In the figures the action of the RL algorithm
can be followed in response to the environmental inputs it receives from the 3D printed flow
sensor. Therefore, the answer to sub research question two is that the RL algorithm can distin-
guish different readings, as it responds differently with different received observations.

Finally, the research question can be answered with experiments two and three as well. Namely,
it was found that the RL algorithm can actuate the flaps in such a way that the predetermined
normal force target is met during training. However, the algorithm has difficulties with find-
ing the optimal actions for a predetermined lift target at known and unknown wind speeds.
Therefore, a 3D printed sensor in combination with an RL algorithm has potential to be used to
control the flight control surfaces of an airfoil to optimize the lift values. However, at this stage
and setup of this project, the results show that it does not work as well as expected.

7.2 Looking at the results

In the following section a more detailed observation of the results is given. First the baseline
values are discussed, followed by experiments one through three, finally a short discussion of
the sensitivity analysis follows.
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7.2.1 Baselines values

First discussed are the baseline values. The reward baselines are based on the forces exerted
on to the airfoil, which are measured by the stinger in the EWT. The observation baselines are
measured by the DFRobot at V1 and V2 of the Wheatstone bridge.

Reward baselines

The baseline value results are presented in Figure 6.1 for normal force, 6.2 for axial force, 6.3
for lift force and 6.4 for drag force, as measured by the stinger and calculated from the stinger
measurements at different wind speeds. The reward for the RL algorithm is based on the forces
measured by the EWT stinger. The effects of the flap position can clearly be seen through the
block step like shape of the coloured lines, which correspond with the changing of the force
when the position of the flap changes. At this stinger angle the lift force is mostly made up
out of normal force, and the drag force is mostly made up out of the axial force. Therefore, the
graphs for the respective forces are similar. These base line values are relevant as they show the
expected force at a given flap position and wind speed. Furthermore, they showcase the range
of force upon the airfoil. This was used to determine a target lift in experiments two and three.
The maximum lift can be observed at flap position 50 and the maximum drag can be observed
at flap position 150, regardless of wind speed. It can also be seen that at flap position 100 the
lift is the same for all wind speeds. From this it can be assumed that at this flap position the lift
coefficient CL , seen in Equation 2.4, is close to 0. This is further supported by the low lift values
found for all wind speeds at this point.

Looking at the top right corner of Figure 6.1 the green line representing 11 ms−1 and the
purple line representing 9 ms−1 are moving upwards. At time step 3500 at the beginning of the
block step movement for each of the coloured lines, a small corner overlaps. This is due to the
manual starting of the measurement of the EWT. The start times differ in between experiments,
this is why a horizontal shift can be observed.

Observation baselines

In Figure 6.5 the output of the Wheatstone bridge, measured by the DFRobot at point V1, is
shown in mV. This figure showcases that the resolution of the DFRobot is still lacking, as the
values measured for a given wind speed and flap position oscillates between two integer values.
Higher resolution measurement systems would find a value in between these larger DFRobot
measurements. Therefore, Figure 6.6 shows the moving average of the DFRrobot measurement
of the Wheatstone bridge sensor side, V1. This was done to increase the resolution of the mea-
surement. The graph shows that the 3D printed flow sensor can measure the effects of the flap
position on the airflow around the airfoil. Furthermore, it can also distinguish between differ-
ent wind speeds. This shows that the RL algorithm has the potential to use these measurements
to accurately actuate the flaps to match a set normal force or lift. Figure 6.7 shows the output
of the Wheatstone bridge measured by the DFRobot at point V2 in mV. The measurements are
nearly constant for each wind speed and flap positions. Therefore, using only this measure-
ment would have been unusable for the RL algorithm. Knowledge from this graph is used to
see if external factors influenced the measurements.

Hysteresis

Dijkshoorn et al. (2021) found that the 3D printed flow sensor showed hysteresis. This was also
tested for a flow sensor in an airfoil set up, the results are shown in Figure 6.8 and 6.9. From
the Figure 6.9 it can be seen that the sensor exhibits hysteresis. This was an extra challenge
for the RL algorithm. However, to exclude the possibility of the airflow inducing the hysteresis
observed in the sensor plot, the hysteresis of the lift is also checked, because the sensor obser-
vation is directly influenced by the airflow over the airfoil. In Figure 6.8 it can be observed that
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the lift shows no hysteresis. The lift is also directly influenced by the airflow over the airfoil.
Therefore the airflow is not the cause of the hysteresis seen in the sensor plot.

7.2.2 Analyses forces

In Figure 6.10 it can be seen that for all wind speeds hysteresis effect is present in the sensor.
For the same lift value at a given wind speed different sensor values are observed. This hystere-
sis effect can increase the difficulty for the RL algorithm to find the desired action.

Figure 6.11 shows the lift versus drag at given wind speeds during the baseline experiments.
This plot shows the aerodynamic properties of the tested airfoil. This plot visualizes the re-
lationship between lift and drag, this can show the positions which are optimal for particular
actions. For example, landing would require low lift and high drag, therefore a flap position
which corresponds to the right most points of the curve, is desired for this action. This graph
can also be used to compare air foil designs. If this test would have been performed with the
airfoil without the sensor, a comparison can be made between the graphs to see the effects the
sensor might have on the aerodynamic properties of the airfoil. From the figure it looks like the
9 ms−1 data is a slight outlier. It is not clear if this is due to a measurement issue or if this is the
actual behavior of the airfoil in the wind tunnel.

7.2.3 Simulations

From Figure 6.12 it can be seen that the RL algorithm can find the optimal flap position of 50.
This is already found after two episodes of exploration. The results of the other simulation,
seen in Figure 6.13, show that the RL algorithm can also work with finding the optimal flap
position for reaching a certain lift in the simulation. It took four episodes to find the two flap
positions for the different observation values that were used as input. The average flap posi-
tions over the other episodes did fluctuate slightly but are still very close to the optimal, as seen
by the average reward. It can also be seen that the system does not always improve with more
training, because at episode 12 the average action taken was suddenly higher than the previous
actions for that observation level. The actions for this observation level did however return to
more optimal values in the next episode. From this it is conclude that the RL algorithm can
perform in the simulated environment. This also gives an indication that the RL algorithm has
the possibility to perform in a real experimental setup. However, the simulated environment
is only a simplification of the real experiments and the real word experiments will come with
substantially more challenges for the RL algorithm than the simulated environment.

7.2.4 Experiment 1

Training

Figure 6.14 shows the actions taken at different wind speeds, observation of V1 and the given
rewards. The actions taken, represented by the green line, are not as expected. The expectation
was that the action would reach a flap position of 50, as this was found to be the flap position
that provides maximum lift regardless of wind speed, as discussed previously. Especially the
first action taken after the two exploration episodes, was the exact opposite of the desired ac-
tion. After this the action followed a downwards trajectory for the 3 ms−1 wind speed episodes.
The actions taken for the 9 ms−1 wind speed, after the exploration episodes, were close to the
optimal action (at approximately a flap position of 60). However, it did not improve in the fol-
lowing episode.

Exploration noise free test

To test the system the noise free tests were performed without exploration noise. These tests
were performed to assess how the system behaves for known and unknown wind speeds.The
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lifts from the exploration noise free test, at each tested wind speed, is lower than the maximum
lift values found in the baseline values for that wind speed. Particularly with the 3 ms−1 wind
speed tests the lift did not even reach positive values. This indicates that the system has trouble
finding the optimal flap position for maximum lift. However, as the system was only trained for
six episodes, this conclusion is drawn on a small training set without giving the RL algorithm
a lot of opportunities to learn and therefore improve. The RL algorithm did however find the
optimal flap position in less episodes in the simulated environment.

7.2.5 Experiment 2

In this section the results of experiment two are discussed. The RL algorithm is trained at two
wind speeds and then exposed to an unknown wind speed in the noise free tests.

Training normal force and lift

In Figure 6.16 and Figure 6.17 the training of the RL algorithm at wind speed 3 ms−1 and 9 ms−1

is shown. In the first two episodes the algorithm explores the environment. Figure 6.16 shows
that the system, trained on a normal force goal, is still changing the actions it takes in regards
to a set wind speed until episode 10. Thereafter a more stable action and reward is observed.
During these actions it can be seen that the reward is close to zero, indicating that the system
reaches a lift value near the set lift goal of 0.15 N for different wind speeds. This is exactly what
the system was trained to do. While the performance does not reach the levels of the system
in the simulated environment, it does show that with a few extra episodes it approaches the
performance of the previous mentioned system. At episode 18 it can be seen that the system
starts to perform comparatively worse for the episode at 3 ms−1.

The system is also trained on lift, as shown in Figure 6.17. After the exploration episodes
the system has a low reward caused by its inaccurate actions to reach the desired lift value.
Particularly for episodes at wind speeds of 3 ms−1 the system has a low standard deviation
in the reward which remains constant. This low standard deviation, especially compared to
episodes with 9 ms−1 wind speeds, can be attributed to the quadratic nature of the lift. The lift
changes less at lower wind speeds. When comparing this graph to the graph for normal force,
it becomes clear that the system has more trouble with reaching the optimal lift versus reach-
ing the optimal normal force. This possibly could be attributed to variations in the manually
performed steps or to the more complex function behind lift, as it is a combination of normal
and axial force. It also can be conclude that the RL algorithm has more difficulty in the real lift
experiments than in the simulated environment.

Exploration noise free test

The noise free tests were performed to asses the system’s ability to reach the desired lift value
without exploration noise. The system does not reach the set lift for any of the tested wind
speeds in any of the tests performed. This is shown by the coloured trend lines, representing
the tests performed for known and unknown wind speed, not reaching the red target lift line in
the plot of Figure 6.18. Furthermore, no clear trends can be seen for the known speeds which
can indicate that more learning will not lead to a better result. Opposite to the expectation, the
systems lift at the unknown wind speed is marginally closer to the set lift. It can be concluded
from this graph, and the previous two training graphs, that the system has difficulties reaching a
set lift value when trained on only two wind speeds. This is the case for the known and unknown
wind speeds.
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7.2.6 Experiment 3

In this section the results of experiment three are discussed. In this experiment the RL algo-
rithm is trained on three wind speeds and then exposed to an unknown wind speed in the
noise free tests.

Training normal force and lift

Figure 6.19 and Figure 6.20 shows the training data of the RL algorithm trained at three different
wind speeds. Exploration was done in the first three episodes. From the plot in Figure 6.19 it
can be seen that the actions gradually become constant for each set wind speed and the reward
becomes increasingly smaller. However, the rewards for the 9 ms−1 wind speed does not con-
verge towards zero, unlike the rewards for the other wind speed episodes do. It is apparent that
even for the wind speed of 11 ms−1 the standard deviation of the reward becomes smaller in
the later episodes of the training. This can possibly be attributed to both the parabolic reward
function and that the average reward is close to zero, which is the maximum possible reward
for the system.

In Figure 6.20 the reward and actions for each wind speed fluctuates more than in the nor-
mal force graph seen in Figure 6.19. Again, this can possibly be attributed to variations in the
manually performed steps or the more complicated function behind lift. The 3 ms−1 training
comes close to the maximum reward of zero. Both wind speed 9 ms−1 and 11 ms−1 training
episodes do not have a trajectory towards maximizing the reward. From this it can be con-
cluded that the system has difficulties finding the set lift value for higher wind speeds. This can
possibly be due to the observations of the sensor at the set wind speeds of 9 ms−1 and 11 ms−1

which values are close together. Certain action and wind speed combinations, at different
wind speeds, receive almost the same observations. Therefore it can be possibly more difficult
for the agent to distinguish between the two different wind speeds.

Exploration noise free test

In Experiment 3 the noise free tests are performed to asses how the system behaves without
exploration noise at different wind speeds. The results are seen in Figure 6.21. Similarly to
experiment two, none of the tests performed at different wind speeds reached the set target
lift value. After the initial fluctuation, the 3 ms−1 wind speed test does not approach the set lift
value. Surprisingly, the 9 ms−1 and 11 ms−1 wind speeds tests come closest to the set lift value
of 0.15 N, in the final test performed after episode 18. During the training the rewards for both
these wind speeds did not reach the maximum possible reward, indicating that the system did
not reach the desired lift for these wind speeds. The actions taken in the last test episodes are
not similar to the actions taken during the last training episodes. This could indicate that more
learning has the possibility to be beneficial to the system.

While the system does not match the lift for the known and unknown wind speeds, after
being trained on three wind speeds, it performs better on the known wind speeds than when
only trained on two wind speeds. Therefore, it can be concluded that training on more wind
speeds leads to a slightly better performance of the RL algorithm in the last exploration noise
free tests. However, in the case of training with three wind speeds the system is trained for
18 episodes as compared to only 12 episodes for two wind speeds. While both systems were
exposed to each wind speed for six episodes the system trained for the three wind speeds was
trained longer, due to fact that it was exposed to an extra wind speed. Therefore, the conclu-
sion made earlier cannot be solely attributed to the use of more wind speeds whilst training,
because the total amount of training for the RL algorithms differed.

T.C.Hommels University of Twente



CHAPTER 7. DISCUSSION 59

7.2.7 Sensitivity analysis

This section discusses the results of the training runs which show the sensitivity of the sys-
tem. First the drop in the measurements of the Wheatstone bridge is discussed and then the
dynamic wind speed is addressed.

MVA drop

In Figure 6.22 it can be seen that there are multiple spikes in the observation. This indicates
an unknown fluctuation possibly caused by a measurement error. The drop in the normalized
MVA voltage over V1 and V2 can also be seen in Figure 6.22. This drop could be caused by a
power supply issue to the Wheatstone bridge. The power supply issue could be caused by the
Arduino or the laptops fluctuating power supply to the USB output. This goes to show that the
system and setup is sensitive to external factors. Consequently, many training episodes and
tests were performed multiple times.

Dynamic wind speed

A test was performed to assess the response of the setup and the system whilst exposed to
dynamic wind speeds. Due to limitations of the EWT no lift data could be recorded while per-
forming this dynamic wind speed test. From Figure 6.23 it becomes clear that the sensor obser-
vation also changes with the dynamic wind speed, and that the resistor observation remained
constant as expected.

Also from Figure 6.23 it becomes clear that the RL algorithm can respond to the fluctuating
observations caused by the dynamic wind speed during the test. There is potential to train
the system with dynamic wind speeds, if a set up which allows for data acquisition during a
dynamic test is available. Hysteresis can be present in the aerodynamics when using dynamic
wind speeds. This would have to be characterized before training a system on dynamic wind
speeds.

7.3 Drawbacks and limitations

As with any research, this project has its drawbacks and limitations. In this section these will
be highlighted and discussed in more detail.

7.3.1 Simulations

The simulation environment, used to test the RL algorithm, has several limitations. The set
observation values do not change with the change in flap position. This happens in real experi-
ments as seen from Figure 6.6, which was not taken into account in the simulated environment.
The added noise to the set observation values might slightly compensate this issue while also
simulating that the wind speed provided in the real experiments are not completely constant.

Another issue with the set value is that the hysteresis effect, seen in the sensor, was not
taken into account. Furthermore, the linear change in the sensor readout in an episode, seen
in Figure 6.16 and Figure 6.14, were not taken into account.

The delay of the system and the averaging of the reward over one second were compen-
sated by giving every 10 data points the same reward. This is based on the average lift of the
previous 10 data points. This compensation method does not entirely cover the limitations of
the real world setup.

7.3.2 TD3

The project uses a TD3 algorithm for its RL algorithm. While implementing this algorithm
some challenges were encountered due to the setup that was used in this project. While the
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Arduino sends a constant stream of data to the laptop with the RL algorithm it is not always re-
ceived correctly. It has been observed that parts of a measurement were lost. This can include
the complete V1 measurement or a single value of the V1 measurement. Sometimes the V2
measurements were also lost. This issue was combated by using the previously received mea-
surement as a substitute. This solution does work, however it is not ideal. In particular, when
multiple sequential measurements are completely lost or partially lost. In cases where there
are fluctuations or a trend the substitute measurement will not always show these differences.

A major limitation for the drawn conclusion of this project is the low amount of training
and testing runs performed in the experiments. This can partially be attributed to the manual
work necessary for this setup, which is discussed below. Another cause is the time constraints,
as the design and the setup phases of this project were extensive. The low amount of runs leads
to less refined results and fewer robust conclusions. However, the low amount of episodes
per run was enough for the simulation tests. This could indicate that the limitations of the
experimental setup and its proposed solutions can possibly have a big affect on the training of
the RL algorithm.

7.3.3 Timing limitations

The set up required many adaptions in regards to the use of time. These adaptions are a draw-
back of this project. The main reason time is important, is to synchronize the measurements
from the EWT to the rewards of the RL algorithm. However, the EWT PC required manual
setting of its time, therefore the synchronization of the data points could have been shifted. In
the current setup the synchronization is performed via time stamps.

As the EWT records data by the second, and not in milliseconds, the reward is averaged
over a whole second. This has the consequence that some of the rewards received by the RL
algorithm at the start of a new second contains information about future actions. The reason
this is possible, is not time travel, but because the rewards are synchronized after the training.
The synchronization happened afterwards, because the rewards needed to be transferred via a
USB flash drive.

Another issue with the timing in this project was a structural unknown delay in the EWT
executable while recording data. By estimating the delay the auto clicker time step was set
to 0.07 seconds.This ensured that the data recording happened closer, but not exactly, to the
desired frequency of 10 Hz. This solution worked for this project, but it is not recommended
or ideal. A wind tunnel that allows for direct data read outs does not need an auto clicker to
provided consistent data, hence solving all of the timing limitations of this project.

7.3.4 Manual work

The connection and synchronization between the EWT PC and the laptop with the RL algo-
rithm was sub optimal. This meant certain steps had to be performed or started manually.
Furthermore, there was also some manual work involved in normalization, as the sensors is
pushed by hand.

Due to the fact that EWT PC is old, the battery which powers the internal clock is depleted. As
a result, the EWT PC forgets the time and date if not plugged in. Therefore, for every measure-
ment session the date and time had to be manually set. While date and minute setting is not
an issue, seconds are more difficult to accurately set. Any manual step, including this one, is
prone to human error and is therefore a limitation.

The EWT PC could not send data to the laptop with the RL algorithm. Therefore, the re-
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ward data had to be transferred with an USB flash drive and manually entered into the correct
folder. The lack of connection between the two computers resulted in adding another manual
step to this set up, increasing the chance of error and time necessary per session.

To ensure that data on the EWT is recorded while the RL algorithm is performing actions,
the auto clicker had to be started before the RL algorithm starts. Turning the auto clicker on
was also done by hand. Even though a grace period is given by the RL algorithm human error
can always cause a late start or a non start.

As the starting time of the auto clicker is manually determined, the data from the baseline
values per wind speed have different amount of data points for the first flap position. This
could lead to a horizontal shift as seen in the top right corner in Figure 6.3. This could make
comparison between the different wind speeds more complex.

The normalization step of the sensor is performed at the start of each training run. The
normalization of the sensor is performed by pushing the sensor as far down in the wind di-
rection by hand. From the results it can be seen that the normalized sensor read out varies
greatly between sessions. This indicates that the normalization step is not a robust process
and is prone to human variation. For that reason a trained system in one session is not usable
in another session. Within one session the drawbacks of the normalization process done by
hand are limited.

After the airfoil is placed on the stinger of the EWT the stinger output is tared to zero. This
step is also performed by hand. If this is not performed, the measurements include the weight
of the airfoil and can therefore not be used in the RL algorithm. Once again, each manual step
adds an extra layer of complexity creating a process prone to error.

7.3.5 Setup

This project uses a setup with many connecting parts, as seen in Figure 4.1. As mentioned
above, the EWT PC is old and therefore many of the limitations can be attributed to the EWT
setup.

The EWT control to keep the wind speed at the set value is not as constant as anticipated.
A small variation around a set wind speed can be seen of approximately 0.15 ms−1. While this
does not compromise the results, this creates an extra level of complexity for the RL algorithm.
This fluctuation in wind speed can lead to a fluctuation in sensor observation. Therefore this
can be considered a drawback of the setup with the EWT.

Another drawback is when starting the speed control for the EWT, the EWT can sometimes
randomly turn the fan on to its maximum speed. The speed control enables a wind speed
to be set to a desired value. This results in all the connective wiring to the servo motors to
be disconnected abruptly. Due to this random action of the EWT initiation steps have to be
re-performed including reconnecting the servo motors.

The manual taring of the stinger after the airfoil was attached showed fluctuations. Resulting
in that the airfoil weight was considered different and therefore the zero tare value fluctuates
between training runs. This makes comparisons based on optimal action less accurate as this
can possibly differ between training sessions.

A Wheatstone bridge is usually measured by taking the difference between the voltages in
point V1 and V2. In this case the voltage of V1 and V2 are measured and no differential mea-
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surement is taken. This means that the resolution of the system is limited, as the DFRrobot
cannot measure above a certain voltage.

Another drawback of the DFRobot is the low resolution of its measurements. This can be
seen from Figure 6.5, as the measured mV values always jump between integer values. While
a higher measurement resolution can provide a decimal value. To combat this low resolution
a MVA was taken of ten measurements. This can come with some drawbacks for the system,
as the effects of the action taken are diluted in the observations sent to the RL algorithm.
Nonetheless the RL algorithm can deal with this in the simulated environment. This environ-
ment does however not capture all the complexities seen in the real environment.

As mentioned in the sensitivity analysis, and its corresponding discussion, the power sup-
ply to the Wheatstone bridge is a sensitive point in the set up. The Arduino does not always
supply the required constant voltage. This can be attributed to the Arduino receiving unsteady
power from the laptop or in the case that other components, which are also connected to the
Arduino, require large amounts of power in a small time interval. This is also the reason that
the servo motors are not powered by the Arduino, but are connected to the EWT PC via a micro
controller. Even with this precaution the sensitivity analysis shows that the Wheatstone bridge
remains a sensitive component.

This project uses a 3D printed flow sensor. After the numerous amount of experiments,
the used flow sensor showed slight signs of plastic deformation. The long term effect of this
deformation, known as creep, have not been measured in an experiment as one experimental
run is too short to notice this effect. Therefore, it is not known how the RL algorithm handles
these long term effects.

7.4 Future research

In this section the future research and possible additions to this research are discussed. Fur-
thermore the contributions to the Portwings project are highlighted.

7.4.1 Combating limitations in the future

Many of the limitations can be attributed to the EWT and its connectivity to the laptop with
the RL algorithm. This can possibly be solved by upgrading and updating the EWT to make it
more compatible for data exportation, external automatic control and internal control. This
might be possible by using LabVIEW (NI, 2021b) and NI MAX (NI, 2021a). The current EWT
is from 2007 and runs on windows XP with a depleted clock battery, replacing the battery is
recommended.

An alternative option would be to build an own wind tunnel and setup. This could also of-
fer customization options, such as a dynamically changing angle of attack and millisecond
observations.

Alternatively, the chosen RL algorithm could be changed. In experiment three certain ac-
tion and wind speed combinations receive almost the same observations, making it possibly
more difficult for the RL algorithm to distinguish between the two different wind speeds. An
alternative RL algorithm could be more suited to deal with this concern. A recommended RL
algorithm would be the Long-Short-Term-Memory-based Twin Delayed Deep Deterministic
Policy Gradient algorithm seen in Meng et al. (2021).
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7.4.2 Future possibilities and integration

Once the short comings of the current setup have been addressed possible options can include
adding multiple 3D printed sensors or changing the current flow sensor. Increasing the current
amount of strain gauges from two to four, can be a possible change to the current 3D printed
flow sensor. Four strain gauges would allow the sensor to be measured via a full Wheatstone
bridge, which increases the sensitivity compared to a half bridge. Adding the extra strain gauges
would likely change the size of the sensor, the effects of this will have to be characterized before
a four strain gauge sensor can be used. An example of a 3D printed flow sensor with four strain
gauges is shown in Appendix A.

The RL algorithm has a simple reward function though more complex reward functions are
possible. These reward functions could be used to let the RL algorithm find optimal actions for
different tasks. These optimal actions can allow the performance of more difficult tasks. These
tasks could include periodic movements such as flapping, take-off, landing and optimizing
efficiency. Especially now, in an world where environmental innovations are increasingly more
important, energy efficient flight measured by 3D printed sensor and optimized by a RL algo-
rithm, would be useful. 3D printed sensor have a bright future and can be implemented in
many different settings (Califano et al., 2021).

Besides the more general future possibilities, this project was done for the PortWings project.
The PortWings project aims to create a flying and flapping robotic bird. This project can be
used for experimental validation of the ability of an RL algorithm in combination with a 3D
printed flow sensor to control flaps to optimize lift. This is the first step towards flow control
and flow analysis using 3D printed sensors.

7.5 Conclusion

In this chapter the results from the simulations, experiments and sensitivity analyses are dis-
cussed. Furthermore, the drawbacks and limitations, and future research is explained. It can
be concluded that using these results the research question and sub research questions posted
in the introduction can be answered. It is established in this chapter that combining the RL
algorithm with a 3D printed flow sensor in an real world experimental set up requires more
research before it can be successful.
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8 Conclusion

This project aimed to answer the research question:

1. "How can a 3D printed flow sensor in combination with RL be used to actively control
the flight control surfaces of an airfoil in a real-world setup such that the airfoil reaches
specific predetermined lift values?"

The sub research questions are as followed.

1. To what degree can the 3D printed flow sensor detect a change in flow over the airfoil due
to a change in wind speed or flight control surfaces?

2. To what degree can the RL algorithm distinguish different readings from the 3D printed
flow sensor?

The research questions are answered in the discussion chapter, Chapter 7. It can be concluded
from this previous chapter that the RL algorithm can actively control the chosen flight control
surface of the airfoil in a real world setup based on inputs from a 3D printed flow sensor.
However, it did not always reach the predetermined lift values. Furthermore, many limitations
were addressed. Overall it can be concluded that with the current set up, the research has too
many limitations to form a concrete scientific advice. The conclusion related to each design
pillar is discussed in more detail below.

The design pillars: the 3D printed flow sensor, the airfoil, the RL algorithm and wind tun-
nel, each have a more elaborate conclusion below. The sensor exhibits some drawbacks, such
as hysteresis, however it can clearly observe differences in wind speeds. The airfoil with flaps
has shown to affect the aerodynamic properties and therefore can be used for the RL algorithm.
The RL algorithm has the ability to find the optimal action for a given reward function, however
is severely limited by the setup. This can be concluded from the simulations as the RL algo-
rithm could reach its goal in the simplified setting. Finally, the wind tunnel setup was found
to cause many limitations and is a major drawback in this project. Many of the experiments
which did not reach the desired goals were affected by the wind tunnel limitations in some
form. The main improvement point is the setup.

The active control leaves room for improvements as the results showed a lack of accuracy.
The lack of accuracy was constant throughout the experiments and it can be concluded that it
is due to fundamental flaws in the system. Especially in the case when optimizing the action
for a set lift value when trained both on two and three wind speeds. Furthermore, the chosen
positions for the flaps when faced with an unknown wind speed were less than optimal. The
current setup used has many limitations, which reduces the robustness of the results and con-
clusions. Therefore from this project it can be concluded there is still a long way to go before
the use of 3D printed sensors combined with RL can eventually be implemented in control
processes and research. Its a promising technique, however not market ready.
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A Appendix Sensors

A.1 Short circuited sensor

In Figure A.1 a 3D printed flow sensor is shown. This 3D printed flow sensor was printed with-
out any edges of non-conductive material in the flexible middle section of the 3D printed flow
sensor. In this sensor the strain gauges short circuited.

Figure A.1: Short circuited 3D printed flow sensor

A.2 Flow sensor with four strain gauges

In Figure A.2 a 3D printed flow sensor is shown that contains four strain gauges. This sensor
allows for measurement to be taken using a full Wheatstone bridge.

Figure A.2: Sensor with four strain gauges
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