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Abstract

Stimming is a repetitive action found among autistic people, like bouncing, jump-

ing, flapping hands, etc. In the past it was suppressed as it was considered as odd

actions. Suppressing it will create adverse psychological effects on autistic people. Re-

cent research states that stimming creates positive feedback for them to relieve from

stress. Even then, stimming was not encouraged and autistic people were judged often.

This research aims to develop a prototype based on DivComp’s sense-making con-

cept. It is a framework that connects people from diverse backgrounds (autistic and

neurotypical individuals) to understand each other better. For this problem statement,

it is necessary to make a neurotypical (NT) person understand stimming and encourage

autistic people to stim freely without negative feedback.

A hardware and communication protocol to develop the prototype was selected

based on the literature survey. It is necessary to create a prototype that consists of

an audio recorder (microphone INMP441, storage, transfer), movement sensor (iner-

tial measurement unit, IMU, Xsens Dot), microcontroller (ESP32) and soundscaper

(Max/MSP) to involve in a sound collaboration activity. This prototype can record

sounds on a button press and manipulate the recorded audio according to body move-

ments using the soundscaper.

A series of workshops with NT persons was conducted to find the preferred func-

tionalities for developing and improving the prototype. Finally, the prototype was

user-tested and evaluated for network latency. This research demonstrates that it is

possible to engage in a sense-making activity using a low-cost prototype.
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Chapter 1

Introduction

Around 1-2% of the world population is diagnosed with autism, a gene-based human

neurological variant. Autistic brains are characterised by high levels of synaptic con-

nectivity and responsiveness. Few autistic people practice “odd, unusual, or repetitive

behaviours” such as hand flapping and body rocking and these actions are termed as

‘Stimming’. Not only people who are diagnosed with autism stims but also neurotypi-

cal people tend to stim to an extent (not frequent or socially acceptable). Many forms

of fidgeting, such as twisting hair or tapping fingers, are also stimming [1]. These forms

of stimming are so common that they often go unnoticed. However, odd movements

associated with stimming like flapping hands, repeating words, rocking front and back,

repetitive blinking are not accepted as normal behaviour by most populations, i.e. so-

cially not accepted.

In earlier days, stimming was considered to be a result of trauma or emotional

deprivation. Psychologist Ole Ivar Lovaas, an autism specialist, reportedly referred to

them as “garbage behaviour.” Suppression of stimming was a priority because it was

considered an abnormal action that creates discomfort in a social environment. In the

process of suppressing stimming, inhumane acts such as electric shock, physical abuse,

etc., were carried out as punishments or suppressant drugs were prescribed [2].

However, recent studies show that stimming is a self-regulatory mechanism that

helps people calm down, cope with frustration and sometimes even with boredom.

Yet, when a person stims oddly, they attract negative judgments in a social environ-

ment and to overcome this negativity, autistic people try to suppress their stimming,

which induces stress or strain. Trying to hide a biological function can be torturous and

can psychologically create a negative impact. The autistic person should be allowed to

stim freely without any negative comments passed on them. We can achieve this by

making neurotypical people understand why stimming is crucial for autistic people [3].
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CHAPTER 1. INTRODUCTION 2

This research aims to develop a prototype device and system where a neurotypical

person can stim along with an autistic person to understand stimming better. The

wearable device prototype will allow the neurotypical person and autistic person to

make sounds and music together and pave the way for interactive sense-making as

users explore stimming with one another. Furthermore, it provides a common ground

for two different individuals, i.e. a new communication method via music. Addition-

ally, it encourages users to stim freely without prejudice and increase the sense of social

interaction in an autistic person.

The thesis is organized as follows Chapter 2 covers the literature survey background

of the problem statement, Diversity computing framework, sensors and wearability

for the development of the prototype. Chapter 3 discusses the development of the

prototype in detail, from the selection of hardware to the setting up. Chapter 4 is

focused on the product flow and use case of the prototype. Further, Chapter 5 deals

with the conducted workshops and prototype evaluation. Finally, the thesis ends with

Chapter 6 conclusion and recommendations.

1.1 Research questions

For the literature survey, analysis on existing systems that suits the prototype. The

main focus of the thesis is answering the below research questions

1. How to design a set of two wearable devices that allows users to record and

manipulate sounds while also allowing them to connect with one another?

To answer the research question following sub questions have to be answered

1. How to measure the body movements (e.g. hands, legs or wrists) for sound

manipulation?

2. What could the architecture and implementation for a prototype of the proposed

system look like?

3. What technique(s) can be used to manipulate the audio signals?



Chapter 2

Literature Survey

This chapter consists of various literature studies that aims to the sub-question ”How

to measure the body movements (e.g. hands, legs or wrists) for sound manipulation?”.

2.1 Autism and Stimming

2.1.1 Autism

Autism is a neurodevelopmental disorder characterised by deficits in social communi-

cation and the presence of restricted interests and repetitive behaviours [4]. Autism is

a spectrum disorder, meaning it has a wide variety of symptoms and types. Autism can

occur in people of any race or origin. It is formally known as ASD (Autism Spectrum

disorder). Autism is said to be heterogeneous where each individuals can show wide

spectrum of symptoms with different root causes. Irrespective of whether autistic peo-

ple have different types of symptoms or impairments most of them show abnormalities

in social reciprocity [5]. For the diagnosis of autism, along with at least 2 types of

repetitive movements unusual to the environment, the individuals are assessed based

on the problems they encounter with developing and maintaining relationships, social-

emotional reciprocity and non-verbal communications [6].

During early days, autism was considered to be a severe psychiatric illness and was

treated with electroconvulsive therapy (passing small electric currents) or shock ther-

apy. Aversive punishments were carried out even during childhood to restrain their

unusual behaviours. Later, in the 1970s, autism was branded as a behavioural and

mental disorder. Autistic people were offered less opportunity in companies and no

admission at schools [7] and researchers believed that behaviour modification was the

appropriate treatment for autism [8].

The Autism and Developmental Disabilities Monitoring (ADDM) network, a part of

3



CHAPTER 2. LITERATURE SURVEY 4

the Centres for Disease Control and Prevention (CDC), after their research concluded

that in recent days the diagnosis rate of autism is increasing. According to the data

collected by ADDM, in the year 2000, 1 in 150 children were diagnosed with autism

in the USA and by 2018 this number increased to 1 in 44 children [9]. This surge in

the number of autistic people led to more research and to a deeper understanding that

Autism is rather a social and emotional disorder than a mental illness. Nowadays,

Autism can be diagnosed right at birth or at most by the age of 2 or 3 [10] [11].

Researchers, through participatory research, are trying to communicate and understand

the needs and wants of autistic people. International communities have accepted that

the situation of autistic people needs to be changed and have agreed to openly discuss

the issues [12].

2.1.2 Stimming

Stimming behaviours are observed more commonly among autistic children during their

daily activities [13]. In the early days, autism accompanied by stimming was consid-

ered to be caused by poor parenting. There were negative views on the self-stimulatory

behaviour in autism since the behaviours were not socially acceptable [14]. Stimming

can be categorised as visual, auditory, tactile and vestibular based on the repetitive

action observed

Few researchers say that stimming causes adverse effects on an autistic person,

like weakening their social interaction and slow learning. They believed suppression of

stimming would reduce such effects. To suppress stimming, they incorporated punish-

ment as primary reinforcement [15]. As a punishment, electric shocks were applied to

eliminate “self-destructive” behaviours for the “well being”. Implementing shock ther-

apies created a sense of fear in autistic people, which was overlooked because of the

temporary suppression of stimming [16]. In the 2010s, differential reinforcement was

practised, not including physical harm. For example, the hand clasping reinforcement

method was used to suppress hand flapping [15].

As mentioned previously in the introduction, stimming is a mechanism that offers

an individual to focus their concentration, calm down during overwhelming emotions

and deal with huge sensory overload. As per applied behaviour analysis, a person stims

because it feels good. Many people fail to understand that not only autistic people stim

but also non-autistic people stim to cope with a stressful situation or with boredom.

Sometimes the consequences of uncontrollable emotions, either negative or positive, can

trigger stimming. Stimming is also mainly the output of overwhelming stimuli [17].

Suppressing stimming would lead to worse repeated behaviour or adverse psychological
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effects. People can develop feelings of insecurity, anxiety, anger and exhaustion when

they try to suppress stimming. The adverse negative reactions people have towards

stimming are because they fail to understand its benefits [3]. Autistic people sometimes

replace their stimming with other socially accepted activities like dancing and sailing.

However, practising it takes more effort and is less effective [18]. They also agree that

intervention of stimming behaviours should be discouraged and all non-harmful forms

of stimming must be accepted. Now researchers are working on studying the beneficial

effects of stimming and how to make non-autistic people understand stimming better.

As per [18], most autistic people suppress stimming because of social pressure and

thus the acceptance and understanding of stimming will create a positive effect on

these individuals.

2.2 Diversity Computing

Diversity computing or DivComp is a non-normative framework proposed by Fletcher

et al. [19] for technology mediated human-to-human interaction. DivComp provides

scenarios that allow diverse individuals or groups to participate in active and reflective

processes of meaning-making with the help of one another.

One of the approaches under DivComp is participatory sense-making, an interactive

environment for people from different backgrounds to share their views and meaning.

In the early ’00s, various researchers came up with the concept of participatory sense-

making but most of it lacked in the process of interaction between individuals. De

Jaegher et al. [20] wanted to emphasise the importance of interaction in sense-making

between individuals and moving away from social norms and towards understanding

of an individual. Their work mentions cognitive engagement as a part of sense-making

where one can interact with their whole body, actions and responding to each other’s

bodily actions.

De Jaegher in [21] believes that sensorimotor interactional coordination forms the

basis of connection for interaction but autistic people show differences in sense-making

and the way of interaction and perception varies. Due to the differences, there arises a

difficulty in coordination which hampers participatory sense-making. These difficulties

create a lack of social interaction and result in fewer opportunities to explore interac-

tive sense-making for autistic individuals.

De Jaegher proposes exploring different interaction domains of sense-making if one

or the other standard method fails. Erik Rynell, based on this concept of De Jaegher,

suggested acting as another way to interact during participatory sense-making [22].
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His theory states that acting makes meaning similar to a real-life conversation. On the

other hand, Nicolas Davis et al. [23] proposed a creative environment, ”casual creators”

for abstract drawing. In which the user can make sense with another fellow user in a

virtual drawing environment. Schiavio et al., supports the previously mentioned work

of De Jaegher by stating that the cognitive process does not happen in the head alone

but also integrates with the body in different ways [24].

In this research, a new perspective that involves musical performers as interactive

agents is explored. Studies have shown that music usually leads to spontaneous body

movement, even when people consciously are standing still [25]. There is a strong link

between body movement and music. Performers produce music using body movements

while the listener dances (body movement) according to the music [26] and thus cre-

ating or playing music can act as a way to develop skilled coordination and can be a

mode for sense making for both the musicians and audience.

Sense making through music can be especially beneficial with autistic participants

as their stimming behaviours like flapping hands, jumping, moving to and fro are

sound producing and sound accompanying movements. Sound producing movements

are movements that are closely related to the stimming such as tapping, knocking,

hitting, scrubbing, etc that can create music from everyday objects while sound ac-

companying movements are the movements done mostly by listeners like dancing by

moving the whole body, adjusting body movement to the tempo of the music mostly by

tapping, nodding the head [27]. Additionally, many autistic people say that listening

to music, singing or playing an instrument, reduces their need for stimming.

In [28], the author discusses Divcomp framework to establish a new meaning for

stimming in the form of a sound collaboration activity. Similarly, this research also

proposes a sound collaboration activity based participatory sense-making between two

diverse individuals. For participatory sense-making, 2 individuals should engage in

reciprocatable joint activity to understand each other better [21]. The concept devel-

oped by [28] allows Neurotypical (NT) and autistic people to engage by expressing

themselves through body interactions. It also allows the users to experience a rule-free

exploration environment while providing guidelines for the development of a stimming

device that is based on DivComp.

With music having the ability to capture the attention of both autistic and NT

individuals, this research aims at providing a music based diversity computing model

device. The device is based on the concept developed by [28] for a NT person and an

autistic person to understand one another, undoing the existing normative order.
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2.3 Sensing

As per [28] a device suitable for sound collaboration activity, should allow the users

to control the soundscapes. Since the music (sounds) and body movements are closely

related like in the case of dancing, orchestra, playing an instrument, etc, the repetitive

movements ”Stimming” can also be used as a controller of the soundscape. This sec-

tion discusses the various types of sensors that can be used for the implementation of

a prototype that measure body movements and use it to manipulate the soundscapes.

Ultimately, appropriate sensors are for the proposed concept are selected.

The design idea is to manipulate audio (music) signals based on body movements.

Most of the current gesture recognition prototypes use sensors such as accelerometers,

gyroscopes, inertial measurement units (IMU), force pressure sensors, flex sensors, etc.,

to measure body movements [29] [30]. These sensors can be divided into two categories

- contact sensors and non-contact sensors. Each sensor has its merits and demerits

depending on the area of application and are discussed in the following sections.

Figure 2.1: Classification of sensor technologies to measure body movements [31] [32]

2.3.1 Non contact sensors

Camera-based systems where the body movements of an individual are captured with

the help of video processing techniques are most often described as non-contact systems.
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Vision-based systems are reliable only with proper lighting conditions and camera

positioning [33] [34]. Kinect (Microsoft) [35] uses a colour camera, infrared projector

and depth camera to detect body movements. However, Kinect needs specific hardware

requirements to function properly and the data needs to be collected and analysed

separately to extract the palm, finger and wrist movements. Another vision-based

gesture recognition system is the Leap motion controller (Ultraleap) [36] which utilises

optical infrared sensors. Unlike Kinect, the Leap motion controller internally calculates

the finger’s position, hand centre and orientation and its output can directly be used for

actualisation. Even though it has better performance than Kinect, there were delays

and difficulties while mapping the music to the action when fingers are close to one

another [36].

2.3.2 Contact sensors

Sensors that are body-worn or attached to the garments come under this category. Liu

et al., 2020 designed a wearable device using a mechanomyogram (MMG) based sen-

sor, along with a 3 axis accelerometer. Their prototype is designed and programmed

in such a way that it can identify 8 different hand gestures with an accuracy of 94% by

taking samples of muscle vibration frequencies [29]. Byun and Lee, 2019 suggested a

new way of recognising hand gestures using Flexible Epidermal Tactile Sensor (FETS)

by monitoring the muscle activity while having the sensor connected to the wrist. They

used 4 arrays of FETS to detect 5 different wrist movements with an accuracy of 97%.

In addition to this, several wearable sensors detect muscle stress when there are slight

movements in the body like strain sensors, EMG, force-sensitive resistors, piezoresistive

sensors, etc. [30]. [37] developed 3D printed soft EMG 8-electrode band to recognize

hand gesture using pattern recognition 80-90%.

In [38] EMG and MMG sensor bands are used to detect muscle movements. Even

though muscle movements are closely related to music creation, it fails to acquire the

speed of the movements or rotation, characteristic of the music’s tempo. To determine

or to track these movements, IMU sensors are widely used. They are small and highly

power-efficient and contain accelerometers that measure the acceleration in a specific

direction and gyroscopes that measure the orientation. Filippeschi et al., 2017 [39]

proposed a system with IMU sensors to track the motion of limbs. They implemented

5 different methods for tracking motion in the lower limbs and validated them against

optical motion capture systems. Similarly, Tajadura-Jiménez et al., 2018 [40] developed

a gesture-sound wearable system using force sensing resistors (FSR) connected with

a Bitalino R-IoT sensor module containing IMU sensors. This setup is placed on the

user’s legs and wirelessly connected to Max/MSP (a programming language for music).
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They also proposed different sensor mappings for sound generation. Visi et al., 2017 [41]

also worked on motion capturing using IMU sensors. The IMU sensor returns a 3-

dimensional vector representing acceleration, rotational velocity and orientation. The

prototype was equipped with Myo sensors to detect the movement of the fingers. From

the data gathered from the sensors, an algorithm in Max/MSP was implemented for

real-time audio processing.As a proof of concept, T. Nguyen, in 2021 [28], implemented

a Stim4sound basic prototype to prove the Divcomp concept of sound collaboration

activity. The author implemented a hand gesture recognition system using an IMU

sensor and Neural Networks to identify three gestures. The identified gestures are used

to manipulate sound properties. Based on the references, most of the sound related

applications used IMU in the prototype. It could be concluded that IMU sensors are

most suitable for motion-based music manipulation systems.

2.4 Wearable design and wearability

Wearable sensors have become more common in recent years, one of the rising concerns

of wearable devices is appropriate placement of the sensors. Designing wearable devices

should also take the area of application into consideration for the better placement of

the sensor for efficient output. Wearable devices should be designed in such a way

that it is comfortable for the wearer with the ability to move freely with no strain or

pressure [42].

With technological advancements, wearable devices are starting to be a part of

fashion and daily use. Experimentation in the field of wearable devices in terms of

electronics and design has led to a set of principles for wearable technology. In [43]

the authors discuss the goal of wearable design as it being more natural and in close

contact with the body most of the time for easy monitoring. They also provide a set of

technological characteristics for a wearable device - energy efficient, compact, effective

wireless and secure transmission.

In mid 2010’s, Motti and Caine reviewed different wearable device scientific articles

and framed 20 human-centred design principles for wearable development which mainly

focuses on the physical, cognitive and emotional aspects of design development [44].

This allows developers to focus on user-centric development and narrow down the re-

quirements depending on the target group while also simplifying the whole process.

When the wearable development is entirely focused on social interaction it is im-

portant to make sure that there are no distractions during user interaction. A design

framework is proposed by Dagan et al., which is used to evaluate a wearable design,
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making the developer question each and every design choice right from sensing/input to

the output and social acceptability. Examining the development’s main requirements

helps us stay on track with the development [45].

Another main aspect of the wearable device is the placement of the sensor; in [46]

and [47] the placement of the sensor/ wearable device on the body and how it should

be placed on proper locations to capture the required movements for the application,

are discussed. Figure 2.2 shows the map for sensor placements for various movement

detection requirements.

Figure 2.2: Movements sensor placement body map [47]

Stim4Sound mostly focuses on stimming with the body which is most closely related

to movement with limbs, wrists or head movement. On that aspect, placing the sensor

on the wrist allows efficient information collection on the hand movements if the user

uses the hands. On the forehead as a band if the user desires to use head movements

and can also be strapped to the leg to detect the leg movements. This placement also

makes sure that it is socially acceptable and non-obstructive in normal behaviour.

2.5 State of the art

2.5.1 Sound Bikes

Maes et al developed a musical installation which is an example of embodied and col-

laborative interaction. The main focus of the SoundBikes is to develop and implement

participatory sense making in practice which is a part of [20]. This musical installation

allows the users to dynamically control the tempo and filter pre recorded music using

sensors. They have installed stationary bikes equipped with sensors which can detect
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rotations per minute, weight balance and phase consistency. All actions are mapped

to a musical feedback. They achieve participatory sense making possible by involving

co-creation of music with synchronisation of tempo, phase and balance. Figure 2.3

shows the SoundBikes used at a museum [48]

Figure 2.3: Impression of SoundBikes, in action [48]

2.5.2 Telematic Wearable Music

Telematic wearable music is a low cost IoT based wearable device which can be used

to compute and add sounds with respect to the IMU information, see Figure 2.4. The

primary focus of this project is to enhance embodied participation in remote learning

environments. Using M5 Stick-C, a device which sends IMU data via User Datagram

Protocol to a media processing software Max/MSP, students can develop their own end

product like musical wings, earrings, gloves and more. This wearable device embodies

sense making by allowing students to play music together. The act of group interaction

involuntarily elevates the emotions in a positive way and keeps the students engaged.

Telematic wearable music is for people to creatively explore and involve in participatory

sense making with music. [49]
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Figure 2.4: Final projects developed by students using Telematic wearable music (but-

terfly wings and gloves) [49]

2.5.3 Vrengt: A Shared Body–Machine Instrument for Music–Dance

Performance

Vrengt is a device that creates musical performances based on the bodily interactions

between the musician and the dancer [50]. In this paper the authors discuss creating

a single instrument that can provide room for interaction between the musicians and

the dancers based on human centred design. For the hardware implementation, 2

myo bands and a MIDI controller are connected with Max/MSP patches. They have

mapped micro, macro and meso movements (EMG data from myo) of the dancers to a

user interface where the resultant sounds are controlled by the musician. EMG data are

transmitted to Max/MSP via OSC (communication protocol between computers, sound

synthesizers, and other multimedia devices). Along with the movements, breathing is

converted into audio signals which is also played along with the resultant sound.

2.5.4 Interactive Musical Fruit

Interactive musical fruits (IMF) is an interactive installation developed by Erkut et

al. [51], which uses music as its end product, see Figure 2.5. This paper discusses

embodied interaction and action-sound correlation, mainly focusing on children. The

implementation of IMF was carried out with a Raspberry Pi - core system, MPU9150

- IMU sensors to detect orientation changes and a LED chain for visual feedback.

They mapped action to sounds for the movements to left/right and up/down with

different filters. They used pure data and OSC to transmit the sensor data. They

tested IMF with the focus group which showed that more than one child can play with

the prototype creating a way for a collaborative system.
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Figure 2.5: IMF 3d prototype with LED chain feedback [51]

2.6 Conclusion

The literature survey focused on the topics that would make an NT person under-

stand stimming better and autistic people to stim freely. This background research

started with autism and stimming. It focused more on the views from earlier to recent

days and the negative impacts on autistic people because of prejudice. Following that,

the literature survey focused on the DivComp framework model and their concept of

sense-making, which proved efficient for the diverse individuals to understand each

other. Choosing sound collaboration activity laid out a set of requirements followed

for the development of the prototype. The requirement was to measure the body move-

ments while stimming. A detailed survey on sensors was carried out to select the type

of sensor to be used. In addition to the sensor, the sensor’s wearability was discussed

for the placement of the sensors. Similar prototypes were explored using sounds and

movements for an engaging activity.

In this chapter, one of the sub-questions were answered partially ”How to measure

the body movements (e.g. hands, legs or wrists) for sound manipulation?” IMU sensors

were decided to be used because of their accuracy and flexible usage for measuring

body movements. The sensor’s placement also plays a vital role in measuring body

movements with high accuracy. The selection of hardware will be in the next chapter,

and with the sensor selected, this will be answered.



Chapter 3

Development of Prototype

This chapter deals with developing the primary prototype of the wearable device for

recording and a body movements-based music controller. The research question of

“What could the architecture and implementation for a prototype of the proposed sys-

tem look like” will be answered in this chapter.

There is a set of requirements/functionalities to be fulfilled to implement the con-

cept successfully. In the next section, first the concept of the wearable device will be

discussed.

3.1 Concept of the Wearable device

The concept of Stim4Sound [28] provides a new way for understanding stimming and

expressing through body interaction. The concept based prototype should pave the

way for the users to engage in activities that involve sound-making and help explore

the soundscapes. The process of the Stim4Sound is given below in a concise manner.

1. The entire collaboration process starts with two people (NT and autistic) explor-

ing and making music with the objects available and finding interesting sounds.

2. As a subsequent stage of the interaction, the users can record the sounds by

taking turns.

3. Following it, people can stim freely, to manipulate the sound properties of the

recordings in order to derive fun and exciting sounds from the original recordings.

4. Understanding one another during the process, the NT person experiences the ne-

cessity of stimming and the autistic person experiences the freedom of expressing

themselves in a social interaction without being judged.

To implement the concept of Stim4Sound, a set of features and requirements for

the surroundings are to be fulfilled.

14
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i. The activity should take place in a surrounding that is comfortable for both users

ii. The system should allow the users to communicate between each other,

iii. to record sounds,

iv. to measure body movements,

v. provide a sound platform to collaborate

vi. through a user interface control.

vii. Little human intervention with the end system is desired

viii. Collaboration times of up to ≈1hr are desired

The system and functional requirements to implement the features are listed in

the below section 3.2. Following the requirements section, the system architecture is

discussed, which helps with the choice of hardware for implementation.

3.2 Requirements

In this section, the essential requirements needed for the prototype are listed to help

with the implementation. Usually a wearable system comprises different functions

like sensing, feedback, transmission, controller, etc.,. As per the Stim4Sound concept

requirements, there should be sensing, recording, communication, controller and com-

putation modules. The prototype system is divided into modules as shown in the block

diagram in Figure 3.1. It also shows whether each module is a wearable or a stationary

part of the system.

Figure 3.1: System requirements to implement Stim4Sound
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3.2.1 System requirements

• Input: It comprises the sensing and recording modules that receive the data from

the surroundings and send it to the communication module.

– Body movement sensor: It is a part of the input module that consists of body

movement measuring sensors that are essential to measure body movements

(Stimming). It is a ”body-worn” module to give accurate results.

– Recorder: This module comprises an audio sensor that gathers surrounding

audio signals. The system should allow the user to explore different sound-

scapes in the surrounding area; hence this module is also ”body-worn” to

achieve free movement within the user’s surroundings.

• Communication: it is a part of the system that transmits the data from the

sensor and the recorder module to the Soundscaper module, which manipulates

the sound properties of the recorded sounds. Since the system’s main aim is to

allow free body movement to support it, the communication system should be

wireless.

• Controller: it is the user interface controller (UIC) of the system where users can

control the functionalities of the system.

• Output: it is the end of the process flow and it consists of a soundscaper module.

The required system output is obtained from this part of the system.

– Soundscaper: It is the final module of the system where the processed data

from the controller module is transferred. This module uses the processed

data to manipulate the music as per the concept requirement. This compu-

tation part is a software development environment available on a desktop/

laptop, and it is the stationary part of the system.

3.2.2 Functional requirements

• Requirement 1: the prototype should record music on a button press. Since the

concept of Stim4Sound is to allow users to explore different soundscapes and

allow them to record, having a record button allows the user to take control and

record when they find intriguing sounds. (Feature: allowing the users to record.

Module: recorder. System: input).

• Requirement 2: the prototype should store the recorded music to the desktop

for future use and this should be automated to minimize human intervention.

(Feature: little human intervention with the end system. System: controller).
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• Requirement 3: the prototype should have a button interface to control the tracks.

The prototype allows the user to record sounds, and a user might find different

intriguing sounds to be recorded separately. Users should not be limited to one

recording at a time or control only one track at a time. Therefore it is essential

to create a user interface to control as many tracks as possible with easy use.

(Feature: user interface control. System: controller).

• Requirement 4: the prototype should send data from the sensor to the compu-

tation module. Since the concept behind Stim4Sound is free body movement,

the prototype should send raw sensor data wirelessly for further sound process-

ing. (Feature: measure body movements. little human intervention with the end

system. Module: sensing. System: input).

• Requirement 5: the computation module should allow the user to manipulate the

music through body movements and collaborate easily. (Feature: sound platform

to collaborate. Module: computation. System: output).

• Requirement 6: the prototype should work in real-time and be responsive. It is

essential to ensure that the prototype is responsive to the body movements and

process the sounds recorded based on it without any significant delay. (Feature:

quality of the prototype).

• Requirement 7: the prototype should have enough battery backup for the system

to run for more than an hour. (Feature: sufficient long collaboration time 1hr.

System: controller).

3.2.3 System architecture

There are four modules along with a set of requirements to implement the complete

system. In this section the functional and performance of each module will be discussed.

Body movement sensor

As discussed in subsection 3.2.1, the body movement sensor module consists of sensors

to measure the movements. As per the literature survey, IMU sensors were the choice of

sensor that pick up the body movements. An IMU combines multiple sensors, namely

accelerometers, gyroscopes, and compass, to measure angular rate, force, and heading.

In addition, the IMMU sensor consists of a magnetometer.

• Accelerometers: the accelerometers measure the acceleration (m s−2) in x, y and

z directions and are also used to determine pitch and roll.
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• Gyroscopes: the gyroscopes measure angular velocity (rad s−1) and help to deter-

mine orientation. Also, measuring angular velocity and integrating over a period

of time gives the change in orientation (rad) in that period.

• Magnetometer: the magnetometer measures earth’s magnetic field (or artificially

generated magnetic fields) and acts as a compass (points to the north).

The IMU is expected to give the orientation and the acceleration when there is

movement in the body part to which the IMU is attached. The IMU is expected to

perform better with high output rates. In addition to the performance of the IMU, the

shape and size should also be considered; the IMU needs to be compact and it should

be possible to place it anywhere on the body as per the requirements. In addition,

using a low powered sensor reduces energy consumption.

Recorder

The recorder is a module where audio signals are acquired by an audio sensor and

further handled in the controller unit. For this application, recording is a process of

storing the audio signals in a playable audio format. To give an overview of the digital

recording system, it consists of an analog-to-digital converter (ADC) that converts the

audio signals into digital information. The ADC converts the audio signal into discrete

numbers known as “samples”, and the number of samples present in a second is known

as “sample rate”. These samples are presented in the form of bits (binary), e.g., number

2 is represented as “0000000000000010” in a 16 bits binary form, it is known as “bits

per sample”. These are the few critical parameters of a recording system as it directly

affects the quality of the end product. The image below can give a clear understanding.

(a) Sample rate (b) Bits per sample

Figure 3.2: Impact of the critical parameters on the output signal [52]

When sampled at a lower rate, the input analog signal loses information and fails to

recreate the same signal. However, the input information is increasingly well preserved
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at the output when the sampling rate increases as can be seen in the 3.2(a).

When an input signal is sampled with a lower number of “bits per sample”, there

is a loss of information. As the “bits per sample” increases, the quality of the signal

increases, as can be seen in the 3.2(b).

The recorder module has a set of requirements for parameters to achieve an accept-

able audio output and they are followed below.

• Sampling rate: 16 - 48 kHz

• Bits per sample: 8 - 32 bits

Recording system requirements:

• Microphone (Analog/Digital) to receive the audio data.

• Low powered

• Data storage

Communication

Communication here means the communication protocols used between hardware or

devices connected to the same network. In this prototype, there is a need for sending

and receiving data between the controller and the peripherals.

• Sensor data must be streamed continuously from the sensor module to measure

body movement.

• The recorded data must be sent to the controller for further processing from the

recorder module.

Meanwhile, the controller also communicates with input and output modules to

control actions.

To achieve the communication between hardware, there are a few commonly used

hardware protocols

• Serial Peripheral Interface (SPI),

• Inter-Integrated Circuit (I2C),

• Universal Asynchronous Receiver/Transmitter (UART),

• I-squared-S (I2S, or I2S).

Each communication protocol has its application area in hardware interfacing and

is selected based on the speed of data transfer or compatibility with the hardware.



CHAPTER 3. DEVELOPMENT OF PROTOTYPE 20

Controller

The controller is at the core of the system. It receives data from the input modules to

process and transmit it to the output module. The controller should have the ability to

support the communication interface with the sensor and recorder modules to receive

the data without any interference. The crucial requirements for choosing the controller

are as follows:

• Wireless: Bluetooth/ WiFi

• Low power consumption

• Storage capacity

• Available inputs and outputs

• Hardware interfaces

• Compact

• Cost

Choosing a controller device with this set of features will make the prototype suit-

able for implementation.

Soundscaper

It is necessary to choose a suitable audio manipulation to achieve the required out-

come. It receives the data from the input module through the controller. A software

application or sound platform is required to receive the sensor data and to manipulate

the sound properties of the recording. Many audio synthesis software environments are

based on programming languages like python, graphical, C/C++, etc. For comparing

the available software few attributes are looked into, that are mainly

• Ease of use

• Audio quality

• System integration

• System Capacity

• Support forums
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3.2.4 Overview of available protocols

Before selecting hardware, it is necessary to have a basic understanding of the protocols

used for interfacing. In this section, a brief introduction to the protocols is given.

SPI is the most used serial communication protocol to send and receive a continuous

stream of data. Peripherals such as SD card modules, LCD displays or Radio-frequency

identification (RFID) modules use the SPI protocol to interface with a microcontroller.

SPI communicates using the master-slave concept, where the master mostly will be the

controller and the slave will be peripheral. Moreover, it is possible to send and receive

data simultaneously (full-duplex). SPI allows only one master, but many slaves can

be connected to the master. SPI requires four signals to establish an interface for one

slave. [53]

• Master Output/Slave Input (MOSI) - Master to send data to the slave.

• Master Input/Slave Output (MISO) - Slave to send data to the master.

• Clock (SCLK) - Clock signal.

• Slave Select(SS) - Select a particular slave to send data

UART is an IC in a microcontroller that can transfer and receive data with another

UART IC. UART transmits the data serially and only requires two pins to communi-

cate between 2 UARTs, namely Tx (Transmitting) and Rx (Receiving) pins. UART

communications are sent in packets that can be used to identify any data loss if a bit

is missing.

I2C is a communication protocol that uses only lines similar to UART and can also

communicate using the master-slave concept as SPI. I2C can have multiple masters

and multiple slaves connected to them. Before transferring data, I2C tries to establish

a handshake between master and slave. Then messages are transferred in data frames,

which consist of the address of the slave device along with a start, stop and acknowledge

bits.

• Serial Data (SDA) - Master and slave to send and receive data.

• Serial Clock (SCL) - Clock signal.

In communicating digital audio signals, the I2S protocol is widely used. I2S is

similar to I2C but introduces one extra pin called “Word Select” and avoids handshake

with the audio peripheral (slave). I2S is mainly designed for transferring data for stereo

sounds. I2S has three pins for communication.
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• Serial Data (SD) - Send data to the master

• Word Select (WS) - Represents audio channel (left/right)

• Clock(SCK) - Clock signal

The choice of protocols was taken according to the hardware compatibility in the

next section.

3.3 Hardware

This section discusses and justifies the choice of hardware to implement and fulfil the

system requirements. Each subsection will include available hardware and a selection

of hardware.

3.3.1 Body movement sensor

The criteria to choose an IMU for the implementation are known from the sensor

module section 3.2.3. There are many available IMU sensors in the market that would

fit our requirements. The two most common types of IMU sensors are 6DOF IMU and

9DOF IMU. A 6DOF or 6-axis IMUs comprises a 3-axis accelerometer and a 3-axis

gyroscope. Meanwhile, 9DOF or 9-axis IMUs are composed of a 3-axis magnetometer

and a 6-axis IMU.

(a) MPU6050 [54] (b) BNO055 [55]

Figure 3.3: IMU sensors

A small implementation was done using MPU6050 (Figure 3.3(a)), a 6DOF IMU

and the same implementation was also done using BNO055 (Figure 3.3(b)), a 9DOF

IMU. In this implementation, sensors are connected to an Arduino UNO, through

which sensor data are collected. Both the sensors worked as expected, as only the

linear acceleration and orientation data were used. These are wired sensors using

I2C communication subsection 3.2.4 for communicating data. There are also wireless

sensors available that work with Bluetooth for transmitting sensor data like Xsens Dot.
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MPU6050 BNO055 Xsens Dot

I2C - Wired communication I2C - Wired communication Bluetooth - Wireless commu-

nication

Small and compact Small and compact Small and compact

Output data rate for

Gyroscope - 4 Hz to 8 kHz

Accelerometer - 4 Hz to 1 kHz

Output data rate for

Orientation - 100 Hz

Acceleration - 100 Hz

Output data rate for

Real time - 1 Hz, 4 hertz,

10 Hz, 12 Hz, 15 Hz, 20 Hz,

30 Hz and 60 Hz

Recording - Real time output

rates and 120 Hz.

Current consumed 3.8 mA Current consumed 12.3 mA Battery stand by - 9 hours if

used continuously

Table 3.1: Comparison of sensors - MPU6050, BNO055 and Xsens Dot

The Table 3.1 shows that the MPU6050 has a far larger output data rate than the

other choices. However, it will be difficult to process the streams of data at a high

data rate. The output data rates can be in the range of 100 Hz for this application.

Taking wireless and wired communication into consideration, body movements can be

measured at multiple locations on our bodies. In the case of measuring at multiple

locations, wired communication between the sensor and the controller can affect the

free movements or require more than one controller for each sensor. Xsens Dot has a

battery capacity of 70 mA h which can continuously supply power to the sensor for 9

hours. The perks of selecting Xsens Dot is that it can work as a stand-alone device,

unlike MPU6050 or BNO055 and also, that is has better accuracy. Xsens Dot comes

with five sensors that can be used to measure body movements at multiple locations.

Based on the requirement of a wireless prototype and to measure body movements at

multiple locations choosing Xsens Dot (Figure 3.4) is a better fit.

Figure 3.4: Xsens Dot [56]

3.3.2 Recorder

In this section, the implementation of the recording function of the audio signals is

discussed. An audio signal can be recorded using a headphone’s microphone (via audio
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jack) with the help of a controller with inbuilt/external audio codec to convert analog

to digital signals and digital to analog signals or by using a MEMS digital microphones.

When looking into the available audio sensors for the implementation, two differ-

ent I2S MEMS microphones were shortlisted - Adafruit I2S microphone SPH0645 and

InvenSense I2S INMP441. Compared to the recording system requirements, both sen-

sors can be connected with a microcontroller without an audio codec. Both use the I2S

hardware interface, that is widely used for digital audio communication, and are only

compatible with microcontrollers that support I2S communication subsection 3.2.4. In

addition, both sensors allow a sampling rate range of 16 kHz - 48 kHz with a maximum

of 16 bits per sample.

(a) InvenSense INMP441

[57]

(b) Adafruit SPH0645

[58]

Figure 3.5: I2S microphones

All these above properties match the system requirements. So, the current con-

sumption and shape are taken into consideration. The Adafruit has lower energy

consumption than the InvenSense I2S microphone but in terms of shape and size, the

InvenSense is more compact than the Adafruit Figure 3.5. After looking into all the

pros and cons, both sensors are very similar with the features they provide. INMP441

has better availability and a lower price compared to the other. Ultimately, cost was a

deciding factor to select the INMP441 as the choice of audio sensor.

Storage

The storage is also part of the recording system requirements as per section 3.2.3. It is

essential to store the recordings for reusing, and always good to have an extra storage

element to reduce the controller’s internal memory usage. A microcontroller has an

internal flash memory that stores data that will be preserved even after the system is
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restarted. It is also known as non-volatile memory. It is mostly used for storing the

software code to run the microcontroller. It is best to not use the internal memory

to store other data, if the code space is larger. So it would be a better system design

choice to add a storage device to the prototype.

Among the available external storage elements, the most often used are SD cards,

which are convenient, small, compact and easy to use. There are a few prerequisites

to use an SD card in our prototype. A controller must

• have an internal or external card reader,

• be able to communicate with the controller for data transfer,

• have the ability to create, read, update, and delete files.

A micro SD card is used in this prototype since it is widely available. An SD

card reader is always selected based on the SD card used, so a suitable micro SD

card reader should be selected for the prototype. Two different SD card readers are

available, one with 3.3 V and another with 5 V operation voltage. Both the SD card

readers interface with the microcontroller using the SPI protocol subsection 3.2.4. The

significant differences between the two are the shape and energy consumption, where

the 3.3 V device is smaller, compact and consume less energy when compared to the

5 V device. So, a 3.3 V micro SD card reader will be used for further implementation

of the prototype.

3.3.3 Controller

This subsection discusses the selection of a microcontroller based on the critical require-

ments listed under the section 3.2.3. There are lots of available wireless microcontrollers

that can serve the purpose of Stim4Sound. In this prototype, the microcontroller needs

to process the input data from the input module Figure 3.1 and act as a User Interface

control (UIC) of the prototype. So the microcontroller selected for this prototype must

fulfil these requirements at most for better performance.

Based on the requirements, two microcontrollers with Bluetooth and WiFi com-

ponents - ESP32 and Arduino nano 33 IoT- are analysed. Each device has a slightly

different configuration in terms of memory, the available number of I/O pins and energy

consumption, which are tabulated in Table 3.2.
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WeMos LOLIN32 Lite

(ESP32)

Arduino Nano 33 IoT

Flash Memory 4 MB 256 KB

Digital I/O pins 34 14

Deep sleep mode current 10 µA 10 µA

Bluetooth current 130 mA 130 mA

WiFi Tx packet current 190 mA - 240 mA 190 mA

WiFi/BT Rx and listening

current

80 mA - 90 mA 95 mA

PCB Antenna MIFA(31.4x18x3.2) mm PIFA(10.0x14.0x3.8) mm

Communication protocols I2S, SPI, I2C I2S, SPI, I2C

Table 3.2: Comparison between ESP32 and Arduino Nano33 IoT

When looking into the table, it is clearly seen that both devices are more or less

similar, but significant differences are flash memory, number of I/O pins and current

consumption.

• Flash memory (Non-volatile memory) is essential for a controller to store the

code and few other essential small data to retain after restarting. As mentioned

in section storage section 3.3.2, it is necessary to use internal memory for larger

code space and storing small data, so larger memory is more suitable for imple-

mentation. ESP32 has larger memory availability than the Arduino Nano33.

• In terms of I/O pins, for implementing the user interface with several button con-

trols along with the recording, storage and sensing module, the available number

of pins in the microcontroller should be sufficient for implementation. Even in

this requirement aspect, ESP32 has more pins than Nano 33.

• A wireless system needs to have minimal energy consumption since all wireless

devices run on a battery section 3.3.3. The implementation should be efficient

to have an extended stand by time while delivering sufficient bandwidth at the

same time. Comparing both devices shows them to be neck to neck except for

WiFi energy consumption where more energy is used by ESP32.
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(a) Nano 33 IoT [59] (b) WeMos LOLIN32 lite [60]

Figure 3.6: Microcontrollers

Both the devices have the needed hardware interfaces to connect with SD card

reader, sensor and microphone. The shape and size look similar for both devices Fig-

ure 3.6. After looking at the critical requirements for the implementation, section 3.2.3,

ESP32 is the better choice, as it has more I/O pins, see Figure 3.7, which will be needed

for setting up a suitable and flexible UIC.

Figure 3.7: WeMos LOLIN32 Lite pinout [61]

Battery

It is essential to use a battery to make the device wireless. There is a wide range of avail-

able microcontroller batteries. Batteries are either rechargeable or non-rechargeable.

Using a rechargeable battery will ensure the device can be used frequently and is safer

for the environment. So, using a rechargeable battery would be a better option than

non-rechargeable. There are different batteries available for ESP32 microcontrollers.

LiFePO4, Li-ion, Li-Po and 9 V block battery are the most frequently used batteries.



CHAPTER 3. DEVELOPMENT OF PROTOTYPE 28

The selected battery should be sufficient to power the prototype for an hour or so

for an uninterrupted usage. For this purpose, the Lithium Polymer (Li-Po) battery

was selected because of its size and availability. The Li-Po’s are also available with

different battery capacities with a maximum of 10 000 mA h.

For the ESP32 to operate it requires an operating voltage of 3.3 V and ∼200 mA

current for wireless activities. Meanwhile, the voltage output of the Li-Po battery

is in the range of 3.7 V and 4.2 V, with current capacity ranging from 500 mA h to

10 000 mA h. The battery selected for this prototype has a capacity of 500 mA h, i.e it

can supply power to the microcontroller for maximum of 2 h.

Since the operating voltage of ESP32 and the battery supply voltage are different

it is necessary to lower the supply voltage. For this purpose ESP32 has a low dropout

regulator (LDO). It is voltage regulator to which the battery is connected that regulates

the output voltage of 3.3 V from the higher input voltage (Li-Po battery, 3.7 V - 4.2 V).

3.3.4 Soundscaper

As discussed in section 3.2.3, the audio synthesis software creates musical prototypes,

synthesisers, audio mixes, etc. These audio synthesisers use the processed input data

from the controller to manipulate the recorded sound using body movements data. At

this part of the system, the software application aims to achieve the main objective of

the prototype.

Audio synthesis is possible using a wide range of available hardware and software

configurations. Two visual programming languages are chosen from the whole range as

the literature survey they used - Max/MSP and Pure Data (Pd). These two software

environments are created to provide a medium for interactive computing. The same

person created both initially, but Max/MSP taken over by Cycling ’74 is paid, and

Pd is free. Both have their pros and cons which can be seen in Table 3.3.
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Max/MSP Pure Data

Has a vast community and available libraries

with proper documentation.

Requires more research from the user with a

lack of documentation, and it is a growing

community.

Is more accessible for beginners to begin and

has a nicer look and is user friendly

Is for beginners too but takes time to learn,

and it is not user friendly

Max/MSP is licenced software and paid to use Is open source, free to use and can be incor-

porated into applications at no cost.

Is available only in Windows and Mac OS. Is available in Linux, Windows, Pi and Mac.

Has constant stable updates Has no frequent updates (rare)

Is suitable for embedded boards or mobile OS. Can be used in mobile applications using a

library and works well with Raspberry Pi

boards.

Table 3.3: Comparison between Max/MSP and Pure Data

Max/MSP is easy to use with all the available documentation and examples, but the

licence must be paid. PD is vice versa of Max/MSP in these aspects. Max/MSP and

Pd allow the user to install externals (developed by users) for development purposes,

but Max/MSP has a larger number of contributions to creating externals. Developers

using Pd have been increased to create an interactive environment but Max/MSP has

a better support forum that is responsive. Max/MSP is chosen for this implementation

as it is suitable for beginners to start with, has a 30-day free trial version, and also has

plenty of documentation to rely on.

3.4 Setting up the prototype

This section will discuss setting up the interfaces between microcontroller and other

peripherals. Each functionality was divided into different subsections. From the sec-

tion requirements section 3.2, all essential functionalities were collected and from the

hardware section all the required hardware components were chosen. Now, how they

are connected to one another and how they are used in the development of the proto-

type, is discussed.

The essential functionalities that were gathered based on the requirements were

implemented in the order of the functional flow of the prototype:

1. recording,

2. save recording to storage,

3. upload stored recording via FTP,

4. download stored recordings to PC via FTP,
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5. wireless communication of UIC between microcontroller and Max/MSP,

6. wireless communication of sensor data between sensor and Max/MSP,

7. setting up Max/MSP.

3.4.1 Recording

As mentioned in the subsection 3.3.2, the INMP441- MEMS microphone is selected for

recording. The INMP441 uses I2S communication. As a first step, all the microcon-

troller’s pins are connected to the INMP441 and should be defined. The pins, as seen

in Figure 3.8 - SCK, SD and WS are the signals used for sending audio data. SCK is a

serial clock, SD is serial data and WS - ‘Word Strobe’ is set to 0 or 1 indicating whether

the signal is from the left or right channel respectively. These pins are connected to

ESP32 pins 2, 13, 15 respectively. There are libraries available for implementing I2S

drivers for ESP32, making the recording process simpler.

Figure 3.8: ESP32 pin connection with INMP441

A few essential parameters need to be defined for recording audio. The following

decisions were taken to start a recording: sampling rate, bits per sample, recording time

and file storage format. As per section 3.2.3 for a good quality recording, a sampling

frequency of 44.1 kHz with 16 bits per sample (CD quality) should be used. The most

used file formats for storing music are MP3 and WAV. Between the two, WAV has bet-

ter quality when compared to MP3 because MP3 looses quality when the files are lossly

compressed and stored as MP3. Selecting the file format comes with a trade-off where

the uncompressed WAV format will occupy larger storage space than the MP3 format.

The priority is given to the quality of the recording, and the sound is recorded with
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a sampling rate of 44.1 kHz and 16 bits per sample value and stored in WAV file format.

All WAV files will have a header at the beginning that provides specifications on

the file type, sample rate, sample size and overall length. A WAV header is utilised

hard-coded when a file is saved to the SD card. The first 44 bytes of the WAV file are

allocated for the header of the WAV file. Table 3.4 shows the WAV header format.

Name offset Size Value

ChunkID 0 4 “RIFF”

ChunkSize 4 4 405040

Format 8 4 “WAVE”

Subchunk1 ID 12 4 “fmt”

Subchunk1 Size 16 4 16

Audio Format 20 2 1

Num Channels 22 2 2

Sample Rate 24 4 44100

Byte Rate 28 4 88200

Block Align 32 2 4

Bits per Sample 34 2 16

Subchunk2 ID 36 4 “data”

Subchunk 2 Size 40 4 405004

Table 3.4: The header of a WAV file

To initiate the process of recording, a series of steps has to be followed as per [62].

The I2S driver must be installed with the configuration setup required for recording.

As a second step, GPIO pins are defined for I2S communication, which helps the I2S

driver to route the clock, WS and data signals. The recording is a process of reading

and saving the data from the digital microphone. The data from the microphone is

stored in a direct memory access (DMA) buffer. To retrieve the data from the direct

memory allocation buffer (internal to I2S driver) and to store it in the flash memory

(buffer), the “read” function is used. It is necessary to uninstall the I2S driver as a

final step to free the resource allocation once the recording process is completed.

3.4.2 Save recording to storage device

A micro SD card is the choice of storage element from section 3.3.2. The selected micro

SD card reader uses an SPI interface to connect with the microcontroller. SPI pins are

defined at the beginning of the code, and the physical connections are made between

the microcontroller and the SD card reader, Figure 3.9. The different functionalities

for the SD card can be availed through the SD card library. The SD card module is

initialized using the ”begin” command at the SD CS pin (chip select), which should
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return ”1” when the initialization is successful. Initialization must be done even before

the recording process starts. Once the recording process starts data stored in the buffer

(known from subsection 3.4.1) is written into the created WAV file. The data from the

buffer is written to the file until the user stops the recording or reaches the maximum

time, after which the file is closed and saved into the SD card.

Figure 3.9: ESP32 pin connection with INMP441 and micro SD card reader

3.4.3 Upload file from MCU to PC

MCU to FTP server

Even though the recording is saved in the SD card, wireless data transfer needs to be

implemented to make it available on the PC without human intervention. The most

used protocol for file transfer is FTP, and there are also other methods available like

HTTP post, database transfer, etc.

As ESP32 contains WiFi components, it supports the use of FTP. FTP allows users

to access, manipulate and transfer data between computers. Users can connect through

FTP to a server securely with a password. They can either set the MCU as a server

and access it remotely from the client device or vice versa, and each has its pros and

cons.

When an ESP32 is used as a “server”, the files in the SD card can be accessed

e.g. by using an FTP application such as Filezilla, or by using Python scripts. The

FileZilla client does not support any automation [63], and thus a Python script was

implemented to automate the process. Despite the successful data transfer using this

Python script, the session kept expiring when the system was idle. Due to this issue
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with the sessions, using ESP32 as a “server” does not suit the requirements.

Meanwhile, using ESP32 as a “client” to be connected with an FTP server when

required proved reasonable. The FTP server in the system/PC can be set up using

Python libraries, Filezilla, or a website with an FTP server. Providing a backup for

the recording and allowing the user to use it anytime by making it available online was

also a choice. Hence a website that will be available all the time with an option of

uploading files to the website via FTP is chosen to be a part of the implementation.

The ESP32 uses an FTP client library, making the FTP connection and file transfer

easier. Once the connection between the server and the client is set up, the file to be

transferred is read from the SD card and stored in a buffer. The data stored in the buffer

is written to the FTP server present in the free hosted website, and the connection is

closed. However, the drawback is that the recorded data will not be directly available

on the PC.

FTP server to PC

An automation script was developed using Python to make the recorded file available

to Max/MSP on the PC’s local folder. This script checks for the latest file uploaded to

the FTP server and compares it with the previously downloaded file’s date and time.

If the date and/or time vary, it downloads the latest files from the FTP server to make

them available for Max/MSP.

3.4.4 Wireless communication of UIC

The prototype’s user interface controls the functionalities set up at the microcontroller

using buttons. The set of functionalities that are required to control the prototype is

• Start recording - Start button initiates the recording process

• Stop recording - Stop button to stop the recording and initiate file transfer

• Mute/unmute a track and delete a track - Track button to control the track

(multiple functions).

The mute and unmute control data is the only control data that has to be sent

to Max/MSP from the microcontroller. Since the prototype is wireless, the control data

must be sent to Max/MSP via Bluetooth or other network protocols. Max/MSP does

not support Bluetooth, so the only available option is data transmission through avail-

able wireless network protocols over WiFi.
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Max/MSP supports Transmission Control Protocol (TCP) and User Datagram Pro-

tocol (UDP) communication protocols for transmitting data. Both of the communi-

cation protocols use IP to send and receive data. To send data via UDP, only the

IP address and destination must be specified. However, it does not give feedback on

packet status, like whether the data reached the destination or failed due to network

issues. On the other hand, TCP sends an acknowledgement signal to the sender on

receiving. Unlike UDP, it requires a connection between sender and receiver before

sending data. Both UDP and TCP transfer data as packets. UDP packets contain a

destination IP-address and the data in a packet, while TCP includes extra information

to track packets. The significant difference between these two protocols is that TCP

is reliable, but UDP is fast. UDP is simpler than TCP in implementation, and miss-

ing some data from an entire data stream will not disastrously affect the prototype’s

function. Hence, UDP is implemented for transmitting data.

ESP32 uses a ”WiFiUDP” library for setting up UDP connections by providing the

IP address and the destination port. For UDP to work, both sender and receiver should

be connected to the WiFi network. A UDP connection is opened with a destination

port when a track button is pressed. Using the function ”beginPacket”, the IP ad-

dress, port and data are added to a packet, and by using ”endPacket”, the packet is

closed and sent to the destination.

Max/MSP has a function ”udpReceiver” to receive messages from UDP by con-

necting to the same local IP address and port as the sender. These values are then

processed as per the requirements

3.4.5 Wireless connection between sensors and Max/MSP

Xsens Dot has a user interface (UI) for mobile and desktop applications, allowing users

to connect to the sensors. This UI provides multiple measurement modes under ”Start

Logging”, allowing users to log the acceleration, Euler angle data together, or the raw

sensor data from the accelerometer and gyroscope. The UI also provides an option for

syncing the sensor devices for synchronised output.

However, the data from the sensor are stored by default in an excel file instead

of being transferred to Max/MSP. The prototype aims to transmit the sensor data

to Max/MSP, and thus for the Max/MSP to read the data, changes in the existing

algorithm of the Xsens Dot application are required.

The Xsens Dot desktop application for the sensor was developed using JavaScript,
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and the code is accessible for the users for development as per the requirements. The

data should be wirelessly transmitted to the Max/MSP as per the needs. From sub-

section 3.4.4, UDP transfer would be a perfect fit for transferring the data between the

sensor and Max/MSP .

UDP communication between the sensor and Max/MSP is achieved using the Node

js library ”dgram”. This library allows to ”create a socket” for sending UDP packets.

Xsens Dot algorithm when set in ”measurement” mode, an excel file with the device

id, timestamp and timestamp is created. Creating a port for each sensor to transmit

the respective sensor data to Max/MSP is possible with the stored device id. Once the

data is entered in an excel sheet based on the device id a socket is created with a local

IP address and port. Each device id is bound with individual ports, when data arrives

at a port a UDP connection is established to transfer the data. This UI server is set

up at a desktop local server, and the UDP socket binds to the local IP address.

Max/MSP uses the function ”udpReceiver” to receive messages as mentioned

in subsection 3.4.4.

3.4.6 Setting up Max/MSP to receive data

Max/MSP is a programming platform for music and multimedia, utilised for a plethora

of musical prototyping, as stated in section 3.2.3. For the development, Max/MSP is

programmed to receive sensor values from the sensor and read the recorded audio from

the ESP32. Max/MSP is the end stage of the project flow.

The recorded WAV file that is available on the PC is read using Max/MSP’s ”read”

function. The recording will be saved in the buffer and used for audio manipulation Fig-

ure 3.10.

Figure 3.10: Max/MSP patch to read a recording
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Musical data is essential at this point of the project where the whole manipulation of

audio depends on it. The usual way of transferring musical data in real-time is through

MIDI (Musical Instrument Digital Interface) which communicates pitch, velocity, and

notes when pressed. The idea of the prototype is to use recorded music rather than dig-

ital instruments, so MIDI was not preferred. However, the pitch, tempo, loudness, etc.,

need to be changed to control or manipulate the recorded music. Max/MSPreceives the

sensor values based on the body movements through UDP( subsection 3.4.5). Those

values are used to manipulate the music’s pitch, volume and tempo. As per the sub-

section 3.4.5, Max/MSP uses ”udpReceiver” to receive UDP data, and the data is

received in ASCII format. But for the prototype the original sensor values are required

to manipulate the sound properties. Therefore the ”itoa” function of Max/MSP is

used to convert ASCII values to characters and are separated into device id, times-

tamps, angles (x,y,z), acceleration (x,y,z) Figure 3.11.

Figure 3.11: Max/MSP patch to read sensor data

3.5 System architecture - Revision

The system architecture seen in Figure 3.1 is changed according to the selection of

hardware and communication protocols. There are significant changes from the existing

architecture, such as

• the sensor module communicates directly with the soundscaper module (Max/MSP)

instead of the microcontroller.

• the recorder module also has a storage device connected to the microcontroller.

• the microcontroller has a battery connected to it.

The updated architecture with the above mentioned changes is as shown in Fig-

ure 3.12.
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Figure 3.12: Updated system architecture module

For a better visualization, the system architecture modules are replaced by the

chosen components Figure 3.13

Figure 3.13: Updated system architecture with selected hardware
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3.6 Conclusion

The steps involved in the development process of the prototype were discussed in this

chapter. The process started with figuring out the functional and system requirements,

which formed the basis of the prototype development. A high-level design for the end

product’s system architecture was defined using five modules: the body movement sen-

sor, recorder, controller, communication, and soundscaper. Each module is analysed

individually to determine the hardware feature requirements of the prototype. The

hardware selection was made by comparing the suitable shortlisted devices to achieve

the system goals. The major requirements for the system were to be wireless and low

powered, so there was a need for suitable hardware selections that supported wireless

communication and low power consumption. The comparison resulted in hardware

choices Xsens Dot as the Body movement sensor, INMP441 digital microphone and

3.3V microSD card reader, and the recorder to store the recordings, Wemos Lolin32

lite (ESP32) as controller and Max/MSP as a soundscaper to manipulate audio signals.

All hardware choices were also based on compatibility and to communicate the data

to the Max/MSP. The communication between hardware begins from the recording

module. The microphone is connected to the microcontroller using I2S communication,

and the micro SD card reader is connected to the microcontroller through the SPI

communication protocol. This communication helps the prototype to gather the audio

signals using a microphone and store them in the micro SD card in a WAV format.

The recording is then sent to the PC’s local folder via FTP for the Max/MSP to read

the recording to manipulate the audio. Parallel to recording, a UDP connection was

implemented in the sensor to send sensor data to the Max/MSP. A Max/MSP patch

was implemented to test whether Max/MSP reads the sensor data and the recording

file. The test result shows that the hardware selected and the prototype setup works

as expected. This chapter answers the research question, “What could the architecture

and implementation for a prototype of the proposed system look like” and ”How to

measure the body movements (e.g. hands, legs or wrists) for sound manipulation”. In

the next chapter, the functional flow of the prototype will be discussed along with the

use case.



Chapter 4

Product flow and Use case

This chapter discusses the flow of the prototype and the manipulation of audio signals

based on different body movements. Now that a functional prototype is developed, it is

necessary to discuss the flow of the prototype, including the use case of the prototype.

4.1 Prototype design

chapter 3 discussed hardware and communication choices, and this section is about

the additional functional design choices for the hardware to work as expected. Few

additional functional design choices have to be considered while programming, like

• how many tracks the user should be allowed to record.

• how to notify the system is busy.

• how to communicate with the fellow user if they like the recording.

• how the user can take control of the recording (mute, unmute, delete).

A minor hardware design change needs to be done to implement the new, more detailed,

design choices. The following changes to the system will be sufficient for the prototype

to incorporate these changes.

1. The number of recordings a user can record should not be limited to one or

two, which would restrict the user to explore the soundscape or make sense with

fellow users when having to few tracks. So the design choice of allowing the user

to record six tracks was decided based on availability of I/O pins and complexity

of the prototype. Having more than six recordings would be complicated and will

distract the user from the main goal of participatory sense-making.

2. Since it was decided to use six recordings, it was necessary to allow the user

to control the six tracks. Having a button assigned to each track would be

39
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the less distracting option. The button has multiple functionality that should

communicate with the Max/MSP and with the SD card. Functionalities of the

button are to mute, unmute and delete the track.

3. An LED light was used to notify the user that the system is busy recording or

transferring the recorded data.

4. One more button was added to the prototype to send information between the

users, which will notify the other user whether the recording is likeable or com-

fortable.

Figure 4.1 is the updated connection of the prototype. The additional design choices

were implemented so they did not affect the existing connections of the microcontroller.

Figure 4.1: Revised connections with the addition of buttons

4.2 Product flow

A flowchart is nothing but a visual representation of the process or the system. Flowcharts

are handy to represent the code more straightforwardly and easier to be understood.

Flowcharts consist of a few standard shapes that represent steps, and it is essential to

know about the shapes and their representation, see Figure 4.2.
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Figure 4.2: Flowchart shapes and their representations

The flow of Stim4Sound can be represented using multiple processes that are put

together to form the whole system. Based on the functional flow of the prototype

in section 3.4 flowcharts are formulated for each function and are explained in the up-

coming subsections.

Before diving into each function, a high-level system flow is given in this section.

There are two major processes running in parallel, one process pertains to function-

alities of the microcontroller and another is the process of sending sensor data to

the Max/MSP.
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Figure 4.3: High-level flowchart of the system

4.2.1 Recording

The main process of the prototype is to record audio on a button press, and there

are prerequisites to start the recording function like initializing the variables. The

firmware for Stim4Sound is developed using the Arduino IDE, and the entire flow of

the recording program is given as a flowchart in Figure 4.4. The connectors in the flow

chart are color coded for better understanding of the connector’s beginning and end in

a flowchart. Connector flows are explained in the upcoming subsections with separate

flowcharts.
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Figure 4.4: The system flow of recording process (1-6 represents to the corresponding

point below).

1. Arduino has libraries for Wi-Fi connection, I2S driver, SD card, FTP, UDP, etc.,
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that are initialized along with the pins of the peripherals, constants and the

variables required for the program.

2. Setup is the predefined process where the Wi-Fi connection, the availability of

the SD card and the button pins of button1, button2 are set up to be an input.

These are the two buttons used to start and stop the recording process. After the

process setup, a loop function starts with a series of conditions to check to initiate

various processes (buttonPress, Like/ unlike, Track control and Transfer).

Figure 4.5: The Setup process happens once before recording

3. buttonPress is a predefined process where it reads buttonState continuously,

and depending on how long the button is pressed, it updates buttonPress values

0, 1, 2. 0 - no activity, 1 - short press, 2 - long press. button1 and button2

are the two buttons required for recording.
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Figure 4.6: The buttonPress process of recording

4. Recording process starts only when there is a short press of button1 (buttonPress1

= 1), and the system is free (busy = 0), see Figure 4.4.

5. When the condition is true, the program checks whether the file exists on the SD

card, see Figure 4.4.

• If the file does not exist, a set of initialization and preparation is done for

the recording. A new WAV format file ”recording000.wav” (or as per the

filename) is created with a WAV header. The variables busy and stop rec

are updated to 1 and 0, respectively, indicating the system has taken up a

task and is waiting for it to be stopped. The LED is turned HIGH, indicating

to the user that the process has started. A task is created for the recording

process to run in core1 (Thread1) such that it will not affect the button

check that runs in core0 (Thread0).

• If the file already exists on the SD card, the filename is updated by in-

crementing the file number but only if the filenumber count is less than

6 (total number of recordings are 6 numbered 0 - 5). The code changes

the filename from ”recording000.wav” to ”recording001.wav” and can have

maximum up to ”recording005.wav”.
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• If the filenumber is greater than or equal to 6 then the user has recorded

all six tracks and the program through LED blinking notifies the user.

6. Two processes happen simultaneously at Thread0 and Thread1.

• Thread0: the buttonPress process continuously checks for the buttonPress

update to stop the audio acquisition process (Stop Recording) or other

available processes, which runs parallel to the Thread1.

Figure 4.7: The Thread0 task

• Thread1: the process of audio acquisition and storing it, is explained in

the next subsection. Once the process ends, then Thread1 stops and all

processes will run in Thread0 serially.
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Thread1

Figure 4.8: The Thread1 task

1. Thread1 intiates recording process by initalizing the two 16 kB size buffers and

a counter variable flash size.

2. Acquisition starts if the condition of flash size is less than the size of the

recording file 10 s and the control signal stop rec from Thread0 is 0.

3. I2S read is a predefined library function which receives audio data from the

INMP441 via I2S communication and stores it in the defined 16 kB i2s buffer

buffer.

4. I2S adc data scale is a library function used to covert the digital data to an

analog data before saving it as WAV format.
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5. The converted data is written to the WAV file created in the SD card and incre-

ments the flash size by 16 once an iteration is completed.

6. Once the flash size is greater than the recording size of an audio file for 10 s

or if the stop rec is updated 1 on a button press in Thread0 then the recording

will stop.

7. Once the recording is stopped, the SD card file will be closed, all the buffers

will be cleared, the I2S driver is uninstalled, the variables are reset, meanwhile

updating newfile = 1, and the parallel task Thread1 is deleted.

4.2.2 Transfer to website via FTP (Transfer)

Once the recording process is done with saving the recorded file to the SD card, the

program runs so that the transfer process begins in Thread0. The recorded file is trans-

ferred via FTP to the website, and the following process is involved while transferring

the file, see Figure 4.9.

Figure 4.9: The Transfer task
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1. If the newfile is updated to 1, then a new FTP connection is established using

an FTP library function.

2. A new file is created in the FTP server with the same name as it is recorded in

the SD card.

3. The recorded file to be transferred is read from the SD card and stored in a buffer.

4. Using the FTP library function, the data stored in the buffer is written to the

file created

5. Once the data is completely transferred the FTP connection is closed, the vari-

ables are reset, and LED is turned LOW, indicating the recording and transfer

process is completed.

The system takes up memory during the transfer so that no other tasks in core0 were

run because it will disrupt the transfer process.

4.2.3 Download to PC

A Python automation script was developed to download the recorded audio from the

server via FTP to PC automatically. For this to happen, an empty file was created in

the FTP server manually (only for the first use) and named as time,recording000.wav,31

01 2022 21 42 44 with date, time and recording name separated with a comma. This

empty file was used in the program to automate the download. The script checks for

the recent update of the file in the server to download the recording.The flow of the

program is given in Figure 4.10.

1. The program should initialize the necessary libraries, variables and declarations

required for the Python script to get the job done.

2. A new connection is made with the FTP server using login credentials using the

FTP library.

3. The available files in the FTP server are listed and stored into a list variable

“line” and also an empty list file list is created in Python to separate the

files.

4. A loop is implemented to check for the file that starts with “time” to add those

it to the empty list file list

5. A loop is implemented to get the timestamp for the file that starts with “record”

(uploaded recorded file) and compares it with the time in the file list. If the

uploaded file’s timestamp is more recent than that of time present in the file
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name time, recording000.wav, 31 01 2022 21 42 44, then the recording file is

downloaded.

6. For download, a filename (same as the filename in the SD card) is created in the

local folder, and with the help of the FTP library, download is completed.

7. Once the file is downloaded, the empty file which starts with time and has the

same name as the downloaded file is deleted. Furthermore, a new file is created

with the same name except for the date and time, which will be updated to the

downloaded time, which will be used for the next update.

Figure 4.10: Flowchart of the code for downloading file to the PC
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4.2.4 Track Control

Track control is a part of the prototype’s UIC, that should communicate with Max/MSP or

trigger a process in the microcontroller. A UDP communication library is used in Ar-

duino IDE to establish a UDP transfer between the UIC and Max/MSP. There are 6

buttons used for this purpose and each button was assigned to the recorded audio file.

The process flow of the track control using the buttons are given as a flow chart in

the Figure 4.11.

Figure 4.11: Flowchart of the code for track control
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1. The buttonPress works the same way as item 3 of subsection 4.2.1.

2. The condition for the buttonPress is checked whether it is a short press - 1 or

a long press - 2.

3. If the condition is true for the short press (buttonPress = 1), the data stored

in EEPROM during the initialization of the system is read to know whether the

track is muted or unmuted. If the track value is 0, it is updated to 1 or from 1

to 0.

• The updated values are then written into the same EEPROM address. Each

track has its EEPROM address to read and update.

• As per the update from 0 to 1 or 1 to 0, the corresponding UDP function is

called to mute or unmute. From 0 to 1 call, udpsend unmute function and

from 1 to 0 call, udpsend mute function.

4. If the condition is true for the long press (buttonPress = 2), the corresponding

track assigned to that button is deleted from the SD card using the SD card

library function and variables are reset.

udpsend mute and udpsend unmute functions

Figure 4.12: Flowchart of the code for muting and unmuting the track

1. The function udpsend mute and udpsend unmute works similarly except for send-

ing values as Figure 4.12.
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2. When the button is pressed to mute/ unmute the track, the udpsend mute/

unmute function is triggered with the port as an input to the function.

3. A UDP communication port is set up with the port and the broadcasting IP

address (255.255.255.255).

4. A UDP message packet is created and value (0 for mute and 1 for unmute) needs

to be sent is written to it.

5. Once the data is sent, a message is printed ”Track muted” or ”Track unmuted”,

variables are reset and then the UDP communication is closed.

4.2.5 Like/Unlike

This function is implemented to allow the users to notify each other about their likes

and dislikes of the current recording they are playing. This function is also part of

UIC, where the control signal is sent to Max/MSP to turn on and off the visual LEDs

(green and red). The process flow Figure 4.13 for this function varies slightly from sub-

section 4.2.4 because a new variant of the very long press is implemented.

Figure 4.13: Flowchart of the code for like and unlike
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1. This code runs in Thread0, the main program checks for the button press for

triggering the like/unlike function.

2. buttonPress is a process where it reads buttonState continuously same as item 3,

but in addtion 0, 1, 2 one more value of 3 is added. 3 means very long

press. button9 is the button used to send control data for like or unlike. The

buttonPress code flow is shown in the Figure 4.14.

Figure 4.14: Flowchart of the code for the buttonPress like and dislike

3. Based on the buttonPress output, the program assigns a value to the led state

as 0,1,2 accordingly. The led state is send to LED control for UDP commu-

nication as shown in the Figure 4.13.

4. LED control is the same as the section 4.2.4 for communicating the data through

UDP. But in LED control in addditon to the port, led state is sent as a control

data. Where 1 is like and turns on green LED, 2 is unlike and turn on red

LED, 0 turns of both the LEDs means neutral (depends on the users).
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Figure 4.15: Flowchart of the code for the UDP communication of like and unlike

4.2.6 Sensor data transfer

Xsens Dot has its own windows application for connecting with Xsens Dot sensors.

Xsens application is based on JavaScript subsection 3.4.5. The application runs on the

local server with a set of UI options Figure 4.16. The flow of the sensor from sensor

connection till transmitting data to Max/MSP is given in Figure 4.17.

Figure 4.16: Xsens Dot UI
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Figure 4.17: Flowchart of the sensor from the sensor connection to the UDP transmis-

sion

1. The UI of Xsens Dot has a button Start Scanning, which checks for the available

sensors for connection.

2. After establishing a connection with the sensor, the UI has an option Start

Logging with options to start recording the sensor data. The option chosen for

our implementation was Complete Euler to get angle and acceleration data.

3. Xsens Dot stores the data in an excel sheet and parallely checks whether the

Stop Logging option is pressed to stop recording data.

4. When the Stop Logging is not pressed, the data entering the excel sheet also

transmitted through the UDP port created the device id. Max/MSP will receive

the transmitted data.
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4.3 Max/MSP

This session discusses how the sensor data is used to manipulate the sound properties,

and how the data are preprocessed for sound manipulation.

4.3.1 Opening a track and receiving the sensor data

A first step of the flow in Max/MSP is to read the file from the local folder and to

receive the sensor data from the sensor and the controller data from the microcon-

troller. Max/MSP is setup for receiving the data and for opening the audio WAV

file subsection 3.4.6. The Max/MSP patch in subsection 3.4.6 is implemented to re-

ceive data only from one sensor, from here on the same sensor is used as an example

in upcoming sections.

4.3.2 Preprocessing of sensor data

The acceleration data received by the Max/MSP is the acceleration in x, y, and z

directions. Acceleration data varies according to the speed of the movement, and if

the movement is fast, the acceleration data will be large at that point of time. Xsens

Dot accelerometers can pick up tiny movements and give output in decimals. Instead

of having decimal values (0.000 - 0.999), it is better to round the values to a whole

number that will be easier for calculations. Acceleration data are taken as an absolute

value and compared among the 3 axes and the maximum is routed to manipulate the

sound properties.

The angle outputs from the sensors are angles around the x, y and z axes. The

angle outputs from the y and z axes create a 2-D pointer or cursor by scaling. The

angle outputs are scaled to form a 127 x 127 rectangle. The y and z angles are scaled

to 0 - 127 and used as the vertical and horizontal sides of the square. Figure 4.18

shows that the sensor data from the sensor was received by the UDP receiver and are

manipulated to translate body movements into a cursor. The values under the square

in Figure 4.18 are the x and y coordinates of the square.
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Figure 4.18: Program for using y and z axes as a cursor, blue circle is the cursor

4.3.3 Mapping of acceleration data

Max/MSP uses the maximum absolute values and a counter to check for the body

tempo. A counter with a threshold and a timer were used to detect how fast the

user is moving. If the accelerometer value is greater than the threshold, it triggers

a bang (is like a push button) and subsequently counts the number of bangs in 1 s,

see Figure 4.19. A function that plays the recorded file uses the output of the counter

to set the playback speed.

Figure 4.19: Program for determining the playback speed from acceleration

The preprocessed accelerometer data controls the audio file’s playing volume. When

the maximum accelerometer value reaches the function, according to the value there
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will be a moment of increase in the volume. Since all the direction values are combined,

and the maximum of the combination is taken, user movements in any direction will

have the same effect on the sounds.

4.3.4 Mapping of angular data

As per the preprocessing subsection 4.3.2, the angle outputs are used to create a 2-D

pointer. These values are used as the scaled inputs to the filtergraph, which creates

different sounds for different filters. Also by using the values x values of 2-D pointer

the volume of the audio is controlled, when the pointer is at the top then the volume

will be maximum and vice versa.

The angular data from the x axes is used for echoing effects, the absolute data is

passed to a function delay, which controls the echoing effect to the recordings. The

values sent are scaled to a range of 0 - 300 for better echo effects. Figure 4.20 is the

graphical program used in the Max/MSP to control the volume and create an echo

effect.

Figure 4.20: Program for controlling echo and volume

4.3.5 Control data

The control data from the microcontroller will be received by the Max/MSP using the

UDP receiver function. The received values from the track control are connected to

the audio output of the Max/MSP, which will mute/unmute the audio track.

LED control data will be received by the same UDP receiver function. The data

received will be checked to turn On or Off, see Figure 4.21
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Figure 4.21: Program for LED notification for likeable or comfortable

4.3.6 Mapping of the tracks

The user was allowed to record six tracks and was attached with two sensors. However,

having six tracks mapped to both sensors can limit the user’s exploration. If the user

wore the sensor on their hands for stimming, the upward left-hand movement would

have the same effect on the tracks as the right-hand movement. If the six tracks were

separated into three tracks and mapped to each sensor, there would be a possibility

for the user to explore more.

4.4 How to use the prototype

This section discusses how the system is used for participatory sense-making along

with the guides on how to operate the prototype. The prototype’s updated connection

(Figure 4.1) is used for finishing up the prototype and are encased using a simple 3D

model, see Figure 4.22.

(a) Encased complete prototype (b) Top view of the prototype with the func-

tionalities

Figure 4.22: Developed Stim4sound prototype
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4.4.1 How to operate the prototype

The user should know the availability of different functions of the buttons and how to

operate them. There are nine buttons in the prototype Figure 4.22 (b). Few buttons

were programmed for multiple functions and were triggered by the different duration

of button press which will be discussed in this section. Different button presses used

in the prototype were short-press - when the button is pressed less than a second,

long-press - When the button is pressed for 3 seconds, and very long press - when the

button is pressed for more than 6 seconds.

1. Record (short press): the record button does not have multiple functions and

triggers recording process.

2. Stop (short press): it is a function to stop the recording process.

3. Button tracks (short press, long press): each button has tagged to particular

tracks and multiple functions (mute, unmute and delete).

• Short press - this toggles between muting and unmuting of the tracks.

• Long press - is used to delete a track from the SD card.

4. Like/ unlike (short press, long press, very long press): this button is to notify

the other user whether their sound is likeable.

• short press - if the sound is likeable. (turns on green visual LED)

• long press - if the sound is not likeable. (turns on red visual LED)

• very long press - if the sound is neutral. (turns off the visual LED)

The Stim4Sound’s concept is an interactive process (section 3.1) between two users

from diverse backgrounds. Below, questions were answered for use case of the prototype

and also a short summary of the assignment.

1. Who is going to use the product?

The aim of the product is to make an NT person to understand stimming better,

and so the use case is primarily for NT and an autistic person.

2. What will the user do in participatory sense-making?

The user will be exploring soundscapes and stimming with the fellow user to

engage in an interactive activity using the prototype.

3. How will the user use the prototype for the interaction activity?

The user will be using the prototype to record sounds created by them, and to

control the tracks while stimming to manipulate the sounds.
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4. How does the user manipulate the sounds? The stimming of the user will ma-

nipulate the sound properties with the help of the sensors and soundscaper.

5. How are the sensors attached to the user?

The sensor attachment is flexible with the use of an elastic band and also can be

attached to the gloves (Figure 4.23). Users can stim freely with no disturbance.

Figure 4.23: Concept design of the gloves for the prototype

6. How will the user use the soundscaper?

The user communicates to the soundscaper Max/MSP through the prototype and

the sensor. They do not have to do anything with it manually. Max/MSP does

everything from playing the recordings in a loop to manipulating the sound prop-

erties with no intervention.

7. How can user listen to the manipulated sounds from the soundscaper?

Users can use their speaker or headphones attached to the PC and they can listen

to it in real-time.

Figure 4.24: Users can stim by wearing the sensors
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4.5 Conclusion

This chapter discussed the product flow of the prototype from the system initialization

to the output from the soundscaper. Each microcontroller functionality’s flow was ex-

plained briefly with flowcharts. Revised prototype design with the new functions was

also explained in here. Finally, the use case of the prototype was given in a question

and answer format for easier understanding.

This chapter answers the sub-questions ”2. What could the architecture and imple-

mentation for a prototype of the proposed system look like” and ”3. What technique(s)

can be used to manipulate the audio signals”. The sub-question two was almost an-

swered in the previous chapter with the hardware selection, and this chapter answered

it entirely by giving the final connection and the implementation of the prototype.

The sub-question three were answered by the Max/MSPpatches and the mapping of

the data to audio manipulation.



Chapter 5

Workshops and Evaluation

5.1 Workshop execution

The workshops were carried out after receiving approval from the ethics committee.

It started after the consent from the participants in indoor rooms with social distanc-

ing. The aim of the workshops were to introduce the concept of sense making and to

get user feedback for the developing the prototype. Each workshop used a version of

the prototype which was revised based on the previous workshops. It was conducted

between an NT and another NT person by briefly introducing the workshop and the

prototype. Once the setup was explained, participants engaged in an interactive activ-

ity with guidance whenever necessary. Each session with a participant was limited to

30 min due to COVID-19.

5.2 Workshop 1

This workshop was conducted with seven participants with the help of a fellow student

Yi Zhang. Due to COVID regulations, participants were invited individually. How-

ever, this workshop aimed to introduce the concept of participatory sense-making and

establish a mutual connection, which requires two participants to be involved. Thus

we, the workshop coordinators, took turns and engaged with the participants.

The application we used for this workshop was Loopify beta version. The app al-

lowed the user to record a maximum of four tracks. It ran the recording in an indefinite

loop, and they were manipulated using different options manually. The Stim4sound

prototype was at an early development phase with only a recording function, and only

its recording capabilities were tested.

1. A set of guiding music classified into happy, exciting, soft, natural, etc. were

played to each participant. This music was used to get the participants to ease

64
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into the workshop and help them start exploring sounds.

2. Different rhythms were also played to the participants to showcase the diverse

possibilities available and enable them to choose a favourite rhythm.

3. After selecting the rhythm, the participants were told to explore freely to identify

the objects they would like to make sounds with. The available items in the room

for them to explore were glasses, ceramic mugs, chopsticks, tape, balloons, metal

keys, etc., see Figure 5.1.

4. We had a basic setup of the prototype where the users could record a sound,

after which we manually adjusted sound properties according to the participant’s

movements.

Figure 5.1: Sample objects to create music

5.2.1 Observations and results

When the guiding music and rhythms were played to the participants, they liked at

least one music track. After listening to the introductory music and rhythms, they

were given time to explore the sounds with their pair. Three out of seven participants

tried to recreate the rhythm or the guiding music they liked using the available objects.

However, they were hesitant to explore, but when we (organizers) began exploring the

sounds, they followed and created new sounds eventually. Then they explored freely

and created new sounds with us using multiple objects. The whole music-making using

the daily objects triggered their creativity and engaged with one another for different

sounds.
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The participants liked multiple sounds, but they had to choose two sounds to record

when it came to the recording. With the organiser’s help and Loopify, each participant

recorded two sounds they created. We were able to see the participants take turns while

recording through verbal communication. At the same time, the developed prototype

was turned on for testing. The recorded output was not good as it had lots of noises

due to the wire connection.

Once the recording process was completed, participants were asked to stim along

with us but were uncomfortable and did not make any significant movements. How-

ever, when the participants listened to the manipulated sounds from the movements,

they were intrigued and joined the activity. While stimming, they utilized an option

to mute and unmute the tracks in the application to find exciting ways to merge tracks.

A few takeaways from this workshop were that participants needed the push to

make sound and record. They had trouble with making sounds, and they needed sug-

gestions. The participants who knew each other did not hesitate to explore the sounds

or record. They did not have any expectations with the sound manipulation. Even

though participants hesitated initially, a mutual engagement eventually was established

when creating music together and sharing the same experience.

Changes to the prototype

This workshop helped with the development of the prototype, from the observation

it was required to improve the quality of the recording and add functionalities. The

added functionalities were record multiple tracks and control the recorded tracks (mute

and unmute).

5.3 Workshop 2

It was conducted with two participants per session when COVID regulations were re-

laxed and there were totally eight participants. The main aim of this workshop was

to allow the participants to work with the developed prototype with the requirements

from workshop 1. In the previous workshop, we were involved in sense-making activi-

ties along with the participants. Therefore they had less self-exploration by mimicking

us as we initiated the process. In this workshop, we let the participants explore by

themselves with minimal intervention from us.

The workshop was divided into three sessions similar to section 5.2,

1. Choosing the preferred guiding music and rhythm
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Guiding music was played to the participants. They were asked to choose the

preferred guiding music as a background if they needed it for the next section.

2. Using actions to make sounds

Different actions to create sounds were introduced to the participants to explore

more soundscapes using the objects available to them (Participants struggled

initially to create music in workshop 1).

3. Stim freely to change the music

The participants were provided with the sensors to have a real-time experience

of the sound manipulation through their free body movements.

The prototype had the functionality of recording a maximum of six tracks per

participant and the ability to control their tracks and their pairs too. Sensors were

attached to an elastic band and made available. Max/MSP patch was implemented

with basic sound modulations for the participant’s feedback.

5.3.1 Observation and results

During the first session, two pairs out of four did not find the guiding music interest-

ing. Instead, they preferred to explore on their own. All participants tried different

ways of making music along with the ways we suggested as an example, see Figure 5.2.

However, everyone was nervous about exploring sounds with strangers, but they got

comfortable as their fellow participants created interesting sounds. At the same time, a

pair of participants from the orchestra (orchestra pair) did not hesitate while exploring

different music, unlike the participants with no music background. They used almost

everything available in the room to create multiple sounds, beats that go with their

pair’s sounds, and actively interacted when exploring together. Other participants at

times followed their pair’s behaviour in creating music, like using the same objects and

similar methods to create sounds, eventually interacting, adding sounds to their pair’s,

and taking turns.
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Figure 5.2: Sample actions to create music

As a part of the second session, participants were asked to record the sounds using

the prototype. They found it comfortable recording with the prototype and were happy

with the number of tracks they could record. On the other hand, they were unsure

whether the recording process was completed because there was no notification from

the prototype found to be a drawback. During the session, the recorded audio files

were not transferred to the soundscape and created an issue.

Once the recording process was done, participants started unmuting their tracks

for the third session. All the participants preferred wearing the sensor to their hands.

Three out of four pairs tried to figure out how the sound properties were changed

due to their movements. While the other pair was not interested in exploring it, they

enjoyed the stimming process with sound manipulation. One sound manipulation tech-

nique was to adjust the playback speed as per the participant’s movements. Everyone

found it interesting, but they felt their recorded sound completely changed. Another

sound manipulation technique was a sudden increase in the volume during a strong

movement. One pair tried sword fighting to explore more on this sound manipulation

technique. They liked one other functionality of controlling the tracks, but they were

not comfortable controlling their pair’s track as it may feel rude. Most participants

expected a volume change when moving the hands simply up and down. Nevertheless,

they had significant involvement in the activity as their movements changed sounds

in real-time. The participants unconsciously mimicked each other movements enjoyed

the interaction activity.

Takeaways from this workshop were that one pair asked for smaller instruments

to create sounds with different tunes. In the feedback, there were different opinions

regarding guiding music requirements. The participants who chose not to use it in-
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teracted more with their pairs. In terms of hesitation, except for the orchestra pair,

all others had hesitation while exploring tracks and stimming. Everyone was able to

involve themselves in sense-making as they dived into the sessions.

Changes to the prototype

This workshop helped update the prototype by adding the requirements and improving

the prototype’s quality. The changes were implemented to the prototype after the

observations were made. The significant changes made were,

1. the function to control the pair’s track was removed,

2. an LED was added to the prototype to notify the user of the recording process,

3. volume change to the track during up and down movements,

4. reduce the playback speed modification to retain the original sound.

5.4 User testing - revised prototype

Prototype testing was done with two participants, due to the COVID-19 regulations, us-

ing the updated prototype Figure 4.22 based on the previous workshop’s feedback. Max/MSP patch

was also updated with different sound manipulation techniques section 4.3.

The participants were explained about the use case of the prototype and the concept

of sense-making. After the briefing, they were allowed to record sounds they liked, and

feedback was collected for the prototype. Feedback for each stage of sense-making is

listed down.

1. Recording stage: They found the prototype easier to record on a button push

and move around with it. LED notification helped them to track the completion

of the process. Nevertheless, they were frustrated to wait for 10-30 seconds for

the recording file to reach the PC. Their recorded tracks were transferred to PC

with no issues which was rectified from the previous workshop.

2. Stimming stage: Sensors were attached to them and they comfortably stimmed

with it. The participants were excited and danced together to manipulate the

sounds. There was a bug with the sensor’s update identified during the testing.

One of the sensors had a one-second delay which also induced a delay in sound

manipulation. However, they enjoyed the whole stimming process and overlooked

the delay.
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3. Track controls: While stimming, they tried muting and unmuting functions.

Because of the delays they faced in the previous function, they also expected the

muting and unmuting will time, but there was no delay in the communication.

They were happy with the track control options.

4. Like/unlike: This option was introduced to communicate through the prototype.

Participants were comfortable using this function as they were roommates. They

mentioned they would not have used it if they had interacted with the stranger

as they found it rude.

Takeaways from the user testing were the issues with the sensor delay and the

waiting time during the transfer process. The sensor problem is occurred because of

the sensor’s existing program. The transfer waiting time was used as a time to record

sounds by another user so that both users could help each other while recording.

5.5 Effectiveness of the network Communication

Latency in communicating the data will affect the system’s quality. In this prototype,

it is a one way communication where the control signals from the microcontroller and

the sensor data from the Xsens Dot communicate to Max/MSP. UDP communication

is chosen for its low latency and little loss of packets subsection 3.4.4, but it is rec-

ommended to evaluate the prototype in terms of latency and packet losses to have a

better system.

Wireshark, a packet analyzer application, was used to evaluate the communication

issues for this prototype. It captures the packets in a network connection and decodes

them into data. The decoded data consists of the sender’s and receiver’s IP address,

the port used to send the packets, the time when the packets were received by the

receiver and the data embedded in the packet. These data were used to check the

latency and packet loss.

Latency can be calculated using the received timestamp from the Wireshark and

sent timestamp from the sensor. The difference between these timestamps is the time

taken for the packets to travel from the sender to the receiver port, which gives the

communication latency. Figure 5.3 shows the distribution of latency across the time in

milliseconds for the sensor data to reach the Max/MSP. It is observed that the average

latency was between 3-4 ms which is negligible and does not affect the system’s working.
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Figure 5.3: Distribution of Communication Latency

Packet losses were calculated by comparing the counter values from the sensor to

the total values received by the Wireshark. It was checked for the sensors individually

and together. The Table 5.1 shows the comparison of sent and received data for the

sensors. There was no loss in packets during communication when the sensors were

connected individually.

When the sensor data was grouped into three sensors, there were discrepancies in

the packets, as seen from Table 5.1 the sensor with port 5007 sent and received 256

packets of data while the other two sensors sent and received 141 and 142 packets.

This discrepancy did not affect the performance of the prototype. After looking into

the sensor data, it was because of the sensor’s delayed connection to the application.

A major issue was found after the sensors firmware was updated; when sensors

were grouped into four sensors, there were no packets from one of the sensors. This

created a problem with the prototypes working. This issue did not happen with the

earlier version. There are two reasons for this issue to occur, it occurred because of

the sensor’s firmware and the laptop used for establishing connections.
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Sensor id UDP port Packets sent Packets received

d4:22:cd:00:17:0e 5006 140 140

d4:22:cd:00:17:31 5007 188 188

d4:22:cd:00:17:12 5008 177 177

d4:22:cd:00:17:74 5009 221 221

d4:22:cd:00:17:31

d4:22:cd:00:17:12

d4:22:cd:00:17:74

5007

5008

5009

256

142

141

256

142

141

d4:22:cd:00:17:0e

d4:22:cd:00:17:31

d4:22:cd:00:17:12

d4:22:cd:00:17:74

5006

5007

5008

5009

0

430

443

756

0

430

443

756

Table 5.1:

The UDP communication between the sensor and Max/MSP have issues with latency

but with the number of sensors being used together. This can be resolved with the

new update of the sensor’s firmware or laptop with different specifications.
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Conclusions and recommendations

6.1 Conclusions

This thesis explored the ways to implement a wearable device to enable participatory

sense-making. The aim of the study is to answer the research question“How to design

a set of two wearable devices that allows users to record and manipulate sounds while

also allowing them to connect with one another”. In order to answer this question, sub

questions were answered in different chapters of the thesis.

How to measure the body movements (e.g. hands, legs or wrists) for sound manipula-

tion?

Based on the literature survey, the type of sensor needed for the development was

an IMU that can measure body movements with high accuracy. For the sensor to

gather accurate data, it should be appropriately placed, decided from the wearability

of the design. Using Xsens Dot from the hardware selection and proper sensor place-

ment delivers accurate outputs that are then sent to Max/MSP for sound manipulation.

What could the architecture and implementation for a prototype of the proposed sys-

tem look like?

The requirements and features were identified from the concept of sound collabo-

ration activity. The different applications with the music and interaction system used

the same high-level architecture. The system was divided into the motion sensor, com-

munication, sound recorder, controller and soundscaper. Based on the architecture,

hardware was selected and a prototype implemented. After a series of workshops, the

architecture was updated, and the functionalities were added to the prototype. The

final prototype had user interface buttons, a microphone, storage device, motion sen-

sor, microcontroller and soundscaper.

73



CHAPTER 6. CONCLUSIONS AND RECOMMENDATIONS 74

What technique(s) can be used to manipulate the audio signals?

The sensor data gathered from body movements are transmitted to Max/MSP for

sound manipulation. Each body movement was mapped as a manipulator of a particu-

lar sound property. Chapter 4 answered this sub-question by implementing the Max/MSP patch

in the soundscaper to have arbitrary sound effects. These are the techniques as used

in the audio effects to manipulate the audio signals.

All the sub-questions put together forms the answer to the main research question.

The literature survey of the sensors to the techniques for the audio manipulation helped

develop a working prototype that engages the user to interact with the fellow user. The

prototype serves the purpose of participatory sense-making but has not yet been tested

with autistic people. However, with the help of this prototype, NT persons will likely

understand the benefits of stimming, and they will stop controlling or judging autistic

people. There is scope for further development of the prototype and recommendations

will be given in the next section.

6.2 Recommendations

The following recommendations are suggested for future work on the Stim4Sound pro-

totype.

This prototype was not tested with autistic people due to COVID. It is important

to test with autistic people for their feedback on possible improvement of the proto-

type. The prototype should be comfortable for both type of users.

In my recent interaction with my nephew, a five-year-old autistic kid, he stims with

his fingers and does not interact with anyone. His stimming made me realize that many

more stimming behaviours were not included in this prototype. This prototype can be

extended to measure finger movements using flex resistors or EMG sensors as future

work.

This prototype uses Max/MSP as the soundscaper, which is efficient, but it was

challenging to make a standalone device for Stim4Sound because of Max/MSP’s un-

availability in Raspberry pi or such systems. In the future, to make the Stim4Sound

as a standalone device, the whole setup can be implemented with Raspberry PI as a

speaker and soundscaper. This standalone device can have a whole package with two

controllers, four sensors and a speaker.
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It is possible to print the circuit on a flexible PCB board, making the controller

smaller than it is now. The prototype should be simple as possible because having

multiple functions or any other distracting additions to the prototype will likely ham-

per interaction activity.

In this development of Stim4Sound, the main concern was the choice of an Xsens

Dot as the sensor. However, Xsens Dot worked as per the expectations, but they did

not have a proper application to read or stream the data. The instability of the sensor

updates and compatibility with the laptops made it challenging to work with. In the

future, if the Xsens Dot gets a stable release, it can be continuously used along with

other sensors, or any other wireless sensors with the proper application interface can

be selected.

Although the battery capacity of the prototype supplies current for 1.5 - 2 h, which

is sufficient, if a battery type with a larger capacity is selected the interaction process

can be prolonged and one does not need to worry about the battery being exhausted

during the interaction activity. This development was not co-designed with the user.

The functionalities and sound manipulation can be improved a lot with the user’s

involvement during the further development process. A person with a musical back-

ground can make sound manipulation more enjoyable and more diverse.
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[40] A. Tajadura-Jiménez, A. Singh, F. Cuadrado, P. Rick, A. Väljamäe, N. Bianchi-
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