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ABSTRACT 

 

The eSports games are gaining momentum among the general public and there 
is a need to analyze the eSport games using machine learning and computer 
vision techniques. This helps in understanding the tactics and strategies of the 
players while providing necessary input useful for improving the quality of the 
play. The same methods can also support the analysis of the real football games 
in which API is not available due to a lack of resources.  
 
The objective of the present thesis is to analyze FIFA 2022 eSports football 
games for gaining knowledge related to the strategy and tactics of the eSport 
player. For this purpose, accurate detection and continuous tracking of the ball 
and players is important. Furthermore, the ball possession has to be 
continuously identified during the analysis. Due to the unavailability of API for 
eSports football games, the desired information related to the tracking of the 
ball and players is not available. Therefore, the computer vision with the 
machine learning approach is used for the detection and tracking of the football 
which makes it challenging as it is a very fast-moving, small object. Due to this 
motion, its shape and size can vary in the recorded videos. Furthermore, 
occlusion because of players makes it difficult to track continuously. Similarly, 
the tracking of players has a challenge in terms of occlusion by other players. 
For accurate estimation of players and ball location, the playfield has to be 
mapped which has challenges because of the camera set up which includes 
single stationery and a rotating camera. Furthermore, how this extracted data 
can be utilized for the analysis is also an important component in achieving the 
objective of the current research.  
 
During this research, three generic models 1) color-based detection and 
tracking, 2) template-based detection and tracking, and 3) deep learning 
(Yolov3 model) are selected from the literature study. These models are further 
developed for tracking the ball and the players from the eSports football videos. 
It is found that the color-based detection method is the most suitable method for 
tracking the football in the minimap while YOLOv3 provided the best tracking of 
players from the bigger field. In the scenarios in which both ball and players are 
supposed to be detected and tracked, a combined model is utilized. The 
template-based method has not provided the desired accuracy in detection 
therefore it was not used in the game analysis.   
 
For the analysis, the field is divided into different zones such as action, mid-
field, and attack zones, and the statistics related to ball location in different 
zones are calculated. In the analyzed video, it is observed that the ball was 
mostly in the green team’s half (~ 60%) which means that it was mostly in the 
defense mode which is proven by a higher number of goal attempts from the 
red team in comparison to the green team (4 vs 1). The preferred attacking area 
was the top part of the attack zone for the red team and the middle attack zone 
for the green team. Furthermore, the ball path for each goal attempt is also 
traced from the video. This provided an interesting insight into the strategy of 
the eSports player from a strategic perspective.  
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The model was not capable of detecting all the players present on the field, but 
it was able to detect the players who are close to the ball. Since the eSports 
player only controls one player at any given moment therefore detection and 
tracking of players close to the ball is sufficient for understanding the eSport 
players' game strategy. Even though only one game was analyzed, the 
developed model was able to provide an interesting insight into the eSports 
player’s strategy. For a more thorough understanding of the strategy and tactics 
of the player, several games should be analyzed which can provide patterns of 
the eSports player suitable for the prediction of their game.  
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1. Introduction 
 

1.1 Motivation 
 

The eSport FIFA 2022 based football matches are gaining popularity among the 
general public. Recently FIFA 22 has decided to bring more real-life circumstances to 
the forefront of the e-game. Similar to the actual sports matches, eSports are also 
analyzed by the experts for understanding the tactics and strategies of the players and 
the teams. This understanding can be highly useful in predicting the future 
performance of the team which can be utilized for improving the defensive/offensive 
planning of the opposite team. Furthermore, this information is also well sought after 
by the betting companies or individuals who would like to place their bets based on 
knowledge rather than an arbitrary guess regarding the match outcome.  
 
The primary difference between an actual and eSport game analysis is that in an actual 
game we have to investigate each player separately but in an eSport match the whole 
team is played by only one operator and ultimately we aim to analyze tactics and 
strategies of only one person which is the operator of the team. Therefore, the analysis 
focus shifts from a single player to team performance. 
 

1.2 Objective and Problem Statement 
 

The objective of this thesis is to analyze an eSports football match to determine the 
playing tactics and strategies and tactics of the eSports player. For real football games, 
APIs are present to collect the data, but in esports FIFA no such APIs are present 
therefore techniques such as machine learning and computer vision are required for 
the accurate detection and tracking of fast-moving football and players. Furthermore, 
the play-field has to be modeled with precision to enable the mapping of the ball and 
players within the play-field.   
 

1.3 Research Questions 

 

To achieve the aforementioned objective, the following research questions are 

answered in this study. 

 

1. How to accurately detect and track ball and players in an eSport FIFA 2022 game 

video? 

Football is a very fast moving small object and it's very challenging to detect and 

track it precisely. Similar challenges are also encountered in player detection and 

tracking. Based on the literature review models will be developed to detect and 

track the ball, and the players on the football field. Afterward, the best-performing 

model/models will be used to extract the location in the form of the coordinate of 

the bounding boxes of players and the ball. These locations will be used in 

answering the following research question. 

 

2. How the extracted data can be used to determine the game tactics and strategies 

of the player?  
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To answer this question, the data extracted in the form of coordinates from the 

above-mentioned model will be used. By using the ball and the players' locations, 

statistics such as who is in the possession of the ball, information related to the ball 

path on the football field while attacking for the goal, which part of the field is mostly 

used by the eSports player to take the ball to the goal, was he attacking or defensive 

during the match. To find changes in tactics of eSports players from attacking to 

defensive or vice versa over time, the statistics for every 10 minutes will also be 

calculated. 

 

1.4 Challenges 
 

Analysis of the visuals of eSport football matches can be a highly challenging task due 
to the continuous involvement of fast-moving objects such as football and players 
having simultaneous movements. For the match analysis, the extraction of ball and 
player motion features is of utmost importance for understanding the tactics and 
strategies of a team. The ball is a small and ultrafast moving object which can attend 
up to 270 km/hr. speed during the match. It can be easily occluded by the body parts 
of the players and in some instances, its color matches the jersey color of the players. 
Furthermore, Its color and shape also match certain play-field features such as penalty 
kick spot which makes it hard to be detected. In some cases, it is difficult to define ball 
possession if it is having close to equal distance between multiple players. Also, its 
shape can be distorted due to high-speed movement. Player detection and tracking 
share some of the ball detection challenges such as occlusion by other players, noise 
(from a color point of view) from the audience in the background, etc.   
 
Typically in the eSport matches,  a single camera that rotates at different angles is 
used. Due to this setup, the advantages of having the multi-camera system are not 
present which creates another set of challenges in the ball and player detection 
tracking process. Due to the camera movements, it is also difficult to map the play-field 
because this movement changes the size and pixels of the field. . This changing size 
makes mapping of the ball trajectory very difficult in subsequent frames because of 
variation of the origin coordinates of the field in subsequent frames. In the present 
research, the focus is on the investigation of these challenges and finding possible 
solutions to mitigate these issues while trying to detect and track the ball and players 
and the play-field modeling.  
  
 

1.5 Thesis Structure 

 
The present research focuses on the offline analysis of an eSport football match by 
detecting and tracking of ball and players from a match video. Since eSports analysis 
is a new research area, most of the existing studies refer to the analysis of a real 
football match which has several similarities with the eSport football match. Therefore, 
a literature search related to the analysis of actual football matches is presented in 
Chapter 2. In this literature review, potential methods for the detection and tracking of 
ball and players are also studied and identified. Chapter 3 describes the methodology 
used to answer the formulated research questions by developing models suitable for 
analyzing the match. In chapter 4, the implementation of the methodology is described. 
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This chapter is followed by results (chapter 5). The thesis is finalized with a discussion 
and conclusion and future outlook sections.  
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2. Literature review 
 

The eSports games such as FIFA 2022 are generating interest nowadays. Therefore, 

the computer vision based analysis of FIFA 2022 football matches is also gaining 

momentum in the research community. The correct identification and prediction of the 

ball and players are of utmost importance for various reasons. The general public might 

want to watch the game from any arbitrary angle. For the coaches and players, the 

understanding of the tactical movement of players is important so that they can make 

their plans to counter the strategy of the opposite team. The sports broadcasting 

channels need to annotate, store, summarize and catalog the game based on the 

game’s events so that they can easily retrieve a particular event of any game. This can 

improve the efficiency of their process and provide useful historic information about a 

game to the public. In this chapter, a detailed literature review related to the ball and 

player detection techniques based on deep learning methods and play-field modeling 

is presented in the following sections. 

2.1 Ball detection and tracking 
 

There are several sports in which a fast-moving ball is used and the discussion in this 

section is useful for all these sports. In the analysis of any game involving a fast-moving 

ball using machine learning (ML) techniques, the detection of the fast-moving ball is 

an important component that comes with several challenges. Table 1 summarizes 

features and challenges based on sports. 

Table 1 Sports involving balls are categorized based on their important features and 

challenges [1] 

Sport Dominant 

features/advantages for 

computer vision based 

analysis 

Challenges 

Pool Small region needed Small ball size 

Billiards Ball color Varying ball velocity 

Table 

Tennis 

Fewer cameras needed Extremely high-speed and small ball 

size 

Tennis Court lines (Tennis) Medium ball size 

Golf Little or no occlusion High ball velocity 

Fewer cameras needed 

Volleyball Bigger ball size Same team occlusion 
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Sport Dominant 

features/advantages for 

computer vision based 

analysis 

Challenges 

Slow ball velocity 

Basketball Bigger ball size in comparison 

to a tennis ball. 

Same and opposite team occlusion 

Football Lines and circles on the 

ground 

Players can possess the ball for a 

long time 

More cameras needed 

Hockey Lines on the ground 

(Baseball) 

Medium ball size 

Cricket Occlusion 

Baseball High ball velocity 

More cameras needed  

American 

Football 

Lines on ground Very heavy occlusion 

Rugby Spheroidal ball shape 

Irregular trajectories 

 

As can be seen in table 1, the detection of a fast-moving ball in any game is quite 

challenging and comes with various technical challenges. The ball detection process 

involves several steps which can help in a clear identification and more accurate 

detection of the ball. These steps include positioning of the camera, modeling of the 

field, camera modeling and calibration, background extraction, and ball detection 

followed by ball tracking.  In the next section, background information on all these steps 

will be provided. 

2.1.1 Camera placement, model, and calibration 
 

For an accurate and complete analysis of any ball game, we need to not only track the 

ball but also players, bats, rackets, etc. therefore camera placement, numbers, and 

camera movement is also important for accurate detection of the ball. In most of the 

investigations, a single fixed camera is placed for capturing the ball/player movements 

[2].  In some cases, the camera is placed facing the goal-face plane from one side of 

the football field [3] or the camera is placed to only focus on the goal area [4]. Typically, 

cameras having high speed, low-resolution, and high-vision are utilized in these 
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methods. To cover a broader field even ceiling-mounted camera placement was also 

used in some cases [5]. For improving the view of the ball and tracking it from different 

angles, a two-camera system was also used in several investigations. It can be used 

in 3D localization of the ball/players etc. Several researchers have used stereo 

cameras for recording a ball game in which these cameras are synchronized [6], 

unsynchronized[7], or even dynamically coordinated [8]. In some cases, multi-camera 

systems are also used for coverage of the complete field. This type of system is more 

complex and expansive but it can drastically improve the 3D localization of the field. 

Also, every side of the field, ball, and game itself can be tracked easily. From this 

perspective, 4 and 6 camera systems were installed and used for tracking the ball [9] 

[10]. In summary, a single camera system is used when the field of view is fixed or 

quite small. This system has challenges in terms of occlusion of the ball by players 

which can be mitigated by using multi-camera systems. Furthermore, the multi-camera 

system can cover the almost complete field from different angles and improve detection 

accuracy. For a better 3D localization, a multi-camera system is useful and it can 

provide a lot of information about the ball and player movement which can help to 

understand the movements of the players thereby providing input in the game strategy.  

The calibration of the camera is required to make sure that the final image provides 

the accurate and consistent mapping of the real-world image concerning the location, 

size, and graphical representation. In this process, the external and internal 

parameters of the camera are determined and calibrated for accuracy. These mainly 

include the ideal pinhole camera model [11], and the Tsai camera calibration model 

[12]. Figure 1 shows the basic process for the Tsai camera calibration model.   

 

 
Figure  1 Basic process of Tsai camera calibration model 

 

2.1.2 Background extraction 
 

In a video, some pixels change their intensity drastically when they move from one 

frame to another and they might appear as moving even though their location is 
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supposed to be the same. This creates trouble in locating balls or other objects with 

reasonable accuracy. These pixels have to be extracted for improving the ball detection 

and it is called foreground extraction. Similarly, some pixels do not change (or slightly 

change) their position in the background extraction. In this process, a trackable object 

such as a ball has to be removed from its background then only accurate detection and 

tracking are possible. In the present case, a ball is a target and in the background 

players, field, markings on the fields, spectators, and ground staff all are also part of 

the image//video. Therefore, a lot of noise comes from these background objects while 

tracking the ball.  

Odobez and Barnard suggested using color-based patterns for recognition of the 

playfield [13]. They used a Gaussian Mixture Model (GMM) for modeling the color. This 

model is then further adapted using a Maximum a Posteriori (MAP) adaptation [14]. 

Afterward, they trained the model using several grass images from several football 

fields. The trained model is tested for various fields used in rugby, hockey, and football, 

and this model is adapted by using the MAP adaptation technique for different fields. 

In some cases color only cannot provide the required results and geometry-based 

masking methods are also used for foreground extraction[15], [16]. In some cases, 

color and geometry-based masked are fused for this purpose [17].  

2.1.3 Ball detection 
 

Various ML techniques have been utilized for the detection of the ball in different ball 

games. In the earlier research, mostly probability density and image edge features-

based algorithms such as Meanshift, Particle Filter, and Kalman Filter, were used as 

tracking standards. In the Meanshift method, the object to be tracked such as a ball is 

searched following the path of increasing probability gradient and iteratively converged 

to the local highest point of the probability density distribution [18]. The ball is first 

modeled using some feature such as color distribution and its probability distribution is 

calculated in the subsequent frame. This method is mainly suitable for tracking balls 

when the background is having a different color than the ball.    

In the particle filter method, the ball to be tracked is modeled and some particles are 

interspersed in the space [19]. Afterward, a similarity matrix is defined which is used 

for finding the match level between the ball and the particles. When the ball is 

searched, the method produces some more particles following a predefined distribution 

such as Gaussian distribution. The similarity between the ball and particles is counted 

which provides the position of the ball. Then, in the next frame, more particles are 

spread to increase the tracking accuracy.  

The Kalman filter takes a different approach by modeling the ball’s motion rather than 

its features [20]. It is mainly used for tracking the ball in the next frame. Another similar 

method is called optical flow tracking. In this method, the ball’s feature elements are 

retrieved and then the optical flow tracking points are determined in the subsequent 

frame. The location of the ball is determined using statistics. These classical methods 
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had several limitations such as not being able to handle complex tracking challenges, 

and lower robustness and accuracy as compared to the new advent of deep learning 

approaches.  

Kamble et al. [21] used a novel deep learning approach in which an object is classified 

into 3 classes ball, player, and background, for two-dimension football detection and 

tracking from football match videos. They proposed a two-stage buffer median filtering 

background modeling for the detection of any moving object. For validation of the ball 

tracking, they used the probabilistic bounding box overlapping technique. Furthermore, 

they developed and used full and boundary grid concepts for resumption of any lost 

tracking of the ball in case of loss of ball track or ball out of frame situations. The 

proposed approach showed tracking of the moving ball with high accuracy and 

robustness even in the case of small ball size and fast movements.  

Huang et al. [22] analyzed tennis matches in which tracking an extremely fast-moving 

and small tennis ball was a big challenge. The correct mapping of ball trajectory is 

important in analyzing the performance of the players and can provide insight into 

possible improvements. They developed a deep learning method “TrackNet” for 

tracking the tennis ball from ordinary videos of a tennis match. It is indeed a challenging 

task because many times ball image is too small, blurry, or even invisible (see figure 

2a). To overcome this challenge, they proposed to use a deep learning method based 

on heatmap which is trained not only to spot the ball in each frame but also to learn 

the trajectory of the ball from consecutive frames. It consists of both convolutional and 

deconvolutional neural networks.  A total of nine videos were annotated and used for 

training purposes.  They used men’s single final video from Summer Universiade 

(2017) for analysis purposes. Using this method, they were able to precisely determine 

the position of the high-speed tennis ball and their method provided precision, recall, 

and F1 measure reached 99.7 %, 97.3 %, and 98.5 % respectively. 

 

 

 

Figure  2 (a) The ball image is hardly visible in several frames  (b)  Detection heat 
map of the tennis ball [22] 
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Similarly, moving ball detection is important for understanding the action recognition 

and prediction in a handball match. Buric et al. [23] compared the performance of two 

convolutional neural network-based methods for the detection of a moving ball in a 

handball match video. They compared the speed and accuracy of the two methods 

and also compared the impact of training on the final detection results of the ball. Jiao 

et al. [24] provided a detailed overview of methods covering one-stage and two-stage 

detection processes that can be utilized for object detection. The one-stage detector 

e.g. YOLO [25] and SSD [26] are relatively simpler in use and provide high inference 

speed. The 2 stage detectors have high object detection accuracy in comparison to 

single-stage detectors [27]. The two-stage process includes the first use of the region 

of interest in which the part of the image which is of interest can be extracted from the 

image and only this part is used for the feature extraction by the ROI Pooling operation. 

In a single-stage process, the region of interest operation is not performed instead, the 

prediction boxes are directly used for feature extraction purposes. This reduces the 

operation time and makes this method highly suitable for real-time devices. A depiction 

of the architecture of both of these processes is provided in figure 3.  Since the target 

of current research includes real-time detection of a fast-moving football, a single-stage 

detection process (YOLO) could be utilized for detection purposes. 

 
Figure  3 a) Basic process of a two-stage detector which includes region proposal 
network b) Basic process of single-stage detectors [24] 
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The one-stage detectors utilize prediction boxes from images or frames of a video  The 

majority of the object detection method use deep learning-based methods for 

extraction of features from the videos/images [28]–[31]. Chakradhar et al. [32] used 

deep learning-based scoreboard detection for automated extraction of key events 

utilizing the YOLO method. They used a database of 1300 images for training their 

detection algorithm YOLO. They detected the scoreboard from the video and 

processed the scoreboard part of the image for the reduction of false positives and 

noise reduction. These processed images are passed through an optical character 

recognizer for obtaining the score of the match and further processed these images 

using a rule-based algorithm for the generation of events timestamps. They used this 

method for cricket ball image detection in a cricket match.  

Often tracking a fast-moving object such as a ball comes with several challenges 

including a blurred image of the object in the video and the ball position does not 

coincide in the successive frames of the video. Typically these issues are tackled by 

background subtraction and utilization of deblurring algorithms [33] [34], [35]. Zita and 

Sroubek [36] proposed an innovative tracking by segmentation approach in which a 

possible fast-moving object sequence producer was implemented for training pipeline 

and demonstration of different fast-moving object detection scenarios. Their 

architecture was based on a deep network and ENet which is a U-Net architecture, is 

the main pillar of the proposed method. The main idea behind the segmentation 

approach was to enable the tracking of fast-moving objects with white color and having 

no noticeable texture such as ping pong, squash, badminton, and tennis. Due to this 

color challenge, ball detection in the aforementioned sports is difficult and cannot be 

achieved by using a single image segmentation approach because the detection 

method falsely recognizes any bright color in the image and segment the image falsely 

based on a bright spot/line detected on the image.  To mitigate this issue, the authors 

used sequencing of several subsequent frames as a network input which improves the 

trace uniformity in time. This method helps in overcoming the existing limitations such 

as longer computational time and false detection of fast-moving objects.  
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Figure  4 Framework of the proposed algorithm by Tong et al. [37] 

 

Liang et al. [38] detected and tracked a soccer ball in a broadcast video. From several 

consecutive frames, the soccer ball is identified based on its color, shape, and size. 

Afterward, a weighted graph is developed with each intersection depicting a candidate 

and each edge linking 2 candidates in adjoining frames. They used the Viterbi 

algorithm to calculate the optimum path for finding the ball’s location. They used 

Kalman’s filter-based model matching to follow the ball in successive frames [39]. This 

method increases the vigor of the ball detection and provided promising results even 

in case of bad field (video) conditions. Tong et al. [37] proposed a different way of ball 

detection and tracing in a real football match. They used an indirect detection method 

in which first they identified and extracted the football field and all the actions were 

restricted within this field. First, the areas without balls were removed from the 

identified field based on ball color and shape. Afterward, the leftover areas of the field 

are examined from a finer perspective and an optimum one is identified as a ball. The 

framework of the proposed algorithm is shown in figure 4. For the ball detection, shape, 

size, and texture features were selected and then Kalman filtering and template 

matching were used for ball tracking. Hough transform-based circle detection algorithm 

was used for soccer ball detection [40]. Although for certain conditions the proposed 

approach worked well there are other conditions such as ball size is too small or ball 
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visibility is hindered by the player or background field is too complex which the 

proposed approach failed to provide satisfactory results. 

Another set of methods for object detection from images/videos is template matching 

which is gaining a lot of traction despite having some shortcomings. Broadly speaking 

in template matching, a small part of an image is found by matching a template.  There 

are several variants of this technique such as Matched Spatial Filters, Synthetic 

Discriminant Functions, Principal Components Projections, and Reconstruction 

Residuals [41]. Kumar et al. used Spatio-temporal template matching for the detection 

of a basketball, the recorded game had several cameras for the capturing game from 

different angles [42]. First, they defined a 3D grid around the basket and then try to 

detect the possible candidates for the ball by finding the match of the ball template in 

each frame. Afterward, the false positives are taken out using the integration of the 

sequential assessment of the ball path with the Random Sample Consensus model. 

Figure 5 shows an example result of their analysis. Their method showed promising 

results with an 80 % correct and 4 % false detection rate. 

 
Figure  5 a) The reality in blue and ball candidates in orange b) Ballistic (green) and 
non-ballistic (orange) ball candidates. 

   

2.2 Player detection and tracking  
 

In popular sports such as football, field hockey, American football, and cricket, player 

detection is also another important component of sports video analysis. From a 

comparison perspective, the pedestrian detection framework is quite similar to the 

player detection framework. In the pedestrian detection framework, a person who is 

walking or running on the street is detected for several purposes. This detection can 

be useful for automobile applications for safety issues. It is also used for surveillance 

by government agencies for potential criminal activities.  The player detection 

framework depends upon the game as the movement of the players varies a lot 

because of the nature of the game. 
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In many games, several players are wearing the same type of uniform and trying to 

achieve the same target. Their movements, directions, and locations could be quite 

varied and spread across the field. These movements are usually captured by cameras 

which are placed at a certain distance and the resolution of the player image taken 

could be below which can create trouble in detection. Therefore, certain player 

detections algorithms are used for handling variations such as low resolution, and 

uniform color. occlusion, weather conditions, illumination, etc. Therefore, the detection 

process has a certain level of challenges which makes it different than the pedestrian 

detection framework. Typically player detection can be performed on a static image 

and afterward, results can be optimized by utilization of subsequent images from a 

video. Alternatively, multiple frames can also be captured from different angles using 

different cameras and then optimized with multiple frame analysis.   

Typically playground is homogeneous in color and mostly it is green in color as the 

color of grass. Many researchers have used this feature for performing player detection 

in a match. Several studies used broadcasting videos and use one color which is 

dominating feature in the detection of players[43][44] [45]. The same method was also 

applied to the detection of basketball players by using HSV color histograms by which 

the main color of the playground was determined [46][47]. In these studies, first, the 

leading ground color is determined by the histograms of HSV and then the ground is 

segmented to detect the players. In another study, the same process of the color 

histogram was used but instead of using HSV-based histograms, they utilized RGB 

bases color histograms and eventually identified the playground in the videos[44]. In 

another study, the Gaussian method in RGB color space was used for finding the color 

classes and performing region segmentation [48].   

For successful detection and tracking of players, the correct positioning of the camera 

is also important. There were several studies in which different camera configurations 

were used. In previous investigations, a multi-camera system was used for this 

purpose by [49], [50]. In this configuration, the main objective was to capture the player 

movements simultaneously by using multiple static cameras. For the identification of 

players, the background subtraction method which constantly updates the model 

because of changes in conditions such as shadows, objects, and background lights, is 

used by several researchers [49], [51]. Other studies used statistical methods which 

are more useful for simpler cases [52]. In some instances, a camera is placed roughly 

at the center of the field having a wide angle which makes it possible to view all the 

players at the same time[53]. This makes it possible to track all the players together 

which can help in understanding their simultaneous movement. This position provides 

a low-resolution image with smaller heights of players which makes it difficult to detect 

and track the players. Figure 6 shows such a type of arrangement.  

 



 

 21 

 
Figure  6 A sample image from a wide-angle view camera from a football 

match[53]. 

 

Another approach is to use perform a framewise detection. In this approach, the 

subsequent frames are then linked together for continuous detection. The main 

limitation of this approach is to have the dependency on the precision of the object 

sensor. Hurault et al. developed a novel approach in which players were not manually 

annotated but were detected by a self-supervised learning approach and the 

association between the consecutive detections were established [53]. This method 

provided competitive results in the detection mechanism concerning the conventional 

methods but it has shown some shortcomings while tracking the players.  

In another study, multi-object detection and tracking are performed using a support 

vector machine and particle filter technique [54]. They first developed an improved 

particle filter (SVR particle) for tracking the players. For this purpose, SVR is integrated 

with the Monte Carlo framework and eventually enhances the player tracking 

efficiency. A typical framework for a multi-player tracking algorithm is provided in figure 

7. In this study, SV classification is used for automatic detection and it is combined 

with the playground segmentation for player extraction from the region of interest. This 

study led to a unified framework for automatic detection and tracking of players.  

 

 
 

Figure  7 A framework for multi-player detection and tracking [54] 
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Yang et al. proposed an enhanced particle filtering for player detection and tracking 

[55]. They used salient region detection for ground segmentation and afterward 

detected the football players by using the edge algorithm combined with the Otsu 

algorithm. Figure 8, shows the results of segmentation using salient region detection. 

First, the salient values from image pixels (left) were used to compute the salient maps 

(middle). Then, salient regions were segmented (right) from salient maps. They also 

combined color and edge features for detection purposes. Together with an enhanced 

particle filter, the proposed algorithm provided better accuracy results. It was able to 

quickly and accurately detect and track the players in a football match.  

 
Figure  8 The segmentation result by salient region detection (left – original image, 
middle – HC map, right – segmentation result) 

 

Zhang et al. compared several models for player detection and concluded that classic 
algorithms end up losing the player body due to overlapping and blurred images of 
the lens because of faster movement [56]. To mitigate this issue, they integrated 
YOLO [57]and Deep Sort [56] which are 2 main algorithms for the detection and 
tracking of objects respectively. Their results were satisfactory and they were able to 
detect overlapping player bodies. Naik and Hashmi proposed a deep learning-based 
YOLO model (v3) for the detection of football and players in a broadcasted football 
match video. They first cleaned the video by removing the non-relevant parts such as 
replays, zoom-in, breaks, etc. from it. They tracked the players by employing the 
SORT algorithm with Kalman filter and bounding box overlap. The YOLO model is a 
completely trained neural network model which can find objects in an image by using 
the bounding box location. Figure 9 shows a schematic diagram depicting various 
blocks of YOLOv3 architecture. It uses logistic regression to estimate the extent of 
overlap of the bounding box based on its comparison with the previous such value. 
The estimate is not considered if it is lower than the threshold. It also uses three 
scales for predicting feature extraction.  
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Figure  9 YOLO V3 architecture showing blocks and associated number of layers in 
the blocks and their functionality [58]. 

 

In this research, a significantly big-size data set was used which removed the data 

augmentation requirement. Figure 10 shows the various steps used in the process of 

multi-object detection in the proposed model. They performed a comparison of their 

results with the existing solutions and also carried out a performance analysis of the 

model results. The model was able to detect the ball and players despite having 

occlusions on several occasions.  

 
Figure  10 Multi-object detection process proposed and used by Naik and Hashmi 
[58] 
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Yoon et al. used deep learning-based techniques for the assessment of a Basketball 

match from videos having inadequate conditions such as dynamic shifting of camera 

position etc. [59]. Through these techniques, they were able to find the ball pass 

relationships between the players. They used YOLO for real-time detection of the ball 

and players. It uses Darknet which involves convolution neural networks to classify the 

object detection. For improving the performance of the proposed method even in 

inadequate conditions, they used location coordinates from the previous or subsequent 

frames. The end-to-end process used by the authors is given in figure 11. First, the 

video frame is dissected in a grid followed by the putting bounding box estimation. The 

bounding box has a width, height, and a central location. This technique uses K-means 

clustering to find different groups from the collected ground truths. It is used to find the 

score based on the class and confidence. Although the proposed approach showed 

some shortcomings and inaccuracy due to inherent limitations in deep learning 

approaches, still the proposed method provided valuable insight into the game itself. 

This technique is faster than Fast-RCCN and Faster-RCCN. 

 

 
Figure  11 The process of object detection and classification using YOLO [59] 

 

 

Alahi et al. proposed a generic approach for the detection and tracking of people with 

stationery and one-directional cameras which can also have degraded images 

because of the shadow effect [60]. They solved a sparsity-constrained inverse problem 

in which a weighted scheme is considered for sparsity prior. They used this generic 

approach for the detection and tracking of players from a basketball game. They were 

able to successfully detect and track players despite having highly noisy features. This 

approach can be used for any type and number of cameras.    

Liu et al. developed a method that carried out automatic multi-player detection, without 

supervision labeling and fast-tracking of the players in a football match video. They 

integrated the prevailing color-based background deduction and an enhancing 
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detector.  The enhancing detector used Haar features. They taught the appearance 

model by collecting player samples using the detector which provided the capability of 

detecting and tracking different videos without involving any manual loading. The 

implemented player detection process is shown in figure 12. They utilized Monte Carlo 

for player tracking which was improved by using data-driven dynamics. This method is 

implemented in FIFA WC 2006 videos and was able to provide good detection and 

reliability of tracking of the players.  

 

 

Buric et al. assessed a handball match video having a single source of the video [61]. 

In the handball match, the players move in and out of the video angle rather more 

frequently, change direction quite frequently, and provide occlusion considerably, 

which makes the tracking a formidable task. Furthermore, players have similar sports 

attire, and the background color changes frequently within the field due to the use of 

several colors while painting the handball court. They proposed the use of tracking by 

detection methods such as CNN for tracking the player location in a handball match, 

due to their higher accuracy, low computational requirement, and the possibility of 

doing it online. They used three separate tracking detection methods; 1) the standard 

Hungarian assignment algorithm, 2) the simple online, and 3) the Real-time tracking 

(SORT) algorithm. Their results were compared to understand the impact of various 

methods on accuracy. The results from SORT algorithm showed improvement in 

player detection under poor conditions by using deep learning-based detectors that 

use the tracking by detection approach. Cases in which visual features are used to 

again identify players provided promising results. All the methods had issues in 

following the players who are temporarily out of sight, thus player re-identification is 

 
Figure  12 Player detection process a) Original image b) playfield filter out image c) 
player mask d) initial response of player detector e) final result after post-processing 

[47] 
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still a challenge in this approach (figure 13). Still, the proposed approach showed 

promising results and a further improvement in determining the trajectory of the players 

could be an interesting addition to the proposed method.  

  

 
Figure  13 The tracking situation example for Hungarian problem (top), SORT 
(middle), and Deep SORT (bottom). The left and right frames have a difference of 1 
second. 

 

Sun and Liu used a template matching method for the detection of players in a football 

video [62]. They first segmented the players from the frame of the viewing angle and 

then the template matching is performed for player detection. They matched 4 types of 

templates and their method was able to detect players with > 90 % precision.  

2.3 Play-field modeling 
 

For the play-field modeling, one of the most used features is the color of the play-field 

as it is usually homogenous thereby making it an easy-to-use feature. In previous 

efforts, rule-based leading color models were used [63]–[65]. These models are flexible 

in accommodating different colors by just changing the color subset by changing the 

range. The play-field color has also been represented using a Gaussian mixture by 

Luo et al. [64]. In other studies, unsupervised learning approaches were used for 
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detecting the play-ground color [63], [66], [67]. Similar to the field color, the line marks 

were also used for the field modeling. Field color can support finding the line marks 

reliably.  

 
Figure  14 The scheme of the hybrid color model 

 

Liu et al. proposed to use a hybrid color model consisting of the initial and delta models 

[68]. The model scheme is shown in figure 14. In this hybrid model, first, an initial model 

is developed which used offline data for training purposes. The pixels from this data 

set were labeled to estimate the pixel 

with field color and without field color. 

They assumed that the field color 

can have only three ranges of color 

to ease out the implementation 

process. They expected that only 

shadowing and lightning can affect 

the field color distribution. This 

method is used to develop a labeling 

tool in which three color ranges can 

be defined in the HSV and the rest of 

the space was assumed to be a non-

field color. The result is shown in 

figure 15. The knowledge gained 

during the literature review is used in 

finding suitable methods for the 

analysis of the FIFA 2022 games. In the next chapter, an in-depth review of the 

aforementioned three methods is carried out and further explanations are provided. 

 

  

 

Figure  15 Play-field color labeling tool [68] 
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3. Comprehensive review of the proposed methods  
 

The detection and tracking of ball and players are one of the main challenges in 

analyzing a FIFA football match. As explained in the previous chapter, several methods 

can be applied to this process. The most suitable methods related to the ball and player 

detection are identified in the previous chapter.  These methods are comprehensively 

reviewed and described in this chapter. Furthermore, a method is also selected for 

mapping the play-field which is necessary for any successful analysis of the game. 

This method is also explained in this chapter.  

 

3.1 Ball & Player detection and Tracking 

 

Although ball detection is a single object detection problem unlike soccer player 

detection which is multiple object detection, still detection of a ball is quite more 

challenging because of its high speed and sudden change in motion. Apart from this, 

there are other challenges while detecting the ball such as its size, being a small object 

in every image makes its blob size smaller and therefore it is difficult to derive and 

characterized features from it. Occlusion and overlapping with players are additional 

challenges that needed to be dealt with for the continuous detection of soccer ball[69]. 

Whereas player detection will be based on team-based detection. 

As a ball and player detection in each frame is an important requirement to form a 

consistent trajectory. This trajectory should be able to keep a record of the ball and 

player's location from the first frame should be able to predict the correct location of 

the ball in case of occlusion and if two or more ball candidates are available then it 

should be able to predict the correct ball candidate. In this section methods that can 

be used to detect and track ball and the players have been discussed. 

3.1.1 Gaussian Blur  
 

Image blurring can be done by convolving the image with a low pass filter kernel. 

Gaussian blur is very useful in removing Gaussian noise from the image, although it 

does not preserve the edges in the input. In this process, the pixels near the center of 

the kernel are provided with more weight than those far away from the center. This 

averaging is done on the channel by channel basis and later this average channel value 

will become the new value of the filtered image. Figure 16 shows an example of a two-

dimensional Gaussian filter [70]. 
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Figure  16 Two-dimensional Gaussian filter, showing pixels near the center with extra 
weight 

Consider that this plot is laid over the kernel of the gaussian blur filter and the height 

of the plot in accordance with the weight given to the pixel in the kernel i.e the pixel at 

the center will become more important than the pixel of the outer side kernel. 

Mathematically Gaussian filter can be represented by equation 1 

𝐺𝜎 =  
1

2𝜋𝜎2
𝑒

−(
𝑥2+𝑦2

2𝜎2 )
                                     (1) 

Where  represents the standard deviation while x and y represent the distance of the 

pixel from the center of the image (i.e. top left corner) 

3.1.2 Convert frame to HSV  
 

The next step is to convert the image from the RGB channel to HSV. This conversion 

is necessary to separate image luminance from color information, as in RGB 

separating color information from luminance is not possible. HSV consist of 3 matrices 

of “Hue”, “Saturation” and “Value”. The use of HSV  rather than RGB space works 

better in texture analysis. Also being a perceptually uniform space HSV outperforms 

nonuniform RGB[2]. Not only HSV could be a better color space concerning RGB  in 

the situation of color texture analysis, but it also displayed superiority in noise 

conditions as well. 
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3.1.3 Color thresholding and Binary mask 
 

For foreground extraction to track the moving object(in this project ball and player) 

conversion of the color image to a binary image is required. And for doing this,  

thresholding the image based on the “Hue”, “Saturation” and “Value” of each pixel 

should be done [71].  

3.1.4 Morphological operations  
 

The resultant binary image might consist of many imperfections and distortions. To 

deal with this problem morphological operations are performed. Usually, the 

morphological operation is a two-step process of erosion and dilation. 

 

. Figure  17 represents Morphological Dilation over a Binary image [72] 

 

Morphological operations are performed on the binary image for operations such as 

segmentation, edge detection, enhancement, etc. Dilation adds the pixel to the 

boundaries of the objects in the image while erosion removes pixels from the 

boundaries of the object (Figure 17). And this addition and removal of the pixel are 

determined by the size and shape of the structuring element used in the processing of 

the image. This structuring element is a small 2D array of pixels that are used to 

operate over the image and then the image gets modified accordingly. 
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Figure  18 The image shows a morphological opening 

Generally, the process of erosion and dilation are performed consecutively. When the 

erosion is performed before the dilation then this process is called morphological 

opening as this opens gaps among the objects of the image that are connected loosely 

and hence removes the small holes and small lines while preserving the shape and 

size of larger objects in the image as shown in Figure 18. And when dilation is 

performed first then it is called morphological closing as it closes the gap among the 

objects which are having weak connections while maintaining the shape and size of 

the comparatively larger objects in the image as shown in Figure 19. In our application 

of soccer ball detection, the morphological closing operation seems to be a better 

option as it will help eliminate the small discontinuity. 

 

 

Figure  19 Image shows a morphological closing 
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3.1.5 Contour detection 
 

A solid object, captured in the image is bounded by image curves, these curves are 

also called as contour or outline of the solid objects. Contour detection is the process 

of the curve joining all the continuous points which have either the same color or 

intensity [73]. It is one of the most useful tools for shape analysis and object detection. 

It's more convenient to find contours in binary images so the first step toward finding 

contours is to convert the image to a binary image either through thresholding or by 

canny edge detection technique. The binary image consists of 1’s and 0’s, where 1s 

are the location where contours can be found whereas 0’s are the background of the 

image. In this project contour detection algorithm by Suzuki et al. [74] can be used. 

This algorithm takes the image as an input and returns the matrix of the coordinates of 

the border of the contours. 

These contours of the objects can be used to determine the area of the objects in the 

image, by calculating the enclosed area inside the contours [74]. Based on the size of 

the contour it is possible to differentiate between players and the ball. As the ball, 

players and noise are the only moving objects in the image, it is possible to distinguish 

between the ball and players by applying a threshold value of the size. Although this 

threshold value cannot be global and it needed to be set every time on different videos. 

Furthermore, this threshold value will be affected by the pixel size of the image as the 

camera will move and also be zooming in and zooming out. 

3.1.6 Kalman filter  
 

The Kalman filter technique is used to estimate the state of a linear system where the 

state is assumed to be distributed by a Gaussian [75]. It is a set of mathematical 

equations that generates a logical computational means to estimate past, present, and 

even future states even though not have enough knowledge of the modeled system. It 

is a feedback-based system. Kalman equation falls into two categories i.e. time-based 

equation and measurement update equations. Where time-based equations can also 

be considered predictor equations, while the measurement update equations can be 

considered corrector equations. Figure 20 shows the resemblance of the final 

estimator algorithm to the prediction correction algorithm for solving numerical 

problems. 
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Figure  20 Discrete Kalman filter cycle 

 

Although this filter works great on linear systems with Gaussian distribution, it performs 

poorly in situations such as occlusion due to missing input values [76]. Its performance 

is also not satisfactory in the case of non-linear motion. To overcome this occlusion 

problem such as in the case of soccer ball tracking Kim et al. [77] have used a Dynamic 

Kalman filter. According to their approach for every instance, they increase the search 

area, covariance matrix, and target to be tracked depending upon the situation. For 

example in the case of soccer ball occlusion the player who was in the possession of 

the ball just before the occlusion will become the tracking target and the search area 

will be shifted to the area near the player. Figure 21 shows the approach used by Kim 

et al. [77] This approach performs better than the usual Kalman filter approach. In this 

project as well we will be using the Dynamic Kalman filter approach. 
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                         Figure  21 Dynamic Kalman Filter [77] 

 

3.1.7 Template matching 
 

Template matching is one of the methods of image processing where a base template 

image is provided to find the exact match in the source image. This can be done by 

comparing one pixel at a time in the source image with the template, and the output is 

received in the form of the array which has a similar value as the template image [78]. 

Edge detection and object detection are some of the most popular applications of 

template matching. Area-based approach and feature-based approach are the two 

main approaches to template matching and they can be used according to the problem 

and its application. 

The area-based approach is also called the correlation-like method which is also a 

combination of feature detection and feature matching [78]. This method is useful with 

images that have weak features and also operate on the bulk of values. Where else in 

feature-based matching both source image and template image have more similarity 

in terms of features and control points such as curves or a surface model that has to 

be matched. 

3.1.8 YOLO (You Only Look Once) 
 

Yolo is a single end-to-end trained convolutional network that is capable of predicting 

multiple bounding boxes and the class probability of the boxes in an image. Complete 

yolo architecture is shown in figure 22. It trains on the full images to directly optimizes 

detection performance [79],[80].In this model, the input frame is divided into a small 

number of grids(S X S grids)Where each of these grids on the input image predicts 
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bounding boxes for an object, along with its height, width, and x, y coordinates of the 

box, confidence score and conditional class probability. An example of a bounding box 

with its detection is shown in figure 23. 

 

Figure  22 The fundamental architecture of YOLOv1 with 24 convolutional layers 
followed by 2 fully connected layers [80] 

 

Figure  23 Yolo models detection as a regression problem. It divides the image into 
an S × S grid and each grid cell predicts B bounding boxes, confidence for those 
boxes, and C class probabilities [79]. 
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Figure  24 Bounding box with the priors pw and ph along with the predicted width and 
height [58]. 

 

In this model, the output layer uses a linear model while all the other layer uses ReLU 

activation. The YOLOv3 network predicts 4 coordinates, bx, by, bw, bh for each of the 

bounding boxes, and the predictions are shown in Figure 24. 

 

3.2 Soccer field detection (Field modeling) 
 

Field modeling is an essential step for detecting and tracking ball and players. It is also 

helpful in building systems such as Hawkeye detection. Methods that can be useful for 

field modeling are described below. 

3.2.1 RGB to Grey 
 

The first step is to convert the image from RGB to Greyscale. This can be done by, a 

weighted combination of RGB channels(equation 2). 

Z= 0.299R + 0.587G + 0.114B      (2) 
 
where, R G & B is the color planes of Red, Green, and Blue colors and Z is the resultant 
grayscale value. 
 

This conversion is necessary as, the RGB image consists of three separate(i.e Red, 

green, and Blue) 8-bit channels while on the other hand Greyscale image consists of 

a single channel of 8-bit where the pixel value of each pixel range from 0 to 255 [81]. 

Converting the image from RGB to greyscale helps in reducing the complexity.  
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3.2.2 Canny edge detection 
 

Canny edge detection is a widely used edge detection algorithm that utilizes a multi-

stage algorithm to detect various kinds of edges in the images [82]. As this algorithm 

is based on the grey scale so the first step for using this algorithm is to convert the 

image to a greyscale image, it further consists of the following four stages [83]: 

I-Noise reduction 

II-Gradient calculation 

III-Non-maximum suppression 

IV-Double threshold 

I- Noise reduction- Noise reduction is done by using Gaussian blur (explained 

in section 3.1.b).  

 

II- Gradient calculation- this step is used to detect the edge intensity and 

direction by calculating the gradient of the image. A change in pixel intensity 

represents the edge and to calculate this change in intensity some filters such 

as the Sobel edge detection filter can be used in both horizontal(x) and 

vertical(y).  

 

By using the Sobel filter at input a clear and noise-free image at the output can 

be obtained. Sobel filter scans the image in the x and y direction with a standard 

3X3 kernel (Figure 25). As the image got scanned in a sliding window manner 

by using this standard kernel, any detection of the sharp increase in color 

intensity is considered an edge[84], [43]. 

 

Figure  25 Sobel filters for the horizontal and vertical directions [81] 

Magnitude G and the slope θ of the gradient are calculated by using equation 3. 

 

|𝐺| =  √𝐼𝑥
2 + 𝐼𝑦

2  

𝜃 (𝑥, 𝑦) = arctan (
𝐼𝑥

𝐼𝑦
)                                                                               (3) 

 

The result of the Sobel filter on the image can be seen in figure 27 (before applying 
figure 26). There are a large number of lines being detected with a lot of noise and also 
a lot of thick lines with the greatest magnitude. Whereas it’s the thin lines that are 
desirable as it gives a better idea of where the edges are and gives a clearer outline 
of the object. The above mention issues can be dealt with by applying non-maximum 
suppression as the next step. 
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Figure  26 Image before applying Sobel filter [83] 

 

 
Figure  27 Image after applying Sobel filter [83] 
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III- Non-maximum suppression- Ideally the resultant image should have thin 

lines therefore to thin out the edges non-maximum suppression method should 

be used. This method works by only keeping brighter pixels while discarding 

darker pixels. However, even after applying this step, some variation will remain 

in the images i.e. some pixels could be brighter than others. So this variation 

can be removed in the last step. 
 

IV- Double thresholding 

This method can be used to identify three kinds of pixels as follows 

• Strong pixel- these pixels are so high in intensity that it’s obvious that 

these pixels contribute to the final edge. 

• Weak pixels- This pixel intensity is not as strong as the strong pixel 

intensity so it is not granted that if they contribute to the final line, but 

then they are also not weak enough to get discarded. 

• Others- These pixels are considered non-relevant for the image 

 

 

Figure  28 The blue line will be filtered out while the Orange line will be kept. 

As the name, double threshold suggested, the two magnitudes are defined as shown 

in figure 28. The upper threshold is for the pixel that is to be considered as the edge, 

the lower threshold is for the pixel which is below the line and will be discarded. And if 

the pixels fall between these thresholds, then the pixel will be kept only if it is connected 

to the other pixels of the above threshold, otherwise, it will get filtered out. Figure 29 

shows the resulting image after applying all the steps of canny edge detection. From 

the final image, it is clear that although a lot of noise has been filtered out but still the 

edges that are needed to define the image are still intact. 
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Figure  29 Final  image after all Canny edge detection steps 

3.2.3 Hough line detection 
 

Hough transform is one of the convenient ways of detecting objects that move in 

straight lines in the video [85]. This method is mostly used to convert a set of collinear 

points into a form that helps the threshold operator to detect the moving object and 

calculate the angle and radius of its trajectory concerning the axis of origin of the 

image(frames of the video) [34]. 

Mathematically a straight line can be represented by equation 4. 

𝑌 = 𝑚𝑋 + 𝑏                                             (4) 

Where m is the slope of the line whereas b is the point of intercept of the line at the y-

axis. While in the case of a vertical line slope of the line i.e. “m” will be unbounded. To 

manage such situations Hesse's normal form of representation of line is used(equation 

5). 

𝑟 = 𝑥 cos(𝜃) +  𝑦 sin(𝜃)                             (5) 

 

Usually, before applying the Hough transformation, edges are detected through some 

edge detection method after which only the edge of the objects in the image is left. 

Then every pixel of the remaining edges is scanned. A pixel is a single point in the 

image space where is the possibility of the passing of an infinite number of lines. As a 

line is represented as a single point in the Hough space. So if the infinite number of 

lines passes through a point it will be represented as sinusoidal in Hough space (Figure 

30). While analyzing all the pixels, the Hough space will be filled with many overlapping 
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sinusoidal. And each of these intersections can be considered the candidate for a line. 

As the intersection point at the Hough, space is represented as a straight line in image 

space, many intersections in the Hough space represent that the image space consists 

of multiple pixels that have the same line passing through them.  

 

Figure  30 Hough transform of collinear points. (a) slope-intercept form (b) Angle 
radius form 

 

Figure  31 Hough space representation of two lines in the image space[83] 

Figure 31 represents the Hough space in which two bright points are seen, these bright 

points are two lines in the image space. More the intersection of the sinusoidal the 

brighter spot it becomes. By using the library such as OpenCV, a minimum threshold 

can be applied to choose the line with the higher number of sinusoid intersections. 

After scanning all the pixels in the image space, it’s become feasible to extract the line 

by considering only the brightest spots in the Hough space. When instead of using all 

the edge points, only randomly picked edge points are considered from the image then 

this form of Hough transformation is called Probabilistic Hough transformation. By 
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using this transform accuracy of the model remain high with a significant reduction in 

execution time. 

Based on the understanding of the aforementioned possible methods for the ball and 

player detection, three models are selected based on their suitability for the eSport 

football match. These three methods are described in chapter 5 and the most suitable 

method is selected for the analysis. Before analyzing the game, it is of utmost 

importance that the data processing has to be accurate then only a meaningful analysis 

can be performed. The data processing related details are provided in the next chapter.    

3.3 Summary 
 

The eSports games especially FIFA are gaining popularity among people and there is 

a need for computer vision based analysis to improve understanding of player tactics 

and strategies. Due to similarities between esports Football and regular football game, 

several computer vision based methods used in regular football game analysis can be 

utilized for the analysis of an eFootball game. For an accurate analysis. the tracking of 

fast-moving objects such as a ball and players is of utmost importance. For ball 

detection and tracking, there are several challenges such as fast and random 

movements, occlusion by the players or field features, change of ball shape due to 

camera movements, etc. For player detection and tracking, occlusion by the other 

players is a major challenge. Another important feature is the mapping of the play-field 

which is another major challenge as the accuracy of this feature determines the 

accuracy of the analysis. In play-field modeling, major challenges come from the 

occlusion of field lines by the players or sometimes by the ball and also the quality of 

the video. Due to the occlusion, the field line can be detected as 2 or more separate 

lines which can reduce the accuracy of the analysis. For a successful computer vision-

based analysis, several studies related to different games such as football, handball, 

racketball, cricket, tennis, etc. have been performed and these studies provided useful 

insight into the possible challenges and mitigation strategies. These results are studied 

and their finding is used in understanding the possible methods for the analysis.  

 

3.4 Conclusions of the current research 
 

According to the literature study, three methods are found to be more suitable for the 

detection and tracking of the ball and the players in an esports Football video analysis. 

These methods are 1) color-based detection and tracking, 2) template-based detection 

and tracking, and 3) deep learning (Yolov3 model) based detection and tracking 

methods. All three are suitable based on the video and game conditions. The color-

based detection technique is quite a significant method in the field of object detection. 

It is very simple as well as an efficient way to represent and match images based on 

the color histogram. This method has a limitation in the situations when illumination 

circumstances are not equal, as in this condition accuracy degrades significantly. 

Template-based matching is another important technique in the computer vision field 
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in which a  template of the target object is used to detect and track the object in the 

image. The template is matched in the image and where there is the maximum 

probability of the matched object. But this method also has some limitations such as, 

it is more efficient when the images are of larger resolution and also sliding the 

template image in a very large image with one pixel at a time could be computationally 

very expensive as well. The third chosen method i.e. YOLO (You Only Look Once) 

object detection is a deep learning based object detection method. This method is quite 

efficient, especially with the availability of pretrained coco dataset based model which 

makes the object detection model building process easy and quick. The object 

detection on the customized dataset is quite challenging as data annotation could be 

a tedious process depending upon the requirement and also training the data, 

especially with multiple classes can take from days to weeks.  

In the next chapter, the data processing required for the analysis is explained.   
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4. Data Processing 
 

In this project, only one downloaded video from gameplay by an eSport game Youtuber 

of FIFA 2022 is used for analysis. It includes a single camera that moves horizontally 

and vertically. The video has a bigger field of the actual gameplay and at the bottom 

of the screen, the mini-map of the game shows the entire field at once. Figure 32 shows 

the bigger field on the left and the zoomed-out mini-map on the right side. 

  
Figure  32 Bigger field (left) and mini-map (right) 

 

The data is read frame by frame from the video in the form of images. Due to the 

camera movement in the horizontal and vertical directions, there is no single origin of 

these images of the bigger field while the location of the mini-map on the screen(image) 

almost remains the same. 

4.1 Data Preparation  
 

In this research, three different models have been developed therefore data 

preparation is also performed separately for these three models. The data preparation 

for these models is described below. 

4.1.1 For color-based detection and tracking 
 

The video is read frame by frame (in the form of images) using the OpenCV library. 

Afterward, these images are provided as the input 

to the model. For the detection and tracking on the 

bigger field, the entire image is considered while 

for the mini-map, the region of interest i.e. the 

mini-map area on the image is zoomed out on 

each frame. These images of mini-maps are given 

as the input. 

 

 

4.1.2 For template matching based detection 
 

 

Figure  33 Templates used in 
the template matching model 
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For template matching, two kinds of data (source image and template image) are 

required as input. For the source image, similar steps as in the case of color-based 

detection on bigger field images are performed and the entire image is given as the 

source image. While for the template image, some of the images of the players and 

ball are given as input. The trial and error-based template matching which is giving the 

best results are taken as template input. Figure 33 shows the template used for player 

and ball detection. 

4.1.3 YOLO based object detection 
In YOLO based detection process a large number of training data points are required. 

For this purpose, around 2200 images are used to train this model. These images are 

taken from 7 different videos having players with different types of jersey colors. 

4.1.3.1 Data annotation 
 

The data annotation is performed 

by using the LabelImg which is a 

graphical image annotation tool it 

labels object bounding boxes in 

images. Based on most of the 

available choices of jersey colors 

they are categorized into 5 main 

colors i.e. Green, blue, red, grey, 

and white. Different shades of the 

same color are included in the main 

color category such as orange and 

pink, and red and white are 

included in the same red color 

category.  

Figure 34 shows two different 

categories of blue categorized into 

single blue while figure 35 shows 

different kinds of red that were categorized into red categories 

 
Figure  35 Different shades of red are categorized in the red category. 

 
  

 

Figure  34 Different shades of blue categorized in 
blue color 

 



 

 46 

5. Methodology 
 

This chapter describes the methodology used to answer the research questions posed 

in the introduction chapter. The necessary background information pertinent to the 

possible methods to be used is already described in chapter 3.     

5.1 Ball and player detection and tracking 
 

This section describes the methodology used for the ball and player detection and field 

modeling. It focuses on the three selected methods: 1) color-based, 2) template 

matching and 3) YOLO-based tracking, from the literature for the ball and player 

detection and tracking. These methods are adequate for answering the first research 

question “How to accurately detect and track ball and players in an eSport FIFA 2022 

game video?”. Based on the literature review, the following models are proposed to 

extract the ball and player detection and tracking and play-field modeling 

5.1.1 Color-based ball and player detection and tracking 
 

In this method, the detection of the ball and the players is carried out based on their 

color. Figure 36 shows the steps of the complete model. In the case of occlusion, 

Kalman’s filter can be used for continuous detection and tracking. This method has 

been implemented on both larger field as well as mini-map. First Kalman’s filter is 

initialized along with its matrices, then the video is read on a frame-by-frame basis. On 

each of these frames following steps are implemented. 
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Figure  36 Color based ball and player detection flow chart 

 
 

5.1.1.1 Gaussian Blur And Color Filtering 
 

To eliminate the noise from the frame, the noise smoothening can be done by using 

the function of Gaussian blur. Figure 37 a) and b) show the effect of gaussian blur on 

the original image. Next, this blur image should be converted from RGB space to HSV 

space as Hue Saturation Value is used to separate image luminance from color 

information and it is useful in the situation where the color description is important. 

Then several color thresholds can be initiated stating their lower bound and upper 
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bound values to detect the color of the ball and soccer team according to their jersey 

color. 

a)  

 
 

b)  

 
Figure  37 Image after Gaussian blur in a) bigger field b) mini-map 

 

5.1.1.2 Morphological Operations 
 

Now the resulting image is converted into a binary image and morphological operations 

such as erosion and dilation can be performed on this binary image. These 

morphological operations are useful in closing any loose end in the image or filling the 

gap that has occurred due to the noise in the image. Figure 38 a) and b) shows 
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morphological operations on the resulting image for bigger field and mini-map 

respectively. 

a) 

 
 

b) 

 
Figure  38 Image after performing morphological operation a) bigger field b) mini-

map 

 

5.1.1.3 Contour Detection  
 

After the morphological operation, the contour detection is the final stage of the ball 

and player detection where the contour size of the ball should be small as compared 

to the soccer player contour size.  
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5.1.1.4 Kalman’s Filter  
 

After detecting the ball and players, Kalman’s filter is used for the prediction of their 

location in case of occlusions. The detection using this filter is shown with a bounding 

box around the tracked object. Figure 39 shows the detected ball using Kalman’s filter 

using a blue circle box. 

 

 
Figure  39 Ball detection with Kalman’s filter 

 

5.1.1.5 The final outcome of the color-based model  
 

This model has applied to both the bigger field as well as to the mini-map. 

Unfortunately, it is not able to accurately detect the ball in the bigger field due to 

changes in the ball contours because of the changing distance between the ball and 

the camera. It provided mostly false positive outcomes from this detection for the ball 

(figure 40 a). Though it provided accurate detection of players due to limited changes 

in the player contours. One example is shown in figure 40 b 
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a) 

 

 
 

b) 

 

 
Figure  40 a) False positives for the ball detection and accurate player 
detection in the bigger field using this method b) Player detection using 
the present method. 



 

 52 

5.1.2 Template-based ball and player detection and tracking 
 

Figure 41 shows the complete architecture of the template matching algorithm in the 

source image. The starting few steps of this model are similar to the previous model in 

which the Kalman filter and its matrices should be initialized in the beginning. Then the 

source video can be read per-frame basis, these frames can be converted from RGB 

to greyscale (figure 42 a) and the converted frames can be smoothened for noise by 

using a Gaussian filter (figure 42 b). This conversion is done because computation is 

easier in the greyscale as compared to RGB color space. After all, RGB consists of 3 

channels i.e. Red, Green, and Blue while Greyscale only has one channel. Similarly, 

the template image should also be added and smoothened for noise and then should 

be converted into a Greyscale. Now this template image can be searched on the 

source image. This search will be performed by comparing one pixel at a time of source 

and template image. On detection of the object in the source image, further prediction 

can be made using Kalman’s filter and bounding boxes can be drawn across the 

detected object. In this project, the objects to be detected are the ball and the players. 

 

 

 

Figure  41 Complete architecture of template matching in the source image  
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a) 
 

 
 
b) 
 

 
Figure  42 a) Image conversion from RGB to Greyscale, b) Blurred image of the 
grey scale to remove the noise 

 

5.1.2.1 The final outcome of the template-based model 
 

In this model, the biggest problem is the false detection of the ball. The Player’s shoes 

and an arrow above the head of the player in possession of the ball are falsely detected 

as the ball and also the ball detection is also not continuous. Figure 43 on the left 

shows the correct detection of the ball while the figure on the right shows player socks 

falsely detecting as a ball. Due to huge false positive numbers, this method is not 

continued for further analysis. 
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Figure  43 Correct ball detection (left) and incorrect ball detection (right) by the 
template matching. 

 

5.1.3 Deep-learning based (Yolov3 model) ball and player detection and tracking 
 

In this model, only the last layer of the Yolo can be trained by using the annotated data 

containing the ball and team color information. Now a threshold on the confidence of 

detection of the object can be set. For example, if the confidence threshold is set to be 

20 % then objects detected with more than this confidence will consider, otherwise, 

they will reject. After object detection bounding boxes are drawn across the object and 

based on the x and y location of these bounding boxes the desired object (in our case 

ball and player) can be tracked. Figure 44 shows the final output of the YOLO model 

detecting players and the ball. 

5.1.3.1 The final outcome of the YOLO model 
 

The YOLO model is successfully able to detect both player and ball without any false 

positive detection. This detection is done in the bigger field. But for the tracking of the 

ball and player, playfield modeling is required which is quite challenging in the case of 

bigger field due to camera movements during the game. 

 
 

Figure  44 The ball and player detection by the YOLO model 
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5.1.4 Combined Model  
 

The final model consists of a combination of model 1 color-based ball detection from 

mini-map and model 3 Yolo-based player and ball detection. Both models are good at 

detecting ball and the Yolo model is also additionally capable of detecting players as 

well. To track the ball and plotting data mini-map is better as no additional field 

modeling is required. Although the YOLO model is good at detecting and tracking the 

ball and the players, plotting the data from this model is challenging due to the 

movement of the camera which changes the origin of each frame of the bigger field.  

Below are the steps of the combined model 

1) Detect the ball and the player at the bigger field frame-wise. 

2) Calculate the player in the possession of the ball by estimating the minimum 

distance between the ball and the player in the respective frame(the player with 

minimum distance to the ball is considered as the player in possession) 

3) Now at that frame look for the ball position on the mini-map. 

4) Final output - providing ball and player location and player in possession information. 

Although the combined model performs well in detecting and tracking the ball, still in 

the case when the player is in possession of the ball is occluded by the other player 

then the model is not capable of tracking at that instance. In this study, the occlusion 

of the player has not cause much effect on the outcome. Even after the occlusion and 

temporary non-tracking of the ball and the player in possession, enough data points 

are generated to track the trajectory of the ball and the players. 

5.1.5 Model Validation 
 

The combined model is validated using the data from the video. Figures 45 a) and b) 

show the location of the ball and the player in possession in the actual video (left) and 

the mini-map (right). The location in the mini-map is determined by using the combined 

model. In both cases, the ball and player location are detected correctly by using the 

combined model. The successful validation of the combined model answers the first 

research question related to the accurate detection and tracking of the ball and players 

in an eSports FIFA 2022 game. 
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a) 

 
 
b) 

 
Figure  45 Combined model validation for the grey team (a) and the white team (b) 

 

 

5.2 eSports player game tactics determination  

  

By using the combined model described in section 4.1.4, the coordinates of the 

bounding boxes surrounding the ball and the players can be determined. These 

coordinates can be used to find the centroid coordinates of the players and the ball 

which is required for further analysis of the game to determine the eSports player game 

tactics and strategies. The rest of the section describes the proposed process. 

 

5.2.1 Ball possession by the player  
 

The player in the possession of the ball can be determined by calculating the minimum 

distance of the ball centroid with all the players bounding box centroid detected in that 

frame and the player within the closest proximity to the ball will be considered as the 

player in possession. Figure 46 depicts the player in the possession of the ball 
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Figure  46 Football player in the possession of the ball 

 

5.2.2 Action Zones 
 

Typically a football field is divided into three action zones, defensive third, mid-field, 

and attacking third. For this purpose, the field to be analyzed is equally divided using 

three vertical lines as shown in figure 47. Actions zones can be a good indicator of 

which eSport player is more dominating during the game. By knowing the ball position 

in the defensive/attacking thirds, it is possible to find out which team was in the 

attacking/defensive mode during the game or part of the game.   
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Figure  47 Action zones in the analyzed football field 

 

5.2.3 Attack Zones 
 

Attack zones can be a good indicator of which eSport player is more dominant over 

others. By knowing the ball position in the defensive/offensive thirds, it is more likely to 

find out which team was more attacking over the other. They can be a good indicator 

of knowing which part of the field is mostly used by the attacking team to try to score 

the goal. These attack zones are created by first dividing the field into two half i.e. left 

and right halve. And then again divide each half into three equal parts i.e. upper, 

middle, and lower. The team should be considered attacking when it is in the 

possession of the ball and also in the opponent’s half. Possession of the ball in their 

half will not be considered an attack. Figure 48 (a) and (b) show the attack zones of 

the right and left teams respectively. 
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a) 

 

b) 

 
 

Figure  48 Attack zones for the right team (a) and the left team (b) 

 

5.2.4 Ball position by halves 
 

Another useful statistic is to find the fraction of time in which ball location is in one of 

the half (left or right) of the field. For this purpose, the field is divided into 2 halves as 

shown in figure 49 and the ball location is determined in one of the halves. Since the 

mini-map is used for the determination of these statistics, it is always visible in the field. 

The location percentages are calculated by counting the number of frames of the ball 

in each of the half divided by the total number of frames in which the ball is detected.   

 

 
Figure  49 Field division in halves 
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5.2.5 Goal attempts by each team 
 

To determine the goal attempt, the field can be divided into 12 zones by combining the 

action and attack zones. The movement of the ball through these zones can be traced 

in the analysis and it can provide more details related to the goal attempt tactics of the 

eSports player. Figure 50 shows the division of the football field into 12 zones by 

combining attack and action zones. 

 

 

Figure  50 The division of the football field into 12 zones for the goal attempt analysis. 
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6. Results 
 

This chapter describes the results pertinent to the eSports player game tactics and 

strategy determination. The methodology described in the previous chapter is used to 

find the tactics and strategies of the player. These results provided the answer to the 

second research question “How the extracted data can be used to determine the game 

tactics of the player?”. To find the game tactics of the player, several statistics such as 

ball possession by the players or teams, ball location in half field, ball locations by the 

teams in action and attacking zones, and goal attempts are computed. The rest of the 

section describes these results. For the analysis purpose, only one game video is used 

in which teams were wearing white and grey uniforms. For clarity purposes, white 

players are depicted in red color and grey players are shown in green color. 

6.1 Action Zone 
 

Figure 51 shows the fraction of time (first half of the game) in which the ball was in 

different zones. For this calculation, the number of frames in which the ball was 

detected within a particular zone is counted. It shows that in the first half of the game, 

most of the time the ball was in the mid-field zone. During the rest of the time, the ball 

was in zone 1 for relatively more time in comparison to zone 3. It indicates that the 

green team could be in a slightly more attacking mode as compared to the red team. 

It is important to note that the attacking mode of a team cannot be judged by just this 

one statistic and further indicators as explained in the rest of the chapter should be 

considered before finalizing this mode.  

 
Figure  51 The fraction of time ball is in different zones of the field 
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6.2 Ball position by halves 

 

In the analyzed video, the ball location is mostly (~ 60 %) in the right half which is 

related to the green team side (figure 52). This indicates that the red team was 

relatively more in the attacking mode which contradicts the previous section result 

(section 6.1). As stated earlier, one result cannot be used to determine the playing 

strategy of the eSports player. Therefore, other indicators should be considered before 

finalizing the results.  

 
Figure  52 The fraction of ball positions in the halves of the field. 

 

 

6.3 Attack Zones 
 

As shown in figure 53 a), the green team has mostly used the middle field (~ 58 %) for 

attacking the red team goal post and their use of the lower field is relatively less as 

compared to the upper field part. Similarly, the red team has mostly used the upper 

part of the field (~ 60 %) and their use of the lower part is minimal (only 5.64 %) for 

attacking purposes (figure 53 b). This result differentiates their attacking strategy in 

comparison to the green team. By knowing these statistics, the opponent team can try 

to put more players in the defensive positions in the upper part of the field.  
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a) 

 
b) 

 
Figure  53 Ball possession statistics in attack zones by a) green team b) red team 

 

6.4 Model validation  
 

For model validation, the ground truth files are generated by taking 50 frames from the 

test video. Afterward, the intersection of Union (IOU) from the ground truth and 

prediction bounding box is calculated. The threshold for IOU is set to be 0.5 which 

means that only the detection objects which have IOU greater than 0.5 are considered 

true predictions and less than this threshold are considered false predictions. These 

values are used for the calculation of precision, recall, and f1 score.  
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Table 2 Precision, Recall, and F1 score of color and YOLO based detection model 

 Precision  Recall F1 score 

Color-based model 0.88 0.57 0.69 

Yolov3 based 
model 

0.96 0.71 0.80 

 

Table 2 shows the precision, recall, and F1 score of color-based and YOLO-based 

detection models used in this study. The Yolo-based model has a precision of 0.96 

which indicates that out of all detected balls, 96% of the time it was the correct detection 

which means the model has low false positives. This model has a recall of 0.71 which 

indicate that out of all the ball in the frames, it can detect it 71% of the time. The 

precision of the color-based model is .88 which is less than Yolo based model but it is 

still reasonable. While the recall of the color-based model is .57 which is lower in 

comparison to the Yolo-based model. The Yolo-based model has a higher F1 score of 

.80 in comparison to the color-based model which is 0.69, this indicates the 

performance of the YOLO model is better than the color-based model. 

 

6.5 Goal attempts by each team 
 

For a detailed understanding of the goal done by any team, the ball path for a particular 

goal is traced for both teams. Figure 54 shows 4 goal attempts by the red team. In 

these figures, the red line shows the path of the ball before the final goal attempt. 

Figures 54 a, b, and c are related to the successful goal attempt, and figure 54 d 

provided the goal path for an unsuccessful goal attempt. The successful goal attempts 

show that the red team has used all three areas (upper, mid-field, and lower) for 

proceeding toward the goal.  
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Figure  54 Goal attempts by the red team a) successful,  b) successful,   c) 
successful,  d) unsuccessful 

 

Figure 55 shows 2 goal attempts by the green team. They only used the lower and 

middle parts of the field for the goal attempts. Though it might be part of the strategy it 

cannot be concluded based on just two data points related to the goal attempts. If this 

model is extended to several games then the goal attempt patterns of each team can 

be determined up to a certain extent. Although these strategies of the player can also 

differ from game to game. 

a) 
 

 

b) 

 
Figure  55 Goal attempts by the green team a) successful goal b) unsuccessful 
attempt 
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7. Discussion  
 

There are many challenges during the ball and player detection such as the low 

resolution of the video making it difficult to detect the objects and also more probability 

of false positives. The penalty mark is another obstacle in the detection of the ball 

because it is also easily misclassified as the ball because of its shape and color. The 

color-based and template-based matching models mostly faced the problem of false 

detection with the penalty mark in the bigger field. Therefore, the color-based detection 

is performed only in the mini-map. Also, it is challenging to perform field modeling in 

the bigger field because of the ever-changing camera position and location. On the 

contrary, the mini-map is always completely visible and its location is also almost fixed 

on the screen so it can be used for accurate modeling of the field. The use of a mini-

map for detection has a challenge because it keeps disappearing in the middle of the 

video so continuous tracking of the ball from the mini-map is not possible. 

Understanding the location of the ball within the field can provide an interesting insight 

into the game strategy of the players.  The action zone (figure 51) shows where the 

ball location is on the field during the first half of the game. It shows that the ball location 

in the first half was the mid-field but still it was more in Zone 1 (26%, red team defense 

area) in comparison to Zone 3 (20%). Also, the ball position by half (Figure 52) shows 

that the ball was mostly in the right half which is the green team’s half, also it was team 

red who was mostly in the possession of the ball and the goal attempt is also more by 

the red team. All of these statistics show that the red team was the aggressive one 

while team green is more in the defense mode. Another important statistic for 

understanding the player’s strategy is related to the utilization of the field for attacking 

purposes. The attack zone (figure 53) shows that team green mostly chose the middle 

part of the field (~58%) to attack while the red team prefer the top part of the field 

(~60%) to attack the opponent. 

 
Figure  56 The scoreboard of the analyzed video after the first half. 
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Figure 56 shows the final statistics after the first half obtained from the video itself. 

According to this data, team red had 53% possession of the ball and team green had 

47% possession of the ball. In the current 

study, the possession of the ball is detected 

on 10959 frames in the first half out of which 

on 6235 frames team red is in the 

possession of the ball which makes it ~ 57% 

possession of the ball while team green is 

detected to have the ball possession on 

4724 frames i.e approximately 43%. These 

statistics are shown in figure 57. The model 

prediction is close to the values provided by 

the video scoreboard which shows the 

accuracy of the combined model. 

From the results of this study, it can be 

concluded that it is indeed possible to track 

and detect fast-moving objects such as balls 

with high precision (in the case of the Yolo-based model the precision of ball detection 

is ~ 97% ). Furthermore, the extracted data can be used for game analysis. Still, there 

is ample room for improvement. The ball and player detection and tracking are not 100 

% accurate because of the occlusion of the ball by players and also the player to player 

occlusion. The mitigation of this issue while analyzing a 2D video is extremely 

challenging and warrants further research. Another drawback of the model is that it 

does not detect all the players in a frame. It mostly detects players close to the ball. In 

eSports games, the player has control of only one player at a time which is usually 

close to the ball, therefore, the proposed model is still useful for the analysis of such 

types of games.  

Since only 1 match with just the first half of the video is analyzed in this study, therefore, 

it is still difficult to formulate the player’s strategy with confidence. To know more about 

the preference of field zone many other videos should be analyzed as the game tactics 

of the player can also differ from game to game. Though the proposed research 

focused on the eSports game, the developed model can also be used for the game 

analysis of real games up to a certain extent that does not have API availability such 

as local football games. 

 

 

 

 

 

 

  

 

Figure  57 Ball possession by the 
teams 
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8. Conclusion  
 

The FIFA 2022 eSports football games are drawing the interests of people at a rapid 

pace. This increase in interest motivates the more in-depth analysis of these games 

which has several similarities with the real football game except that these games are 

played by individual players with each other or with the AI. Since APIs are not available 

for these games therefore machine learning and computer vision based models have 

to be developed for this analysis.  

To facilitate this analysis, two research questions are formulated in this thesis. The first 

research question “how to accurately detect and track ball and players in an 

eSport FIFA 2022 game video? ” relates to the accurate detection and tracking of the 

ball and the players which is a challenging but highly important task. Three models are 

developed for this purpose. The first model which is based on the color-based detection 

provided too many false positives for the ball detection in the bigger field. This model 

can detect and track players on the mini-map with a precision of 88 %. Therefore, it is 

used for ball detection from the mini-map. The second method used is the template 

matching model which also provided a high number of false-positive results for both 

the ball and the players due to the continuously changing pose of these objects during 

the game. This model was not further used in this study.  

The third model, YOLO-based ball and player detection provided results with a 

precision of 96 %. The main limitation of this model is that to detect the ball in the 

bigger field, the play-field modeling has to be performed which is quite challenging due 

to the movements of the camera position and location. Though this model is capable 

of slight color variation, it is still limited to 5 jersey colors. To make it general, a large 

annotated dataset is required and this is also the bigger drawback of this model as this 

requires a lot of time and effort. Training the YOLO model on more classes and data 

can take weeks of training time.   

Considering the pros and cons of these models a combined model which couples the 

color-based ball detection on the mini-map and YOLO-based ball and player detection 

on the bigger field is created. The mini-map is used to track the ball because the entire 

field is visible in it all the time and also the location of the mini-map is almost fixed on 

the screen. The player’s location while possessing the ball is determined from the 

bigger field using the YOLO model. When the ball and the player’s possession of the 

ball are determined in the same frame, the ball location is tracked on the mini-map. 

With the provided precision numbers, it can be deduced that the developed model can 

accurately predict the ball and player movement, thus it answers the first research 

question. 

The second research question “how the extracted data can be used to determine 

the game tactics and strategies of the player? ” is related to the utilization of the 

data from the combined model for the game analysis to understand the tactics and 

strategies of the eSports players. For this purpose, several statistics such as the 

location of the ball in the field, attack and action zones for each team, and ball path for 

the goal attempt are calculated. According to the video analysis, the ball was in the 

green team’s half which means that the red team was in the attacking mode for most 
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of the time. This is true as they have made 4 goal attempts out of which 3 were 

successful. Although the green team has used the complete field for attacking, the 

most preferred location of the attack was the middle attack zone for this team. Similarly, 

for the red team, the preferred attacking area was the top attack zone. It is observed 

that the red team has used mostly the complete field for the goal attempt in comparison 

to the green team which mostly used the middle and lower attack zones of the field.  

The results show that these types of games can be analyzed effectively using the 

developed model and it can an interesting insight into the game which answers the 

second research question of this thesis. To achieve its true potential, several games 

have to be analyzed which can be used to find the patterns of the eSport player’s game. 

These patterns can provide insight into the tactics and strategies of the players which 

can be used for the prediction of their game.  

 

9. Future Outlook 

 

The combined model developed in this thesis can find the ball and player location quite 

accurately. Still, several shortcomings should be improved in future research on this 

topic. Since the data is annotated for 5 colors only, therefore the accuracy can be 

further increased by annotating more color images. The video analysis provided certain 

statistics related to the eSports player tactics and strategies. The true prediction of 

these attributes can happen only after analyzing several game videos which can 

provide more accurate patterns of the play thereby providing insight into the players’ 

tactics. The mini-map keeps disappearing in the video which breaks the continuous 

detection and tracking of the ball. The utilization of the bigger field which comes with 

its complexity in terms of the field mapping complexity would provide more accuracy 

in this analysis. Furthermore, if only one model is used the code execution time can be 

reduced further. Even though the template matching does not provide useful results, 

more work can be done on this method as there is a possibility for the improvement of 

the model especially by providing multiple templates for one class (i.e. providing 

multiple templates for grey team players in different pose). However, due to time 

constraints, it was not done in this thesis and it could be interesting for future research 

on this topic.  
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