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Summary 
The use of Robotic and Autonomous Systems (RAS) is becoming increasingly important 
for the Royal Netherlands Army (RNLA), as it allows for the effective deployment of scarce 
human resources. Additionally, the correct application of RAS can lead to increased 
personnel safety and aid in achieving battlespace supremacy. Consequently, the Robotics 
& Autonomous Systems Cell was founded with the goal to design and experiment with 
autonomous, military robots. Through concept development and experiments, the RAS 
Cell aims to define a list of requirements for the autonomous platform that can be used 
to outsource part of the development of RAS projects and products. 

Localization and navigation are important aspects of autonomous platforms, as robots 
can only navigate to a specified location when their own location is known. For military 
use cases, this functionality must be achieved in environments without a usable Global 
Navigation Satellite System (GNSS) signal, as this can be jammed or spoofed by hostiles. 
Additionally, the robot’s localization and navigation solution must be capable of dealing 
with multiple deployment environments, changing (weather) conditions and hardware or 
software failures. These requirements necessitate a robust localization and navigation 
solution that can be confidently deployed by the RNLA. 

Multiple sensors and localization methods have been researched to determine suitable 
options for the proposed solution. There two main categories in which these two aspects 
can be divided: active versus passive sensors, and absolute versus relative localization. 
Each category contains multiple technologies and algorithms, such as stereo vision 
cameras, 3D Light Detection and Ranging (LiDAR) sensors, Simultaneous Localization and 
Mapping (SLAM), celestial navigation and magnetic field-based solutions. Additionally, 
every sensor-localization method combination has its own, different characteristics. 

The aforementioned research indicates that there are multiple sensors and localization 
methods that are suitable for the autonomous platforms. Many of these solutions allow 
for accurate localization and navigation in unknown environments. However, whether it 
is due to a lack of precipitation resistance, the use of active sensors, or a lack of obstacle 
avoidance capabilities, none of these solutions are robust enough as a standalone 
solution. This is where adaptive sensor fusion can be applied. By integrating multiple 
sensors and localization methods, the autonomous platform can use the most suitable 
technologies which are compatible with the current environment and conditions. 

There are multiple types of adaptive sensor fusion that can be implemented: hard sensor 
fusion, soft sensor fusion, and predetermined sensor fusion. Hard sensor fusion analyses 
the data from active sensors and disables a sensor when its data falls outside a defined 
range for certain parameters. Soft sensor fusion corrects deviating sensor data instead of 
disabling the sensor. This provides a more accurate position estimate than hard sensor 
fusion, at the cost of higher implementation complexity. Finally, predetermined sensor 
fusion analyses the environment to determine what sensors and localization methods are 
usable. This is an efficient approach that is easier to implement than soft sensor fusion. 
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Similar to the researched sensors and localization methods, none of the adaptive sensor 
fusion frameworks are a suitable option for standalone operation, as each has its own 
advantages and disadvantages. Hence, the proposed solution must combine multiple 
variants to fill in the functionality gaps and increase the solution’s robustness. 

A proposed solution is designed based on the results from the theoretical research and 
experiments. This solution combines a custom adaptive sensor fusion framework - which 
combines predetermined sensor fusion with hard sensor fusion - with a behaviour tree 
for the sensor fusion management and navigation control. The first step of the proposed 
solution is to select an initial localization method. This is done based on mission 
parameters defined by a commander, and the deployment environment variables. The 
autonomous platform then navigates through a list of defined waypoints using this 
localization method. While navigating, data from the active sensors is continuously 
analysed to ensure that each active sensor is still usable. If a persistent sensor error is 
detected, the behaviour tree will pause the navigation process and select a new, usable 
localization method. This selection is done based on an updated sensor list that takes 
into account the unusable sensor. After a successful localization method switch, the 
behaviour tree will continue the navigation process. 

The proposed solution was tested in multiple simulation runs with a TurtleBot3, 2D LiDAR 
and stereo camera for the autonomous platform and sensor configuration respectively. 
The simulation results indicate that the adaptive sensor fusion framework is capable of 
consistently detecting unusable sensor data when it is configured correctly. Furthermore, 
the behaviour tree successfully pauses the navigation process when a persistent sensor 
data error is detected. After the localization method switch, the behaviour tree also 
consistently resumed the waypoint navigation process. As a result, the simulated robot 
successfully reached the final waypoint in all simulation runs. 

Based on these results, it can be concluded that the proposed solution provides a solid 
foundation for an autonomous, military platform. The flexible and modular setup of the 
behaviour tree allows the design to grow with Project Sentinel as it progresses and aims 
for a more capable autonomous platform that can be integrated with multiple, different 
autonomous platforms and sensor configurations. 

There are two main areas that can be explored to improve the proposed solution’s 
functionality in the short-term. First, the behaviour tree’s implementation can be 
enhanced through code optimizations and the integration of live human interactions. 
Second, localization methods tailored towards difficult environments or challenging 
conditions can be researched and implemented for increased robustness, allowing the 
autonomous platform to be deployed in a wider range of scenarios.  
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1 Introduction 

1.1 Project origin 

The Royal Netherlands Army (RNLA) has created a special cell that focuses on robots, 
artificial intelligence (AI) and autonomous systems for military applications [1]. This cell 
is called the Robotics & Autonomous Systems (RAS) Cell. While the RNLA currently uses 
remote controlled robots, the goal is to transition to autonomous platforms in the future. 
This transition should lead to the effective deployment of scarce human resources, 
increased personnel safety and aid in achieving battlespace supremacy [2]. Through 
concept development and experiments, the RAS Cell aims to gain knowledge on the 
advantages and disadvantages of different robots and autonomous systems in military 
applications. With this knowledge, the RAS Cell can provide an advice on the usability of 
military RAS, which can aid in the transition to autonomous, military robots. 

The RAS Cell is currently working on Project Sentinel, with the goal to define a set of 
functional requirements for autonomous, military robots. This goal is achieved through 
the development of a virtual, autonomous platform partially driven by AI. Future versions 
of this platform should be capable of performing multiple mission types, but the current 
state aims to execute a reconnaissance mission. For this, the autonomous platform 
should be capable of detecting, identifying and localizing targets in a specified 
environment. While the reconnaissance robot is expected to execute a mission 
autonomously, there will always be a human operator that defines the mission and 
monitors the autonomous platform remotely. This human-in-the-loop approach is 
applied for legal purposes, to allow for meaningful human control, and to improve the 
adoption chance of autonomous, military platforms. The latter is an important topic, as 
the (social) acceptance of autonomous, military robots is debated [3]. It should therefore 
be emphasized that the human operator will always supervise the autonomous platform, 
allowing a human to make choices and intervene when necessary. 

Based on the knowledge and experience gained during this project, the RAS Cell can 
define a set of functional requirements that the autonomous (reconnaissance) platform 
must meet. These requirements can then be used to outsource part of the development, 
while developing and maintaining other parts in-house. In conclusion, the end goal of 
Project Sentinel is to become a smart buyer. To achieve this, the RAS Cell must become 
a smart specifier, which can be achieved by first becoming a smart developer. 

Project Sentinel currently focuses on the execution of reconnaissance mission in a forest 
environment with a single autonomous robot. More specifically, an Unmanned Ground 
Vehicle (UGV) is used for the autonomous platform. However, in the future, the platform’s 
capabilities should be expandable in (any combination of) these areas: 

1. The number and type of autonomous vehicle (e.g., swarming drones). 
2. The military capabilities of the autonomous platform (e.g., weaponization). 
3. The type of environments in which the autonomous platform can operate. 
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Increasing the number and types of autonomous vehicles can be used in human 
supervised autonomous missions where, for example, a group of 10 UGVs and unmanned 
aerial vehicles (UAVs) are deployed cooperatively. When combined with additional 
military capabilities, such as weaponization, this group of autonomous vehicles could be 
capable of engaging a specified target (area). Expanding the type of environments would 
allow the aforementioned group of UGVs and UAVs to operate in both urban and natural 
environments. A deployment example for different environment types is a cooperative 
human-machine mission executed in an urban environment, where UGVs and soldiers 
move through a city environment together. 

Figure 1 illustrates the autonomous platform’s envisioned expandability. The current 
state of Project Sentinel is shown at the origin of the 3D coordinate system. This location 
represents a single UGV performing a reconnaissance mission in one environment type. 
Each axis in the 3D coordinate system represents one of the previously mentioned 
expandability areas. Every location in the 3D coordinate system represents a possible 
functionality for autonomous, military robots that the envisioned system must be capable 
of in the future. 

 
Figure 1: The envisioned expandability of Project Sentinel's autonomous platform.  
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1.2 Reconnaissance mission example 

To provide some context for the deployment of the reconnaissance robot, this section 
describes the general approach for the execution of a reconnaissance mission. Note that 
the procedure described below is the current state concept for how a human operator 
defines a reconnaissance mission. However, due to the ongoing developments within 
Project Sentinel, this approach could change in the future. For example, future missions 
could be defined by AI that uses programmed military algorithms and doctrines to create 
a mission plan. A human operator can then modify or approve this mission plan, 
maintaining the aforementioned human-in-the-loop approach. 

In the first step of the process, a human operator defines the Starting Point (SP) of the 
reconnaissance robot, an Area of Interest (AoI), and a Point of Interest (PoI). The latter is 
the observational target (area) for the autonomous platform. Then, an algorithm 
determines the optimal Observation Post (OP) location, based on the position of the 
defined PoI. Using the SP and OP, an algorithm then calculates the Optimal Route (OR) 
for the reconnaissance robot, which is structured in waypoints. These waypoints aim to 
create traversable trajectories for the autonomous platform. Whether a route is 
traversable is determined through available geographical information. By following the 
waypoints, the reconnaissance robot is expected to autonomously navigate from the SP 
to the OP. During the navigation process, the reconnaissance robot should be able to 
avoid obstacles and dynamically recalculate its route to the next waypoint when needed. 
Figure 2 shows a visual representation of the mission setup for a reconnaissance mission. 

 
Figure 2: Visual example of the execution setup for an autonomous reconnaissance mission.  



Master thesis Y. Boersma 16-06-2022 
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯ 

_____________________________________________________________________________________________
 NLD ONGERUBRICEERD 12 

1.3 Challenges for autonomous, military reconnaissance robots 

There are several challenges that are inherent to the use of autonomous platforms in 
military use cases that would not be applicable elsewhere. These challenges are defined 
by the RAS Cell and validated where applicable. The following sections provide an 
explanation of the challenges and how they build a foundation for the project’s structure. 

1.3.1 Localization capabilities 

Due to the hostile use of Global Navigation Satellite System (GNSS) jamming or spoofing 
systems [4, 5], the unreliability of GNSS signals in general [6], and the dependency on an 
external positioning system, it is assumed that there is no usable GNSS signal in the area 
of operation. Therefore, the autonomous platform should be capable of localization and 
navigation in GNSS-denied environments. While this assumption improves the platform’s 
robustness, it also results in an increased complexity of the localization system. 

Note that the autonomous robot is assumed to operate in GNSS-denied environments, 
rather than GPS-denied environments. GPS stands for Global Positioning System and it 
is an American system that is one of the available GNSS solutions. Other examples of 
GNSS include Europe’s Galileo, Russia’s GLONASS and China’s BeiDou [7]. While GPS is 
the most common GNSS solution, the autonomous platform’s localization and navigation 
robustness can be improved by assuming that it has no access to any GNSS solution. 

Another challenge is presented by the variety of environments that the reconnaissance 
robot should be able to operate in. These environments can be unpredictable and 
different from available geographical data. Additionally, certain weather conditions can 
negatively impact the operation of the localization system. These environmental 
challenges require a robust localization system for the autonomous platform. 

1.3.2 Hardware 

The autonomous platform should be able to remain undetected while executing a 
mission. This provides a challenge for the robot’s hardware, as the emitted signals from 
active sensors could be detected by hostiles, indicating the presence of an autonomous 
platform and possibly providing a rough location estimate [8, 9]. Therefore, active sensors 
must be analysed and compared with passive sensors to determine their usability in the 
field. Subsequently, the proposed solution must implement active sensors accordingly. 

1.3.3 Software 

To ensure that there is no malicious code or telemetry in the autonomous platform’s 
software, its source code must be accessible to the RAS Cell. This is important for multiple 
reasons. First, due to the classified and sensitive nature of reconnaissance operations, it 
is imperative that no data is shared with external entities. Secondly, any data transmitted 
during a mission can be detected by hostiles, indicating the presence of a possible 
reconnaissance robot. Another reason not to use black box software is that the RAS Cell 
must be able to understand and explain the behaviour of the robot. Without access to 
the source code that controls the robot, this cannot be guaranteed. 
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Note that the implemented code/software does not have to be open-source. As long as 
the source code is accessible to the RAS Cell, closed-source or publicly unavailable 
software can be used too. As mentioned before, part of the autonomous platform’s 
development will be outsourced. If external companies develop custom software for 
Project Sentinel, they can share the source code with the RAS Cell without publishing or 
open-sourcing the software. 

Finally, for legal reasons, the RAS Cell must be able to understand, explain and justify the 
behaviour and decisions of the autonomous platform. Therefore, black box systems such 
as neural networks cannot be used for decision-making processes in the autonomous 
platform. Consequently, autonomous decisions should be based on mechanisms such as 
finite state machines (FSMs), behaviour trees (BTs) or hierarchical tree networks (HTNs), 
in which the origin of a decision can be determined and explained. This requirement of 
accessible code and understandable behaviour is more important for autonomous 
platforms than it is for regular vehicles, such as the Combat Vehicle 90 (CV90), as these 
vehicles do not autonomously make mission-related decisions. 

1.4 Problem statement 

The current state of Project Sentinel comprises of a simulated robot in both the Robotic 
Operating System (ROS) and Unreal Engine that can navigate through waypoints with 
obstacle avoidance based on LiDAR data. The RAS Cell uses simulation environments 
instead of a physical robot, as this allows for faster iterations in the early phases of the 
project. Besides the simulated robot, several algorithms have been created that utilize 
multiple data sources to calculate the aforementioned OP(s) and OR. 

To improve the usability of the current state for future deployment, a robust localization 
and navigation system must be developed that can be deployed in GNSS-denied 
environments. Additionally, the system must be able to avoid obstacles during navigation 
and subsequently recalculate its path to the nearest waypoint. Furthermore, the 
envisioned system is expected to be deployable anywhere, at any time, and on any 
platform type (e.g., UGVs and UAVs). The latter requires a solution that can operate for 
prolonged periods of time (more than 24 hours) and at relatively high vehicle speeds 
(more than 160 km/h) [10, 11]. Finally, the system must be capable of detecting and 
bypassing sensor failures or other issues that result in unusable sensor data. These 
problems must be solved while also overcoming the previously described challenges. 

Solving the aforementioned challenges and problems is important for several reasons. 
First, robustness is an important factor for military equipment, which requires redundancy 
and self-reliance. Second, the RAS Cell can gain knowledge and derive requirements from 
a proposed solution, which can be used to outsource parts of the development process. 
Finally, demonstrating new functionalities and capabilities for the autonomous platform 
is crucial to maintain Project Sentinel, as presented deliverables can be used to get 
approval for more project resources.  
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This thesis attempts to solve the challenges and problems defined in section 1.3 and 1.4 
respectively, with the result of creating value for Project Sentinel. To achieve this goal, 
research and validation experiments will be conducted to design a proposed solution. 
Then, this proposed solution will be tested in simulations to evaluate its usability and 
robustness. Based on this structure, the following contributions will be delivered: 

• Research existing solutions and state-of-the-art methods for GNSS-denied 
localization systems (including the relevant sensors) and provide an overview of 
the research results. 

• Perform validation experiments to confirm relevant outcomes of the theoretical 
research and provide an evaluation of the results. 

• Research the state-of-the-art methods for adaptive sensor fusion frameworks 
and provide an overview of the results. 

• Define a set of underpinned requirements that the proposed solution must meet, 
and list the boundaries applicable to the proposed solution. 

• Design and present a proposed solution that is based on the outcomes of the 
theoretical research, with an explanation of the working principles. Furthermore, 
underpinnings for each aspect of the proposed solution are provided. 

• Create a prototype of the proposed solution and perform testing simulations for 
analysis. Furthermore, the results of these simulations are presented to evaluate 
the proposed solution’s functionality. 

• Provide a set of underpinned recommendations for the proposed solution to 
enhance its robustness and usability for future revisions. 

1.5 Mission-oriented command 

The RNLA follows the concept of mission-oriented command when giving orders [12]. 
This concept is centred around the intent of the commander’s order. As a result, people 
executing the command should focus on the envisioned goal and effect of the order, not 
on the means of how the order should be performed. Therefore, people executing a 
command are given the freedom in how they execute an order as effectively and 
efficiently as possible, as long as the commander’s intent is achieved. In other words, a 
commander will communicate what he wants to achieve, and the people executing the 
command will determine how the intent is achieved. 

The concept of mission-oriented command is also applied to the execution of this 
project. An end goal is described by the RAS Cell, but an exhaustive list of strict 
requirements is not provided. Instead, a thorough analysis should result in an overview 
that presents the most effective and efficient solution to achieve the desired intent. 

1.6 Structure 

The structure of this thesis is outlined in the sections below, which provide a brief 
overview of the individual chapters and their contents. In addition, all chapters start with 
an introduction that provide a more detailed overview of the chapter’s contents.  
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Chapter 2 - Sensors and localization methods 
This chapter provides an overview of different sensor types and state-of-the-art methods 
for localization in GNSS-denied environments. Experiments are conducted to validate 
research outcomes with little supporting evidence. A list of conclusions is provided to 
summarize the research. Finally, future technologies for improved GNSS-denied 
localization will be discussed. 

Chapter 3 - Adaptive sensor fusion 
Based on the outcome of the previous chapter, three different types of adaptive sensor 
fusion frameworks are reviewed in this chapter. For each approach, both the advantages 
and disadvantages are discussed. 

Chapter 4 - Requirements and boundaries 
This chapter defines an underpinned list of requirements for the proposed solution, as 
well as several boundaries regarding the autonomous platform’s deployment. These are 
used to define the functionality requirements of the autonomous platform and to limit 
the scope of the assignment, respectively. 

Chapter 5 - Proposed solution 
A proposed solution is defined based on the theoretical research and the previously 
defined list of requirements. This chapter presents the proposed solution and provides 
an explanation for each of its components. This explanation covers the working principle 
and reasoning behind each part. 

Chapter 6 - Simulation testing 
The proposed solution is tested in a simulation environment for accuracy, reliability and 
viability. First, the simulation setup and results will be discussed. Then, based on these 
results, a conclusion is provided with a list of recommendations for future improvements. 

Chapter 7 - Future expandability 
This chapter provides an overview of how the proposed solution can be applied to the 
envisioned use cases of Project Sentinel. Furthermore, where applicable, explanations are 
given on how these different deployment scenarios can be exploited to improve the 
proposed solution’s performance and usability. 

Chapter 8 - Conclusion 
The results from the proposed solution simulations are compared to the original problem 
statement for this project. Based on the results from this comparison, a conclusion on 
the usability and quality of the proposed localization system is provided. 

Chapter 9 - Discussion and recommendations 
In this chapter, the proposed solution is compared to the theoretical research. Moreover, 
the assumptions made in this thesis are reviewed and further substantiated. Next, non-
military use cases for the proposed solution are briefly discussed. Finally, multiple 
recommendations for future research topics are provided. These topics are aimed at 
improving the autonomous platform’s robustness and usability.  
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2 Sensors and localization methods 
Theoretical research is performed to create a foundation of knowledge for the proposed 
solution. In this chapter, both existing solutions and state-of-the-art methods for GNSS-
denied localization are reviewed. Additionally, experiments are conducted to validate 
certain outcomes of the theoretical research. Based on the theoretical research and the 
experiments, a research summary will be provided. Finally, this chapter will provide a 
section discussing the future technologies for GNSS-denied localization technologies. 

2.1 Existing solutions and state-of-the-art methods 

Besides existing (commercial) solutions for GNSS-denied localization and navigation, 
state-of-the-art methods for are also researched and developed in the academic world. 
The latter might not all be proven, but they can indicate a pattern or possible direction 
for capable GNSS-denied localization and navigation technologies. This theoretical 
research is performed to get an overview of possible solutions and their characteristics, 
which can be used when designing a proposed solution. The upcoming sections discuss 
the following technologies in order: magnetic field-based solutions, celestial navigation, 
LiDAR and Radio Detection and Ranging (RADAR) solutions, vision-based solutions, 
Signals of Opportunity, ad hoc and collaborative solutions, and finally sensor fusion. 

2.1.1 Magnetic field-based solutions 

The earth’s magnetic field can be used for absolute localization and navigation in GNSS-
denied environments. The first step in this process is to generate a magnetic field map 
of the environment, which can be done with magnetometers. Then, an autonomous 
platform can measure the local magnetic field variations using the same sensor type and 
compare these with the known map to estimate an absolute position [13]. 

This concept is used in the AFRL Agile Pod [14], which is based on Magnetic Anomaly 
Navigation technology. During multiple real-life experiments, this solution achieved a 
position accuracy of approximately 40 meters with a good map of the environment’s 
magnetic field. Honeywell also offers a magnetic field-based solution, which was 
successfully tested with an aircraft, though no further data was provided [15]. 

Raquet et al. [16] used a Honeywell 3-axis magnetometer to create a magnetic field map 
of an area, which could then be used to localize a ground vehicle with a position error 
between 100 and 200 meters. For these tests, the mapping, localization and navigation 
were performed with the same sensor. 

The main disadvantage of these solutions is that it requires a magnetic field map of the 
deployment area. Once such a map is available though, magnetic field-based solutions 
provide a passive, absolute localization method. Advantages of magnetic field-based 
solutions include: being globally deployable; operating on both ground and airborne 
vehicles; operating regardless the time of day or the weather conditions; requires no 
infrastructure; it is invulnerable to spoofing or interference; and the sensors used for 
localization and navigation are passive, thus being undetectable by hostiles [14].  
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2.1.2 Celestial navigation 

There are two main types of celestial navigation: star tracking and sky polarization 
analysis. Both methods use a passive sensor to either track stars and other objects in 
space, or to measure the local sky polarization. 

Honeywell produces a celestial navigation system that detects and tracks stars and other 
Resident Space Objects (RSOs) to determine a platform’s absolute location [17]. 
Advantages of this technology include: being immune to jamming or spoofing; using 
passive sensors; and being capable of tracking stars both during the daytime and at night, 
even with moderate cloud coverage [18]. According to Honeywell’s specifications, their 
celestial navigation system can achieve a position accuracy of 30 meters CEP50 (i.e., 50% 
of the position estimates are within 30 meters of the true position). 

Wei et al. [19] used a star sensor in conjunction with an inclinometer to measure a 
vehicle’s rotation. Combining the data from these two sensors resulted in a position 
accuracy between 20 and 70 meters during night-time experiments. Similarly, Ning and 
Fang [20] presented a method that merges star sensor data with an Inertial Measurement 
Unit (IMU), resulting in position errors of approximately 60 meters. Since both methods 
rely on star sensors, the position accuracy can vary depending on the environment 
temperature, sky refraction, weather conditions and any other sky obstructions. 

Polaris Sensor Technologies, Inc. offers SkyPASS, a system that is capable of determining 
a platform’s heading, roll and pitch through sky polarization and sun tracking [21]. Sky 
polarization is a process that takes place when unpolarized sunlight hits the earth’s 
atmosphere, creating a global polarization pattern [22]. The SkyPASS azimuth sensing 
system is capable of measuring the local sky polarization, which can be compared to the 
global polarization pattern. When applicable, the system is also capable of sun tracking 
for sensor redundancy and improved accuracy. According to Polaris Sensor Technologies, 
Inc., the SkyPASS system is capable of achieving a 0.1 degree heading accuracy and a 0.2 
degree roll and pitch accuracy. 

Zhang and colleagues [23] demonstrated the combination of a custom sky polarization 
sensor and an IMU to achieve a position accuracy of approximately 50 kilometres. It 
should be noted that the aforementioned position accuracy was achieved using a custom 
sky polarization sensor instead of an existing, commercial product. Additionally, the 
vibrations from the testing platform impacted the accuracy of the recorded IMU data. 
Therefore, the achieved position accuracy is limited by the imperfect test setup. The main 
disadvantage of this localization method is that the position accuracy varies depending 
on the time of day at which the sky polarization measurements are taken, the presence 
of sky obstructions, and the temperature of the environment [24].  

The advantages of using sky polarization include: it is undetectable due to the use of 
passive sensors; the technology is immune to spoofing or jamming; the position estimate 
is driftless; the system is not affected by magnetic disturbances; and it works with civil 
twilight, making it deployable in urban environments.  
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2.1.3 LiDAR and RADAR solutions 

Light Detection and Ranging, also known as LiDAR, uses the reflected light from emitted 
infrared (IR) laser beams to determine the distance to a point in space. By performing 
this measurement for multiple points in space, a 2D or 3D scan of the environment can 
be generated. This technology can be used for different localization methods such as 
Simultaneous Localization and Mapping (SLAM) algorithms [25] and odometry [26]. 

Exyn Technologies and Near Earth Autonomy use 3D LiDAR sensors for localization and 
navigation in GNSS-denied environments. Both companies use the point cloud data from 
the LiDAR sensor as input data for a SLAM algorithm [27, 28]. Benefits of the 3D LiDAR 
SLAM technology include driftless localization within a generated map, and loop closure 
for previously scanned locations. Loop closure is a concept in robotics where an 
autonomous platform recognizes a current location as a previously visited location, 
based on the current sensor data and the previously generated environment map. This 
knowledge is then used to correct the position estimate of the robot. These advantages, 
combined with the accurate LiDAR data, allow for a position error of at most 10 
centimetres [29]. The downside of using 3D LiDAR sensors is that it has high storage 
requirements. According to Exyn Technologies, approximately 3GB of storage is required 
for each minute of collected point cloud data [29]. 

Raw LiDAR point cloud data can be converted to a semantic segmentation map of the 
environment. Chen et al. [30] implemented this technology to augment a LiDAR-based 
SLAM algorithm. Their solution achieves a position error of up to approximately 2% for 
each 100 meters travelled. Similarly, Wang et al. [31] utilize semantic segmentation to 
simplify a point cloud map generated by a LiDAR-based SLAM algorithm. When a vehicle 
travels through a previously mapped environment, the raw LiDAR data is converted to 
semantic information which can then be compared to the existing semantic map. 

LiDAR data can also be used to compare the environment with OpenStreetMap data. 
Suger and Burgard [32] use a 3D LiDAR sensor and semantic segmentation to create a 
semantic map of the environment. This map is then compared to the terrain classification 
data from OpenStreetMap, which results in an approximate position error of 1.5 meters. 
The position accuracy can vary depending on the quality of the semantic segmentation 
process. Wang and colleagues [33] extracted line features from 3D LiDAR data and 
compared these to the footprints of buildings from OpenStreetMap. This method is 
capable of an approximate position accuracy of 1.0 meters in urban environments. 

A similar type of sensor is RADAR. Instead of using infrared laser beams, it emits radio 
waves that are reflected by objects. The distance, velocity and angle of objects can be 
determined by analyzing the difference between the emitted wave and the reflected 
wave. Honeywell produces a RADAR system that can be used for autonomous platforms 
in GNSS-denied environments [34]. Their technology uses radio waves that are 
invulnerable to weather conditions such as rain, fog, dust and snow. Position errors of 
this method are approximately 2% of the distance travelled. 
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Quist and colleagues [35] used RADAR data with a recursive-RANSAC algorithm for radar 
odometry. Their solution achieved a relative position accuracy of approximately 3.4% of 
the distance travelled. Similarly, Scannapieco et al. [36] used RADAR odometry to achieve 
an approximate position error of 3.0 meters while maintaining real-time performance. 

2.1.4 Vision-based solutions 

Matching ground imagery with aerial/satellite images can be used to determine a 
platforms absolute position. For this solution, the ground imagery can be recorded with 
both optical and infrared cameras. Honeywell, Maxar and Lockheed Martin all produce 
vision-based localization and navigation systems for airborne platforms in GNSS-denied 
environments that are based on this technology [37, 38, 39]. Based on real-world 
experiments performed by Honeywell and Maxar, this solution is capable of achieving a 
position accuracy of 10 meters CEP50. 

Viswanathan et al. [40] used panorama images captured by a UGV for localization. These 
panoramas are altered to emulate a top-down perspective, after which they are 
compared to satellite imagery from Google Maps (and Google Street View when 
possible). This method results in a position accuracy of approximately 10 meters. Patel 
[41] combined the aforementioned technology with IMU data for attitude estimations, 
which leads to an approximate position accuracy of 4 meters. Additionally, this method 
achieved real-time performance running on an NVIDIA Jetson TX2 module. Similarly, 
Floros et al. [42] combined OpenStreetMap data with vision data and visual odometry to 
achieve a position accuracy of approximately 5.2 meters in urban environments. 

The advantages of ground-to-satellite imagery matching include: immune to spoofing 
or jamming, based on passive sensors, and it can be applied in different weather 
conditions. Disadvantages of the method include: not usable in low-light environments, 
and not functional when there are sky obstructions, such as a tree canopy. 

Another vision-based solution is demonstrated by SRI International, who used cameras 
for a visual SLAM algorithm. Their solution uses vision data to detect landmarks, which 
are then mapped in a 3D map of the environment [43]. Similar to the LiDAR-based SLAM 
algorithms, the vision-based SLAM method is capable of detecting loop closures for 
improved accuracy. According to SRI International, their solution is capable of creating 
3D maps of the environment with centimetre level accuracy [44]. 

Fan et al. [45] extended a visual SLAM algorithm with semantic segmentation capabilities. 
The semantic segmentation process allows for dynamic objects to be filtered from the 
localization process. The resulting scan only includes static objects, which improves the 
algorithm’s position accuracy. The proposed method achieves a position accuracy of 
approximately 1.0 meter in an indoor environment. Similarly, Xiao and colleagues [46] 
used a semantic visual SLAM algorithm for outdoor experiments, which resulted in a 
maximum position error of 30 meters. When loop closure is detected, the position 
accuracy can be significantly increased to approximately 2.0 meters. 
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Visual odometry is a basic vision-based localization method that identifies and tracks 
features across multiple camera frames [47]. By analyzing the different position of 
corresponding features across frames, the platform’s updated position can be estimated. 
This method provides a relative position that will drift over time, similar to inertial 
odometry and wheel odometry. Consequently, the position estimate will become less 
accurate over time. Hence, visual odometry itself is not suitable for accurate navigation. 

Yao et al. [48] used an RGB-D camera for the visual odometry camera, achieving a 
maximum position error of approximately 1.0 meter with real-time performance. Badshah 
and colleagues [49] improved the stock visual odometry method with a modified 
normalized phase correlation, which improves the algorithm’s localization performance 
in environments with less textures. The presented method achieved a maximum position 
error of approximately 9 meters, where the biggest part of the position error is due to 
GPS location jumps (GPS data was used to measure the ground truth as comparison). 

As mentioned before, the main disadvantage of visual odometry is the drift rate that 
leads to an increased position error over time. Additionally, visual odometry algorithms 
perform worse in dark environments and in environments with moving objects. The main 
benefits are that it is immune to jamming and spoofing, and that it is undetectable due 
to the exclusive use of passive sensors. 

2.1.5 Signals of Opportunity 

In areas where GNSS signals are not usable, other radio frequency signals can still be 
used for localization and navigation. This technique is called Signals of Opportunity 
(SoOP), and it uses existing radio frequency waves from satellites, cellular towers, Wi-Fi 
transmitters, television communication towers and other sources. BAE Systems has 
developed NAVSOP: Navigation via Signals of Opportunity, which is based on the SoOP 
technology [50]. Specifications or validation data are not provided. 

Souli et al. [51] used SoOP with multiple frequency bands, resulting in a position error of 
approximately 150 meters. Similarly, Ismail and colleagues [52] used LTE cellular towers 
and wheel odometry to determine a platform’s position. The achieved position error was 
approximately 13 meters over a trajectory of approximately 4,900 meters. Singh and Sujit 
[53] also used cellular towers with a 100-meter communication range, which resulted in 
a position accuracy of 50 meters. The proposed solution combined dead reckoning with 
the cellular SoOP. Page and Wickramarathne [54] used 4G LTE transmitters with a range 
of one kilometre. With the transmitters located 500 meters apart, a position error of 50 
meters was achieved. 

Note that SoOP can provide a relative or absolute position estimate, depending on 
whether the location of the used radio frequency transmitters is known. When these 
positions are unknown, SoOP will provide a relative position, since the algorithm has to 
estimate the position of both the transmitters and the autonomous platform itself. 
Subsequently, the relative position estimate obtained from SoOP is less accurate than 
the absolute position estimate.  
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The main benefit of SoOP is that it requires no additional infrastructure, since it uses 
existing sources for the localization and navigation process. Consequently, the 
autonomous platform only needs a passive receiver capable of detecting radio waves 
with a variety of frequencies [55]. Due to the passive receiver, SoOP localization systems 
cannot be detected by hostiles. The main drawback of SoOP is that there is no 
guaranteed position accuracy, due to the variety of available signals at different locations. 
Furthermore, the quality and general availability of these radio frequency signals is not 
guaranteed, which can result in varying position errors [56]. 

2.1.6 Ad hoc and collaborative localization 

Creating an alternative positioning network to GNSS with a private infrastructure and a 
network of multiple devices, or nodes, is known as ad hoc localization or collaborative 
localization. Robotic Research’s WarLoc solution is based on this technology, and it aims 
at providing position data to military personnel in GNSS-denied environments [57]. By 
combining the communication signals from multiple users with IMU data, WarLoc is able 
to provide a relative position of all users in the network [58]. 

Similarly, TRX Systems, Inc. has developed an ad hoc localization solution known as 
NEON. This system combines IMU data with Ultra-Wideband (UWB) signals to 
communicate between different users in the ad hoc network [59]. The system’s position 
accuracy can be improved by deploying UWB beacons with a known position in the 
environment [60]. Deploying UWB beacons during operation can also be used to extend 
the system’s localization range. 

Another ad hoc localization method is based on a support node outside a GNSS-denied 
environment that communicates with a vehicle inside the GNSS-denied environment. 
Russell et al. [61] applied this method with two drones, where one drone is within a GNSS-
denied environment. The second drone is located outside the GNSS-denied environment, 
allowing it to determine its absolute position. By communicating between the two drones 
and using Direction of Arrival (DOA) measurements, the drone in the GNSS-denied 
environment is capable of absolute localization with a position error up to approximately 
500 meters. This accuracy was achieved with a distance of 1.38 kilometres between the 
two drones. Similarly, Zhang and colleagues [62] used a reference device with a known 
location for collaborative localization, achieving a position error of approximately 2 
meters in an indoor experiment. 

A comparable localization method is presented by Ma and colleagues [63], where three 
transmitters with known locations are used to localize a platform in a GNSS-denied 
environment. This ad hoc method achieved a position error of approximately 20 meters 
with an average distance between the transmitters of 150 kilometres. For this solution, 
the transmitters can be placed within the GNSS-denied environment, as long as their 
exact location is known.  
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There are several advantages and disadvantages for ad hoc or collaborative localization 
[64]. The main advantage is that the aforementioned localization methods can be used 
under any weather conditions and during any time of day, since the localization process 
is based on radio frequency signals. The disadvantages of ad hoc or collaborative 
localization include: active radio emitters are used to communicate between the different 
nodes in the network, which increases the detectability of the system; and a private 
infrastructure is required, which makes the solution less flexible and more cumbersome 
to setup. While the required infrastructure is a disadvantage for when this localization 
method is used with a single autonomous platform, it can be advantageous in the future 
where multiple autonomous robots are cooperatively executing a mission. 

2.1.7 Sensor fusion 

Sensor fusion is a concept where multiple sensors are combined to perform a certain (set 
of) task(s). Using multiple sensors on autonomous platforms can increase the accuracy 
of localization and navigation, provide redundancy, and allow the system to operate in 
different environments and scenarios. An example of sensor fusion is the autonomous 
shuttle from Unmanned Systems Lab. This platform uses a 3D LiDAR sensor, a stereo 
camera, an IMU and a GPS sensor [65]. With this sensor suite, the autonomous shuttle is 
capable of obstacle detection, object classification, localization and navigation with a 
global positioning accuracy of approximately 5.0 centimetres. 

Similarly, Starship delivery robots combine RADAR, GPS, cameras and ultrasonic sensors 
to perform edge detection, obstacle avoidance, object classification and dynamic path 
planning [66]. Like the previously discussed autonomous shuttle, the disadvantage of 
Starship’s robots is that they still require a GPS signal for localization and navigation. 
Another disadvantage is the increased computational requirements, as there is more 
sensor data that needs to be processed. 

Oshkosh Defense has developed a sensor fusion platform that is capable of GPS-denied 
localization and navigation for 10 kilometres [67]. The system is equipped with a high-
definition LiDAR sensor, 12 short range RADAR sensors, three long range RADAR sensors, 
a wide dynamic range camera, four situational awareness cameras, and a short-wave 
infrared camera [68]. These sensors allow the system to operate in all weather conditions 
and at all times of day. The position accuracy is unknown, nor is the reason behind the 
10 kilometre distance limit. 

Wang and colleagues [69] presented a sensor fusion strategy combining a LiDAR-based 
SLAM algorithm with vision-based optical flow measurements and IMU data. This 
combination allows for accurate indoor navigation with low computational requirements. 
Similarly, Shi et al. [70] demonstrated the combination of a panoramic camera with a 2D 
LiDAR to achieve a position accuracy of approximately 0.2 meters over a 580-meter 
trajectory. This solution uses the LiDAR data to improve the scale accuracy of the vision 
data and for loop closure detection. The latter can be used to reduce position errors as 
previously visited locations are revisited.  
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Another sensor fusion example that combines LiDAR data with vision data is presented 
by Viswanathan et al. [71]. The presented solution creates a semantic segmentation map 
of the environment using LiDAR and vision data, which can then be compared to satellite 
imagery for localization. During experiments, this method achieved a position accuracy 
of approximately 5.4 meters. Maturana and colleagues [72] presented a similar sensor 
fusion method where LiDAR and vision data are combined for semantic mapping. Despite 
not providing any position accuracy data, the researchers did state that their method was 
capable of determining optimal routes through off-road terrain and detecting loop 
closures while navigating. 

Mostafa and colleagues [73] presented a combination of visual odometry, RADAR 
odometry, and IMU data capable of achieving a position error of approximately 5 meters. 
The presented method can be performed in real-time on a drone’s onboard computer, 
indicated low computational requirements. Additionally, the visual odometry and RADAR 
odometry algorithms can also be used in a standalone setup, in case of sensor failure. 

2.2 Active sensor detectability 

As mentioned in section 1.3.2, using active sensors in hostile environments can be a risk. 
The signals emitted by active sensors can be detected by hostiles, which could lead to 
the detection of the autonomous platform itself [74]. Detection should be avoided at all 
cost, as it would compromise the (reconnaissance) mission and most likely lead to the 
loss of the autonomous platform. This section analyses the detectability of different 
active sensors that are commonly used in the solutions presented in the previous 
sections. Both theoretical research and experiments are performed to determine the 
detection risk. This risk is expressed as a binary chance of being detected by hostiles at 
the autonomous platform’s envisioned reconnaissance distance (approximately 1,000 to 
2,000 meters). In other words: an active sensor will either be defined as detectable (i.e., 
high detection risk) or undetectable (i.e., low detection risk) at reconnaissance distances. 

2.2.1 LiDAR detectability 

A common sensor type used in SLAM-based localization methods is LiDAR. These sensors 
emit infrared lasers in a 2D or 3D pattern and measure the reflected light to determine 
the distance to objects in the sensor’s surroundings. These measurements can then be 
visualized in a 2D or 3D point cloud, and used in a SLAM algorithm. However, the emitted 
laser beams can also be detected by hostiles. 

Common LiDAR sensors use infrared laser beams with a wavelength of approximately 
900 nm [75]. These laser beams can be detected by police LiDAR detectors, as these are 
sensitive to laser beams with a similar wavelength [76]. Similarly, there are laser warning 
systems for military applications that are capable of detecting IR lasers from laser-guided 
missile systems [77, 78]. The sensors in these warning systems are capable of detecting 
(IR) laser beams with a wavelength between 400 nm and 1600 nm [79], which includes 
the wavelength emitted by LiDAR sensors. 
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Visually, LiDAR sensors can be detected at night using image intensification night vision 
equipment. Ford published a video in which multiple 3D LiDAR sensors are mounted to 
an autonomous vehicle that drives around a track at night [80]. When looking through 
the night vision goggles, both the source of the infrared laser beams and the resulting 
scanning pattern were clearly visible to the user (Figure 3). Because the emitted pattern 
itself is visible with night vision equipment, the LiDAR sensor can be spotted even without 
a direct line of sight. Note that the 3D LiDAR scans the environment using a rotational 
scanning cycle. This cycle is performed multiple times per second, which results in a 
nearly continuous visibility of the LiDAR sensor and the emitted pattern. 

 
Figure 3: LiDAR visibility in a screenshot taken from Ford’s video showcasing autonomous driving at night. 

While the night-time visibility of LiDAR sensors is a commonly showcased characteristic, 
the daytime visibility is not discussed. Given that the proposed solution should be able 
to operate during the daytime, it is important to analyse this characteristic for undetected 
operation. Hence, to analyse the visibility of LiDAR sensors during the daytime, an Eken 
H9R action camera was modified by removing the infrared filter from the lens. This allows 
the camera to detect and record both visible and infrared light. A Milrem THeMIS 
equipped with two Velodyne Puck 3D LiDAR sensors was recorded using this camera. 
Figure 4 displays the visibility of the LiDAR sensor during the daytime when using the 
modified Eken H9R. More images of this experiment can be found in Appendix A. 

 
Figure 4: Daylight visibility of a Velodyne Puck 3D LiDAR as recorded by the modified Eken H9R. 
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During the experiment, the LiDAR sensors were only visible from short distances (up to 
approximately 8 meters). Note that only the source of the emitted laser beams was 
visible, not the emitted pattern. Additionally, due to the rotational scanning procedure 
of the LiDAR, the sensor is not continuously visible, but only for short periods of time. 
This reduces the detectability of the LiDAR sensor, both during the daytime and at night. 

Based on the experiment and online videos, it is assumed that LiDAR sensors are not 
visibly detectable during the daytime at reconnaissance distances. However, due to the 
lack of ambient light and the hostile use of night vision equipment, LiDAR sensors are 
assumed to be visibly detectable at night, even at reconnaissance distances. 

2.2.2 RADAR detectability 

Another active sensor type used in autonomous vehicles is RADAR. Its functionality is 
similar to a LiDAR sensor, although it emits radio waves instead of infrared laser beams 
to scan its surroundings. RADAR can be used with different signal wavelengths, as well 
as different power levels for the emitter [81]. Despite being invisible, emitted RADAR 
signals can still be detected. One example is found in fighter jets, where a fire control 
RADAR is used to lock-on to targets [82]. The targeted aircraft can detect the fire control 
RADAR signal due to its characteristics, indicating that a hostile fighter jet is within firing 
range. The common wavelength for fire control RADAR signals lies in the X (8 to 12 GHz) 
radio frequency band [83]. Police RADAR detectors are another example of how RADAR 
signals can be detected. Similar to the police LiDAR detector, these devices can be used 
to detect speed measurements taken by law enforcement. Typical police RADAR 
detectors are able to detect different wavelength signals in the X (8 to 12 GHz), Ka (12 to 
18GHz) and K (18 to 27 GHz) radio frequency bands [83, 84]. 

2.2.3 Depth camera detectability 

Certain depth cameras emit an IR pattern and analyse its deformation to increase the 
accuracy of the depth scan. This technology is also known as structured light, and it is 
used in depth cameras such as the Intel RealSense and the Microsoft Xbox Kinect sensor. 
While improving scan accuracy, structured light also increases the sensor’s detectability. 

The modified Eken H9R camera from the LiDAR experiment was used to analyse the 
visibility of the emitted infrared pattern. For the depth camera, an Intel RealSense D435i 
was used. The structured light pattern was recorded during the daytime from multiple 
distances and angles to determine the sensor’s detectability. Additionally, the experiment 
is conducted in a forest environment to emulate a realistic mission scenario. 

At ~3 meters, the emitted infrared light is clearly visible when the Eken H9R is pointed 
directly at the depth camera’s infrared emitter. Increasing the distance to ~7 meters 
results in a similar detectability. At approximately 12 meters, the emitted infrared light is 
still visible, albeit less noticeable (Figure 5). When the Eken H9R is not directly pointed at 
the depth camera, the emitted IR light is not visible, regardless of the distance. Moreover, 
the emitted pattern is invisible to the infrared camera, regardless of the distance or angle. 
The raw images taken from all three distances can be found in Appendix B. 
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Another factor that influences the detectability is the presence of natural obstructions. 
These can block the depth’s camera emitted infrared light, even if the infrared camera is 
pointed directly at the depth camera. Therefore, natural environments with vegetation 
decrease the detectability of infrared-aided depth cameras. 

 
Figure 5: Image captured of the Intel RealSense D435i’s emitted infrared light at approximately 12 meters. 

In addition to the experiment, there are multiple online videos showcasing the visibility 
of the emitted infrared pattern in dark environments [85, 86]. These videos indicate that 
the detectability is significantly higher at night, even at longer distances and different 
angles. An example of this can be seen in Figure 6, where the emitted pattern from an 
Xbox 360 Kinect is recorded in a dark room using an infrared camera. 

 
Figure 6: Visibility of the infrared dot pattern emitted by an Xbox 360 Kinect in a dark room. 

Based on the experiment and online videos, it is assumed that infrared-aided depth 
cameras are not visibly detectable during the daytime at reconnaissance distances. 
However, it is assumed that infrared-aided depth cameras are visibly detectable at night, 
even at reconnaissance distances. 
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2.3 Precipitation resistance of vision-based localization methods 

Multiple sources from the state-of-the-art methods stated that vision-based localization 
methods are susceptible to reduced performance or complete failure when used during 
precipitation. However, none of these sources verified the negative effect of precipitation 
on vision-based localization methods with proper A/B testing. The reason for this could 
be the difficulty of controlling all variables throughout multiple real-world experiments. 
Therefore, the goal of this section is to analyse the robustness of vision-based localization 
methods during rain and other types of precipitation, using simulations for consistent 
A/B testing. Multiple simulations with two different vision-based algorithms were 
performed in MathWorks MATLAB. The Simulink package is used to combine the 
aforementioned algorithms with a 3D environment rendered in Unreal Engine 4. 

The first set of simulations uses a visual SLAM algorithm based on feature extraction to 
calculate an estimated position of a drone as it navigates through a city environment. 
This position estimate is the evaluated performance metric for the first set of simulations. 
The second simulation type uses a semantic segmentation algorithm for object detection, 
classification, and object masking of monocular camera data captured from a car moving 
through a city environment. This second set of simulation runs is not focused on 
navigation accuracy, but on the performance of the semantic segmentation process (i.e., 
are objects correctly identified and masked under different weather conditions). 

The cloud density, fog density, and rain density settings in the Unreal Engine environment 
were gradually increased throughout the simulations to determine an approximate 
precipitation resistance of both algorithm types. Modifying these settings also impacts 
the lighting conditions of the scene. The weather parameters were the only variables that 
changed between the different simulation runs. This ensures that observed differences 
are the result of the different weather conditions. While the Unreal Engine environment 
cannot achieve the same level of realism achieved in real-world experiments [87], it does 
provide a consistent simulation environment where the testing variables can be 
controlled. An example of the realism gap is the presence of raindrops on a camera lens, 
which can distort or obfuscate (part of) the image. This will not occur in the simulated 
environment, while it is a valid concern in real-world applications. 

The hypothesis for these simulations is that semantic segmentation algorithms are more 
resistant to precipitation than feature extraction algorithms. This hypothesis is based on 
the academic research, the different working principles of the two algorithm types, and 
the current application of vision-based algorithms in autonomous vehicles. 

2.3.1 Feature extraction simulations 

The visual SLAM simulations are based on MATLAB’s built-in ‘Stereo Visual SLAM for UAV 
Navigation in 3D Simulation’ example. In this simulation, a drone manoeuvres around 
two city blocks after which it ends near the starting position. The trajectory length for 
this simulation is approximately 550 meters. The drone’s position estimate is determined 
using a stereo camera and a visual SLAM algorithm based on ORB-SLAM [88].  
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The first set of simulations emulates a light drizzle or fog, where the general visibility is 
reduced without there being visible, distinct raindrops. A second set of simulations is 
used to emulate varying raining conditions, from light rain to heavy rain. The results of 
the visual SLAM simulations can be seen in Appendix C. Here, two figures are presented 
for each simulation. The results from one of the simulation runs is shown in Figure 7. 

 
Figure 7: Results from one of the visual SLAM simulations without visible raindrops. 

The first image (seen on the left) is a raw image capture from the drone’s stereo camera. 
This image can be used to compare the weather conditions between the different 
simulation runs. The second image (seen on the right) shows a graph with the estimated 
position of the drone. This graph can be used to evaluate the performance of the visual 
SLAM algorithm in the different weather conditions. The results from the light drizzle/fog 
simulations indicate that the feature extraction algorithm is still capable of estimating the 
drone’s position under these conditions, albeit with reduced accuracy. Additionally, the 
visual SLAM algorithm did not suffer from a noticeable increase in computation times in 
the light drizzle/light fog circumstances. 

Setting the rain density to 10% was enough for the feature extraction algorithm to fail. 
In this scenario, the algorithm was unable to match a sufficient number of features 
between frames while maintaining real-time performance. This failure occurred after 
approximately 170 meters. Increasing the rain density to 30% resulted in the visual SLAM 
algorithm failing almost instantly after starting the simulation. 

2.3.2 Semantic segmentation simulations 

The semantic segmentation simulations are based on MATLAB’s built-in ‘Depth and 
Semantic Segmentation Visualization Using Unreal Engine Simulation’ example. In this 
simulation, a car partially drives around one city block with an unknown trajectory length. 
While driving around, the monocular camera captures data which is used for the semantic 
segmentation algorithm. 

Similar to the visual SLAM methodology, the first set of simulations emulates weather 
conditions similar to a light drizzle or fog, where the general visibility is reduced without 
there being visible, distinct raindrops. Next, a set of simulations was performed that 
emulated varying raining conditions, from light rain to heavy rain. 
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The full results of the semantic segmentation simulations can be seen in Appendix D. 
Two figures are presented for each simulation run. The results from one of the simulation 
runs is shown in Figure 8. The first image (seen on the left) is a raw image capture from 
the car’s monocular camera. This image can be used to compare the weather conditions 
between the different simulation runs. The second image (seen on the right) shows the 
corresponding image with coloured masks for detected object types. This image can be 
used to evaluate the performance of the semantic segmentation algorithm in the 
different weather conditions. 

 
Figure 8: Results from one of the semantic segmentation simulations without visible raindrops. 

The results from the first set of simulations indicate that the object detection, 
classification and masking performance of the semantic segmentation algorithm is not 
impacted by a light drizzle or a light fog. Both the semantic segmentation performance 
and the computation times were unaffected by the cloud and fog density settings, 
allowing the simulations to run with real-time performance. 

Enabling rain did not reduce the performance of the semantic segmentation process, 
although it did result in marginally higher computation times. This effect cannot be 
deduced from the images, but it was noticeable while running the simulations. Despite 
this increase in computation times, the algorithm was capable of running the simulation 
with real-time performance. 

2.3.3 Precipitation resistance conclusion 

Based on the results from the simulations, it is assumed that visual SLAM and other visual 
feature extraction-based algorithms cannot be used when there are visible, distinct 
raindrops. During light drizzle/fog conditions, visual feature extraction-based methods 
can still function, although their accuracy will be reduced. Therefore, under these 
circumstances, the use of sensor fusion or other sensor types are advised. 

Using semantic segmentation algorithms based on visual data can be applied in varying 
weather conditions, even with heavy precipitation. It is assumed that the accuracy of 
these algorithms will not decrease under the aforementioned circumstances, although 
their computation times are expected to increase. 

These two conclusions are in accordance with the hypothesis for these experiments, 
which stated that “semantic segmentation algorithms are more resistant to precipitation 
than feature extraction algorithms”. 
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2.4 Research conclusion 

To summarize the research on sensors and localization methods, two tables have been 
created that can be used in the decision-making process for the proposed solution. The 
first table contains a list of verified state-of-the-art methods and contains all localization 
methods with their used sensor(s), average position error, and other notes (Appendix E). 
The second table combines the data from both existing solutions and state-of-the-art 
methods. It contains the advantages, disadvantages, and the Absolute Position Error 
(APE) for the main localization method categories (Table 1). 

Categories Main advantages Main disadvantages APE (m) 

Magnetic 
field-based 
solutions 

• Provides a drift-free, 
absolute position 

• Not impacted by the 
environment 

• Uses passive sensors 

• Requires a magnetic field 
map of the deployment area 

50 

Celestial 
navigation 

• Provides a drift-free, 
absolute position 

• Uses passive sensors 
• Immune to hostile 

interference 

• Negatively impacted by sky 
obstructions and other 
environmental conditions 

• Not guaranteed to function 
during the daytime 

30 

LiDAR and 
RADAR 

solutions 

• Drift-free position accuracy 
• Loop closure capabilities 
• Not impacted by the weather 
• Operates at all times of day 
• Can be used to create a 3D 

map of the environment 

• Uses active sensors 
• Requires relatively high 

computational power 
• High storage requirements 
• Vulnerable to hostile 

interference 

1.0 

Vision-based 
solutions 

• Uses passive sensors 
• Loop closure capabilities 
• Can be used to create a 3D 

map of the environment 
• Ground-to-satellite imagery 

matching can provide a drift-
free absolute position 

• Vulnerable to hostile 
interference 

• Not usable in dark 
environments 

• Negatively impacted by 
precipitation and certain 
environmental conditions 

1.0 

Signals of 
Opportunity 

• Drift-free position accuracy 
• Uses passive sensors 
• Not impacted by the weather 
• Operates at all times of day 

• Usable signals are not 
guaranteed without a 
private infrastructure 

• Varying position accuracy 

50 

Ad hoc and 
collaborative 
localization 

• Not impacted by the weather 
• Operates at all times of day 

• Requires an infrastructure 
• Based on active sensors 

20 

Sensor 
fusion 

• Sensor data redundancy 
• Can be used to create a 3D 

map of the environment 

• Partially uses active sensors 
• Partially vulnerable to 

hostile interference 

0.5 

Table 1: The main localization methods and their characteristics. 
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Additionally, the following main points have been learned during the research: 

• There is no single sensor-localization method combination that can be used to 
achieve GNSS-like position accuracy in any environment or under any conditions. 

• Active sensors, such as LiDAR and RADAR, should be implemented with care, as 
their emitted signals are proven to be detectable with the right equipment. 

• Relative localization methods will always contain a drift in the estimated position, 
leading to an increasingly large position error over time. 

• Detecting loop closures can result in lower position errors, but their detection is 
not guaranteed. For example, when using cameras, loop closures can remain 
undetected when approaching the same location from different directions. 
Furthermore, varying weather conditions can result in a different image, which 
can also lead to undetected loop closures. Finally, physical environment changes 
between visits can result in undetected loop closures. 

2.5 Future technologies 

While this project focuses on the implementation of existing solutions and state-of-the-
art methods for localization in GNSS-denied environments, future technologies are 
constantly being developed and researched. If these technologies improve upon existing 
solutions, then they could be implemented in a future version of Project Sentinel. Hence, 
the following sections discuss technologies that are currently being researched and that 
could lead to improved GNSS-denied localization performance in the future. 

Quantum-based IMU 
The data generated by existing IMUs contain a drift that can lead to an increasing 
localization error over time. The Quantum-Assisted Sensing and Readout programme of 
the Defense Advanced Research Projects Agency (DARPA) is researching quantum-based 
IMUs that provide drift-free inertial measurements as a result of atomic properties [89]. 
Consequently, IMU-based localization methods can experience an increase in localization 
accuracy, particularly over longer distances. 

Combined timing and IMU chip 
In addition to the quantum-based IMUs, DARPA is researching the use of a single-chip 
Timing and Inertial Measurement Unit (TIMU) [90]. These TIMUs contain a clock, three 
gyroscopes and three accelerometers in a single chip. As a result of this combination, a 
TIMU should be able to provide better inertial and timing accuracy than existing IMUs, 
while requiring less power. Similar to the quantum-based IMUs, this solution should 
reduce the localization error of the system. 

Micro-scale gyroscopes 
Finally, Micro-Scale Rate-Integrating Gyroscopes are part of DARPA’s current research. 
The goal is to develop micro-scale, high-performance gyroscopes for accurate inertial 
navigation [90]. Once the technology is developed, it could be implemented into existing 
IMUs. This would lead to better angular measurements from the IMU, resulting in more 
accurate localization in scenarios where vehicle rotations are common.   
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3 Adaptive sensor fusion 
Based on the research on sensors and localization methods, it can be concluded that 
there are no single sensor-localization method combinations that can accurately and 
robustly localize a robot in GNSS-denied environments. Therefore, sensor fusion must be 
utilized to fill in the functionality gaps of certain sensors and localization methods. 
However, to manage varying environments, new mission parameters and sensor failures, 
the implemented sensor fusion framework must be capable of dynamically changing its 
configuration. Therefore, this chapter provides an overview of the state-of-the-art 
solutions for adaptive sensor fusion frameworks, which can be used in a later stage to 
design an adaptive sensor fusion framework for the reconnaissance robot. Hence, the 
goal of this research is to identify usable (parts of) adaptive sensor fusion frameworks for 
Project Sentinel’s use case that can be (partially) implemented in the proposed solution. 

3.1 Hard sensor fusion 

Kobayashi and colleagues [91] presented a sensor fusion framework that combines 
sensor characteristics with the data produced by each sensor to determine what sensor 
(data) should be included in the sensor fusion process. If the sensor data falls outside a 
specified range, or does not meet the expected characteristics, then this sensor is 
completely ignored in the sensor fusion process. Due to the binary nature of this model, 
it is also referred to as ‘hard sensor fusion’. Similarly, Cohen and Edan [92] presented a 
rule-based framework where the most reliable sensors are selected in combination with 
the simplest sensor fusion algorithm. This model uses the data from all sensors as an 
input for the localization method and sensor selection steps, in which the active sensor(s) 
and localization method will be determined (Figure 9). 

 
Figure 9: Hard sensor fusion model with the algorithm and sensor selection steps (adapted from [92]). 
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Hard sensor fusion’s main advantage is the efficiency of the sensor monitoring and fusion 
process. Fully disabling a sensor results in lower power consumption and computational 
requirements, which is beneficial for autonomous platforms. Another advantage is the 
implementation simplicity: the robot controller only needs to monitor sensor data and 
disable a sensor when its data is unusable. The disadvantage of this approach is that 
there is less sensor redundancy, which can reduce the accuracy of the estimated position. 

3.2 Soft sensor fusion 

Soft sensor fusion frameworks use all sensor data to determine the optimal fusion 
strategy, similar to the hard sensor fusion frameworks. However, instead of either using 
a sensor or not using a sensor, the soft sensor fusion frameworks apply weights to the 
data generated by each sensor (type) [93]. While navigating, each sensor’s weight is 
modified depending on the difference between the estimated position and the sensor’s 
data. Lee et al. [94] presented a soft sensor fusion framework that combines multiple 
sensors and continuously determines the errors and biases for each sensor (Figure 10). 
With this corrected sensor data, a more accurate estimated position can be determined. 

 
Figure 10: Soft sensor fusion framework based on error and bias correction (adapted from [94]). 

By correcting the errors and biases in sensor data, instead of disabling a sensor entirely, 
soft sensor fusion can provide a higher level of redundancy and better position accuracy 
compared to hard sensor fusion. However, this does come at the cost of reduced 
efficiency, due to the continuous corrections that have to be applied to the active sensors. 
Subsequently, soft sensor fusion requires more computational power and it has a higher 
power consumption compared to the hard sensor fusion frameworks.  
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Hamadi and colleagues [95] demonstrated a similar model that combines multiple sensor 
data into two intermediate sensor fusion blocks. The estimated positions from these two 
sensor fusion blocks are then compared and evaluated against the raw individual sensor 
data. Based on this, each sensor’s output data can be corrected to account for any error 
or bias. This correction improves the accuracy of the final estimated position. 

Additionally, the presented framework is capable of detecting hardware or software 
errors in either the sensors or sensor fusion blocks. If an error occurs, the adaptive sensor 
fusion framework can take appropriate measures and disable the malfunctioning sensor 
or sensor fusion block. This improves the redundancy of the system, but it reduces the 
efficiency due to the need for duplicate sensor configurations. Figure 11 illustrates this 
redundant soft sensor fusion framework. 

 
Figure 11: Adaptive sensor fusion with software and hardware failure detection (adapted from [95]). 

A similar strategy is implemented in ArduPilot, an open-source software package 
designed to control various autonomous platforms. In this software, multiple extended 
Kalman filters (EKFs) are created using different configurations of sensors. This requires 
multiple sensors and sensor types [96]. Each EKF is defined as a “lane” and will always be 
active. However, the position estimate of only one of the lanes will be used for navigation.  

Determining what lane to use is done using a relative error accumulation algorithm. This 
algorithm measures the performance of each lane and calculates an error score of the 
non-primary lanes that is based on the performance of the primary lane [97]. While 
navigating, a lane switching algorithm determines what lane to use as the primary lane, 
based on the relative error and a defined threshold value (Figure 12). ArduPilot’s lane 
switching approach results in better position accuracy at the cost of a higher energy 
consumption and increased computational requirements. 
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Figure 12: ArduPilot's EKF lane switching approach for multiple sensors. 

3.3 Predetermined sensor fusion 

A different approach is presented by Silva et al. [98], who utilized a camera in conjunction 
with a neural network to classify a robot’s environment. If the neural network estimated 
the environment would lead to wheel slip, the adaptive sensor fusion framework would 
only use visual odometry for localization. On the other hand, if the environment was 
assumed to provide sufficient grip for the wheels, then wheel odometry and visual 
odometry would be combined in the sensor fusion framework for localization. Figure 13 
shows the described adaptive sensor fusion framework. 

 
Figure 13: Predetermined adaptive sensor fusion network based on a neural network (adapted from [98]). 

This predetermined sensor fusion approach uses environment data to determine in 
advance what sensors should be used in the sensor fusion framework. Applying this 
method can be more efficient compared to the previously described methods, as it does 
not require all sensors to be active to determine what sensors to use. This advantage will 
increase as the number of sensors increases. The disadvantage of this approach is that it 
can yield lower position accuracies than soft sensor fusion. This is the result of not 
utilizing suboptimal sensor data and correcting this signal for better accuracy.  
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4 Requirements and boundaries 
With the knowledge about sensors, localization methods and adaptive sensor fusion 
frameworks, the requirements for the proposed solution can be defined. In accordance 
with the concept of mission-oriented command (section 1.5), an underpinned list of 
minimal requirements is defined. This list is based on the challenges and problems 
related to autonomous, military robots; the envisioned functionality of the autonomous 
platform; and the results from the theoretical research. The list of requirements is 
structured according to the theory of the KANO model [99]. 

Basic requirements 
• The proposed solution must be undetectable by hostiles. 

o As mentioned in section 1.3.2, it is important that the autonomous robot 
remains undetected at all times, as this can give away the robot’s position, 
possibly compromising the mission. 

• The proposed solution must be compatible with, or adaptable to ROS. 
o Designing the proposed solution around ROS allows it to be efficiently 

adapted to other ROS-based platforms, despite any hardware differences. 
This matches the RAS Cell’s need for expandability to other autonomous 
platform types. 

• The proposed solution must be able to autonomously avoid obstacles. 
o Although the planned waypoints aim to create a traversable route, the 

autonomous platform must be able to avoid unexpected obstacles to 
increase the system’s robustness. 

• The proposed solution must be functional in GNSS-denied environments. 
o As mentioned in section 1.3.1, the proposed solution must be functional 

in GNSS-denied environments, as there are several causes that could lead 
to unusable GNSS signals in the deployment environment. 

• The proposed solution must be able to operate in diverse natural and urban 
environments, and under diverse and changing conditions (e.g., rain). 

o While Project Sentinel currently focuses one a single environment type, 
future revisions must be able to operate in different environments and 
under challenging, varying conditions. 

• The proposed solution must be able to operate autonomously in unknown areas 
without first mapping the environment in which it will be deployed. 

o Some localization methods require knowledge of the deployment area in 
advance, to successfully operate. To ensure that the proposed solution is 
self-reliant, it should be able to function without such information. 

• The proposed solution must not include software of which the (source) code is 
unaccusable to the RAS Cell. 

o As mentioned in section 1.3.3, there are multiple reasons as to why the 
RAS Cell must have access to the (source) code of any software that is 
running on the autonomous system.  
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Performance requirements 
• The position accuracy of the proposed solution (higher is better). 

o With no usable GNSS signal, consistently high position accuracies cannot 
be guaranteed. Thus, the proposed solution’s position accuracy is defined 
as a performance requirement, with higher accuracies being better. 

• The computational requirements of the proposed solution (lower is better). 
o Due to the limited availability of computing power on autonomous 

platforms, lower computational requirements are beneficial. This not only 
reduces the power consumption of the robot, but it also allows other 
functionalities to operate simultaneously without a performance loss. 

• The power consumption of the proposed solution (lower is better). 
o Autonomous platforms have a limited battery capacity, which introduces 

the need for energy-efficient hardware and software. As it is undesired to 
run out of power during the mission, a proposed solution with a lower 
power consumption is better. 

Excitement requirements 
• The proposed solution can create a 3D map of the area during navigation. 

o Available information of the deployment area is often not up-to-date, or 
it lacks sufficient detail. Hence, any collected environment data can be 
used for military purposes. Thus, it is desirable to have a system capable 
of scanning its environment in 3D, regardless of the size of the 3D map 

• The proposed solution can be applied to other autonomous platform types. 
o As mentioned in section 1.1, the goal of the RAS Cell is to deploy different 

autonomous platform types in the future. Hence, it is desirable to have a 
proposed solution that can be efficiently adapted in the future. 

Boundaries 
Besides the aforementioned requirements, several boundaries about the deployment of 
the autonomous platform are defined. These describe the presumptions about the 
available data for the autonomous platform that are assumed to be valid for this project. 
The following boundaries are defined: 

• The absolute starting location of the reconnaissance robot is always known 
and can be configured on the autonomous platform to provide a known starting 
point for the localization system. 

• Map data for the deployment area is obtained from public sources, which provide 
an incomplete, global coverage [100]. These sources provide terrain classification 
data, albeit with a varying accuracy and age. 

• Satellite imagery data is obtained from public sources, which provide a global 
coverage with a maximum resolution of 60 meters and an age of 10 days [101]. 

• Environmental 3D point cloud data is obtained from public sources, which do not 
provide a global coverage with an unknown resolution and maximum age.  
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5 Proposed solution 
Based on the information that has been gathered up to this point, a proposed solution 
is designed that combines SLAM-based localization methods with position corrections 
and an adaptive sensor fusion framework. This framework is controlled by analyzing the 
data from active sensors. All aforementioned functionality is combined in a behaviour 
tree for modularity and expandability. Figure 14 shows an overview of the proposed 
solution’s components and functionalities. The following sections will further discuss 
each component in more detail. 

 
Figure 14: Overview of the proposed solution, its components, and their functionalities. 

5.1 SLAM-based localization and navigation 

As shown in section 2.1, there are multiple methods for GNSS-denied localization. 
However, many of these options are not robust enough for the military application. 
Therefore, a combination of SLAM-based localization methods and position corrections 
are proposed. This latter part will be further discussed in the next section.  

There are multiple reasons for using SLAM-based localization methods as the main 
source for estimating the robot’s position. First, SLAM algorithms allow for the detection 
of obstacles during navigation. Regardless of the used sensor type (e.g., vision or LiDAR), 
SLAM-based localization methods can perceive the environment and create a costmap 
based on the resulting data. Costmaps are used to define (non-)traversable parts of an 
environment. Other localization methods, such as SoOP, are cannot detect environmental 
obstacles, making them unsuitable as the primary localization method. 
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Another advantage of using SLAM-based localization methods is that they generate a 
3D map of the environment while the robot navigates from waypoint to waypoint. Both 
LiDAR- and vision-based SLAM methods can create a point cloud of the environment, 
which can be converted to a mesh model or viewed as a raw point cloud. As mentioned 
in the previous chapter, this functionality is an excitement requirement for the RAS Cell, 
as the 3D maps can be used by the military to get a better understanding of the 
deployment area. This information can be used to make mission-related decisions and 
provide military personnel with up-to-date knowledge of the environment. Section 5.5 
provides more information on how this point cloud data can be processed to reduce the 
storage and computational requirements. 

Furthermore, the examples discussed in section 2.1 have showcased that SLAM-based 
localization methods are capable of achieving a consistently high position accuracy under 
the right conditions. This position accuracy reinforces the choice for SLAM-based 
localization methods, as it meets the proposed solution’s performance requirement. To 
ensure that the position accuracy is maintained over longer distances and under 
suboptimal conditions, position corrections are applied. The implementation of these 
corrections will be discussed in the following section. 

Finally, SLAM algorithms are independent localization methods, meaning that they do 
not require external data (e.g., magnetic field data, star maps, or satellite imagery) to 
operate. As a result, SLAM-based localization methods can always be used, assuming 
that the required sensors are usable. The use of independent localization methods is 
important, as it increases the robustness and self-reliance of the autonomous platform. 

For this project, the SLAM implementation will be accomplished using RTAB-Map [102]. 
This is a ROS package (for both ROS 1 and ROS 2) that provides real-time appearance-
based SLAM functionalities. One advantage of RTAB-Map is that it works with multiple 
sensor types, including: IMU, stereo camera, depth camera, 2D LiDAR, 3D LiDAR and 
wheel odometry. These different sensors can be used in different configurations, where 
RTAB-Map takes care of the sensor fusion process of the active/chosen sensors. 

5.2 Position corrections 

Despite the accuracy of SLAM-based localization methods, their position estimate is 
calculated using relative positioning. Consequently, it will drift over time, resulting in a 
lower position accuracy for longer trajectories. Additionally, SLAM’s high position 
accuracy can only be achieved under the right conditions. Two examples of this are 
documented for the ORB-SLAM2 and S-PTAM SLAM methods, that achieved a relative 
position error of approximately 1.15% and 1.19% respectively in the KITTI Benchmark test 
sequences [103, 104]. However, when testing these algorithms under nonideal conditions 
in a forest environment, their relative position error increased to approximately 8.53% 
and 7.96% respectively [105]. Additionally, both algorithms failed to localize the robot 
within the forest environment when the sampling rate of the sensor data was reduced.  
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Position corrections can be implemented to compensate for the inconsistent position 
accuracy of SLAM-based localization methods. As discussed in section 2.1, there are 
multiple localization methods with which an absolute position estimate can be obtained. 
First, GPS or other GNSS signals can be used when they are available. While the 
assumption that usable GNSS signals are not present in the deployment area is based on 
valid concerns, and making this assumption improves the robustness of the proposed 
solution, the lack of usable GNSS signals in the deployment area is not a given. Therefore, 
GNSS signals should be considered as a feasible option to efficiently determine an 
absolute position estimate. Subsequently, it is advised that the autonomous platform is 
equipped with a GNSS receiver. To determine whether an available GNSS signal is usable, 
its position estimate can be compared to the relative position estimate. If the GNSS 
position estimate is not within an expected range of the relative position estimate, then 
the signal can be assumed to either be spoofed or too weak to be usable. 

Other options to obtain an absolute position estimate include celestial localization 
methods, magnetic field-based solutions, signals of opportunity localization (when the 
transmitters’ positions are known), or by matching ground images with satellite imagery. 
These absolute positioning methods are capable of achieving a position error between 
approximately 1.0 and 50.0 meters, which is similar to the position accuracy that can be 
achieved by GNSS receivers [106]. More importantly, these options provide a more 
accurate position estimate over longer distances (more than 1 km) than SLAM algorithms 
with an accuracy of 5% of the total distance travelled. 

Continuous corrections 
There are two options for the position corrections: continuous or periodic corrections. 
With continuous corrections, an absolute position estimate is continuously obtained in 
parallel with the SLAM algorithm’s relative position estimate. These two position 
estimates are then combined to improve the accuracy. This task is commonly performed 
through an EKF [107, 108]. In navigation systems, an EKF is used to combine the output 
from multiple sensors with the goal of improving the overall position accuracy. To 
achieve this, the EKF applies a weight to each input. This weight is continuously corrected 
by calculating a prediction of the future estimated position, and comparing this estimate 
with the measured estimated position in the future state. The benefit of this approach is 
that the final position estimate is more accurate as a result of the continuous input weight 
adjustments. Note that this approach is similar to the concept of soft sensor fusion. 

Continuous corrections require more computational power and thus result in a higher 
platform power consumption. This is due to the concurrent execution of two localization 
algorithms, and the subsequent combination of the two position estimates in an EKF. 
Moreover, the increased computational requirements can lead to a reduced localization 
performance for the SLAM algorithm as a result of lower execution frequencies. As shown 
in research, a drop of 50% in execution frequency can result in up to 160% lower position 
accuracies [105, 109]. While the EKF can partially compensate for the lower accuracy, the 
final position estimate will still be negatively impacted by the lower execution frequency. 
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Additionally, the implementation of continuous corrections is relatively complex due to 
the required compatibility of the EKF with multiple, changing localization methods. 
Figure 15 shows a flowchart of the continuous correction implementation. 

 
Figure 15: Flowchart of the continuous correction process using an EKF. 

The continuous corrections can be implemented with the open-source robot_localization 
package for ROS 2. This package provides a configurable and extendable EKF that can 
be used for localization and navigation purposes [110]. 

Periodic corrections 
Periodic corrections are based on the same absolute position estimate as the continuous 
variant, but the relative position estimate is only corrected at a specific rate or at specified 
locations. For example, the absolute corrections can be applied after every 30 minutes, 
or at every waypoint. The advantage of periodic corrections is that it requires less 
computational power, resulting in a lower power consumption for the autonomous 
platform. Additionally, it is less complex to implement and easier to extend with new 
localization methods. However, periodic corrections provide a less accurate position 
estimate since the relative and absolute position estimates are not continuously 
calculated and optimized through the EKF. 

There are three possible scenarios that can occur with the estimated relative and absolute 
position: partial intersection, no intersection and full intersection. These three options 
can be seen in Figure 16 from left to right. In this image, point A and point B are position 
estimates (one relative, the other absolute), where the radius of each circle indicates the 
error of the position estimate. 

 
Figure 16: The different intersection scenarios for combining relative and absolute position estimates. 
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If there is a partial intersection between the two position estimates, as shown in Figure 
16 (left), then the true position can be determined by calculating the intersection area’s 
centre. The following equations describe the mathematics behind this approach: 

 

In the equations above, a position correction is applied after a trajectory length of 100 
meters. This distance is an estimate that can be retrieved from the navigation algorithm. 
The relative and absolute error are estimates based on the results from simulations and 
experiments performed in theoretical research. These values represent the hypothetical 
relative and absolute localization algorithms used for this example. Note that these two 
error values can be adjusted if necessary. The following paragraph provides a textual 
explanation of the previously shown calculations. 
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To determine a final position estimate, the circle parameters for both position estimates 
are defined. These circles indicate the range of coordinates in which the true position lies 
(centred around the algorithm’s reported position estimate). Then, a formula is created 
that represents a straight line between the two position estimates. This line intersects the 
edges of the intersection area at two points, creating a smaller line segment. The 
midpoint of this line segment is the final position estimate (Figure 17).  

 
Figure 17: Visual representation of the combined position estimate calculation (image not to scale). 

When there is no intersection between the two position estimates, then the most 
accurate position estimate can be used as the true position. As shown in Figure 16 
(middle), this would result in the coordinates of point B being used as the true position. 
However, because there is no overlap in the two position estimates, another option 
would be to use a second absolute positioning algorithm to potentially discover an 
intersection between the position estimates. In the case of a full intersection, the most 
accurate position estimate can again be used for the true position. For Figure 16 (right), 
this means that the coordinates of point B are assumed to be the true position. 

Due to the relatively simple mathematics behind the periodic correction method, it can 
be efficiently implemented by writing custom behaviour tree nodes (the explanation of 
the behaviour tree’s functionality will be described in section 5.4). Figure 18 shows the 
flowchart of the periodic correction process. 

 
Figure 18: Flowchart of the periodic correction process using the previously described mathematics. 
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Note that the periodic correction method mimics the human approach of navigating in 
unknown environments when only given a map and a set of waypoints: 

1. Determine or estimate the starting position on a map, based on the surroundings. 
2. Determine the first waypoint’s location on the map using its coordinates. 
3. Plan a path to the aforementioned waypoint. 
4. Start following the planned path. 
5. Stop navigating when the waypoint is assumed to be reached. 
6. Estimate the current position on the map using the surroundings. 
7. Plan a path to the next waypoint using the previously determined position. 
8. Repeat from step 4 onwards. 

Selected correction method 
Based on the results from the analysis of the two different correction methods, periodic 
corrections are selected as the most suitable option. Their efficient expendability and 
implementation make this solution preferable. This underpinning is strengthened by the 
complexity and computational requirements of the continuous corrections that can 
negatively impact the accuracy of the position estimates. 

5.3 Adaptive sensor fusion framework 

The adaptive sensor fusion framework is based on the researched adaptive sensor fusion 
frameworks, with an initial selection stage for the most suitable sensor(s) and localization 
method. This initial selection is combined with a continuous data analysis of the active 
sensor(s) to trigger a new selection during the mission if necessary (Figure 19). This 
framework runs in parallel with the navigation process of the autonomous platform. 

 
Figure 19: Flowchart of the adaptive sensor fusion framework. 

The first step of the adaptive sensor fusion framework is the mission setup. This phase is 
performed in the mission planner, meaning that it is not located on the reconnaissance 
robot itself. During this step, the commander defines the mission parameters, and the 
environmental variables are measured/determined. The input data generated in this 
phase is sent to the robot, where it will be used for the robot controller setup. From this 
transition onward, all steps are performed on the autonomous platform itself. 
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Based on the input data from the mission setup, an initial selection is performed to 
determine the most suitable localization method. The selection model used in this step 
will be further described in section 5.3.1. Once the initial selection has been performed, 
the reconnaissance robot can run the selected localization method algorithm and start 
executing the reconnaissance mission. Note that the waypoint navigation is handled by 
the behaviour tree controller, not by the adaptive sensor fusion framework itself. More 
information about the behaviour tree will be provided in section 5.4. 

Data from the active sensor(s) is continuously analysed during the mission. Section 5.3.2 
describes the analysis methods for the different sensor types. Each sensor data analysis 
script contains multiple parameters that are used to determine whether the sensor data 
is unusable. These parameters can be modified by the user to adjust the adaptive sensor 
fusion framework’s behaviour. Parameters can also be added or removed, if desired. 
If a persistent sensor data error is detected, a correction is triggered that results in a new 
localization method. This selection process uses the same algorithm as the initial 
selection, but this time the sensor list has been updated to reflect the unusable sensor 
data. The user can define per sensor type how many consecutive errors result in a 
persistent error. As long as this error limit is not reached, the robot will continuously 
check whether the final waypoint has been reached. While the final waypoint has not 
been reached, the sensor check and navigation process will run in a loop. Once the final 
waypoint has successfully been reached, the aforementioned processes are halted. 

5.3.1 Localization method selection algorithm 

The selection model of the adaptive sensor fusion framework determines the most 
suitable localization method based on the usable sensors and localization methods. For 
this process, a list of usable sensors is first created based on the mission parameters and 
environmental variables (i.e., the input data). Then, using this list and the input data, a list 
of usable localization methods is defined. Based on the characteristics and performance 
metrics of the usable localization methods, the most suitable localization method is 
determined. The current goal of the selection model is set to select the most accurate 
localization method. However, it is possible to add user-defined parameters to the final 
selection. This can be used to balance certain characteristics, such as accuracy and 
execution speed. The flowchart of the selection model can be seen in Figure 20. 

 
Figure 20: Flowchart of the localization method selection model process. 
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The sensor database contains a list of the available sensors with conditions under which 
the sensor cannot be used. These parameters are the characteristics of the sensors, which 
are used in the localization method selection. The input data database contains a list of 
mission parameters and environmental variables. These values are defined during the 
mission setup. Finally, the localization methods database contains a list of the available 
localization methods with their required sensors, the conditions under which they cannot 
be used, and their characteristics and performance metrics. These final two data types 
are used to determine the most suitable localization method from the filtered list of 
usable localization methods. 

Due to the use of databases and a three-stage filtering approach, more sensors and 
localization methods can be added in the future without adding any code. They can 
simply be added to the respective databases, and are then automatically taken into 
account in the selection process. Additionally, the characteristics for both sensors and 
localization methods can be adjusted when necessary. Finally, the selection model can 
be used on multiple robot platforms equipped with different sensor configurations. 

The pseudocode for the localization method selection script can be seen in Figure 21.  

Algorithm 1: Selection of the most suitable localization method 
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Input: Input data, list of sensors and list of localization methods 
Output: The most suitable localization method 
 
def select_localization_method(): 
 for sensor in available_sensors: 
  if sensor == usable and sensor[charac] >= input_data[values]: 
   add sensor to usable_sensors 
 
 if usable_sensors == empty: 
  return error 
 
 for method in available_localization_methods: 
  if method[charac] >= input_data[values] 
  and method[charac] == usable_sensors: 
   add method to usable_localization_methods 
 
 if usable_localization_methods == empty: 
  return error 
  
 sort usable_localization_methods on method[accuracy] 
 advised_localization_method = usable_localization_method[0] 
 
 return advised_localization_method 

Figure 21: Pseudocode for the localization method selection algorithm. 
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5.3.2 Sensor data analysis 

Analyzing the data from actively used sensors requires a different approach for different 
sensor types. For this project, a sensor data analysis script has been written for vision 
sensors (i.e., cameras) and LiDAR sensors. 

For both sensor types, the data is collected at a topic-level in ROS. This means that the 
raw sensor data has been processed by the sensor’s driver. There are multiple reasons 
for using sensor data from this stage. First, measuring the raw signal coming from a 
sensor requires specific hardware and algorithms to analyse their usability. Additionally, 
due to the unprocessed nature of this signal, it is not possible to determine what the 
cause for an unusable sensor signal would be. Finally, different sensors of the same 
sensor type require a different analysis algorithm to obtain the same result. 

Another option is to use feedback or error messages from the localization method’s 
algorithm to determine whether a sensor can be used or not. This solution would be 
applicable for different sensors within the same sensor category. However, this method 
does not provide a cause behind the unusable sensor signal. Additionally, this approach 
requires a different message handling approach for the different localization method 
algorithms that the autonomous platform could use. Finally, not all localization methods 
will output a specific error when sensor data becomes unusable. 

Analysing sensor data at a topic-level is universal across different sensors within the same 
sensor category, while also providing more detail on the cause of an unusable sensor 
signal. This information can be used to determine whether the unusable data is 
temporary or permanent. Additionally, since the sensor’s signal has already been 
processed by its driver, no additional hardware is required for the analysis. Finally, this 
approach is applicable to other autonomous platforms, as the sensor drivers are inherent 
to the sensor itself, not the platform that it is used on. 

Vision data analysis 
The vision data collected by cameras is analysed using two different checks. First, the 
script responsible for the vision data analysis checks whether the camera data is actively 
being published to its corresponding ROS topic. In ROS, sensor data is published to 
topics, where it can be retrieved by other scripts, nodes, or software components. By 
checking if the camera topic is actively being published to, possible hardware or driver 
failures can be detected. 

If the camera is correctly publishing the vision data to its topic, the vision data is further 
analysed on image brightness and the file size. Images that are either too dark or too 
bright can be unusable due to a lack of visual information in the image. Additionally, if 
the brightness of the image is not within a specified range, it could mean that there are 
obstructions blocking the camera, or that there are unfavourable lighting conditions. 
Similarly, if the file size of a still image capture is too small, this could indicate that there 
is too little detail in the image for it to be usable. Another cause could be a hardware 
failure, where the published image is a solid colour without any actual information. 
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Both checks are performed periodically due to the behaviour tree’s mechanism (more 
about this in section 5.4.2). The camera topic is checked first, after which the image 
analysis function is called. Retrieving the vision data is done using Python’s ROS 
subscriber functionality, which allows a specific function to be triggered when a message 
is published to a specified topic. For the analysis script, this means that the vision analysis 
will be triggered automatically when the sensor’s driver publishes the data to its topic. 

If one of the checks determines that the vision data is unusable, it will return an error 
through the socket communication interface. This error is received by the behaviour tree 
node, which will stop the navigation process if the defined consecutive error limit is 
reached. This logic and the consecutive error limit are programmed into the behaviour 
tree node, which will be discussed in section 5.4.2. 

The pseudocode for the vision data analysis script can be seen in Figure 22. 

Algorithm 2: Analysis of the camera’s vision data 
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Input: Camera topic and vision data 
Output: A usable or unusable designation for the camera sensor 
 
def check_camera_topic(): 
 active_topics = get_active_topics() 
 if active topics != camera_topic: 
  return error 
 
 check_vision_data() 
 
def check_vision_data(data): 
 img = data.convert_to_image() 
 
 if img.brightnes() < brt_limit_low or img.brightness() > brt_limit_high: 
  return error 
 
 if img.file_size() < fs_limit: 
  return error 
 
 return success 
 
def main(): 
 check_camera_topic() 

Figure 22: Pseudocode for the vision data analysis algorithm.  
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LiDAR data analysis 
LiDAR data is analysed using a similar approach as the vision data analysis. First, the script 
checks whether the topic for LiDAR data is active. Then, the following analyses are 
performed on the LiDAR data itself: checking if the LiDAR outputs the expected number 
of scan points; checking if the scan point distances are not all 0 or infinite; and checking 
if there are enough valid scan points compared to the total number of scan points. 

Similar to the vision data, these analyses are performed periodically, following the 
behaviour tree’s execution. The result of the LiDAR data analysis will be parsed to the 
corresponding node in the behaviour tree. Based on the consecutive error limit defined 
by the user, this node will trigger a new selection for the localization method if necessary. 

The pseudocode for the LiDAR data analysis script can be seen in Figure 23. 

Algorithm 3: Analysis of the LiDAR scan points 

 
 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
19 
19 
20 
21 
22 
23 
24 

Input: LiDAR topic and scan points 
Output: A usable or unusable designation for the LiDAR sensor 
 
def check_lidar_topic(): 
 active_topics = get_active_topics() 
 if active topics != lidar_topic: 
  return error 
 
 check_lidar_data() 
 
def check_lidar_data(data): 
 valid_data_pct = data[valid] / data[raw] * 100 
 summed_dist = sum(data[valid]) 
 
 if valid_data_pct < valid_data_pct_limit: 
  return error 
 
 if summed_dist == 0: 
  return error 
 
 if data[raw] != expected_scan_points: 
  return error 
 
 return success 
 
def main(): 
 check_lidar_topic() 

Figure 23: Pseudocode for the LiDAR data analysis algorithm. 
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5.4 Behaviour tree controller 

A behaviour tree is used to control the behaviour of the autonomous platform, which 
contains all the platform’s functionalities. Behaviour trees are a concept that allow tasks 
to be dynamically organized in a tree-like structure, using nodes and subtrees [111]. One 
advantage of using a behaviour tree is that tasks can easily be reused in different stages 
of the robot’s behaviour by copying existing nodes or subtrees to a different location in 
the behaviour tree. Additionally, due to the structure of behaviour trees, the robot’s 
behaviour can be efficiently modified between missions. This modular and dynamic 
approach is important for the military application, as it allows the execution plan of 
missions to be adjusted. Another advantage is that the robot’s behaviour capabilities can 
be extended in the future by adding additional nodes that contain/perform new tasks. 
Finally, by adapting the behaviour tree of an existing robot, other robotic platforms (e.g., 
drones) can be configured and deployed more efficiently. 

The RAS Cell is already using behaviour trees in Project Sentinel for the autonomous 
platform’s behaviour control mechanism. From their perspective, the full control and 
expandability that behaviour trees provide are important aspects, as it allows them to 
efficiently modify the robot’s behaviour and implement new capabilities in the future. 
Another reason is that behaviour trees are easily integrated with robotic platforms 
running on ROS. This topic will also be discussed in the next section. 

The main drawback of behaviour trees is the relatively complex implementation. Due to 
the modular approach, there are multiple behaviour tree structures to achieve the same 
functionality. Additionally, it can take some time to fully understand the behaviour tree’s 
logic, how it executes certain nodes, and how it responds to different node outcomes 
(i.e., Success, Running, Failure). As a result, the initial implementation of behaviour trees 
can be relatively complicated compared to alternatives. 

An alternative to controlling the robot’s behaviour would be to use finite state machines 
(FSMs). This is a concept in which robotic behaviour can be defined using states and 
transitions [111]. In general, FSMs are easier to setup for smaller, less complex 
behaviours. The main disadvantage of an FSM is that each state and transaction must be 
manually coded, meaning that each task is configured to be executed after a specified 
transition has occurred. As a result, FSMs can be modified or extended less efficiently, 
and are more difficult to reuse on other robotic platforms. Another disadvantage is that 
an FSM can only have a single active state at any time, whereas behaviour trees can have 
multiple nodes running simultaneously. This capability is crucial, as the autonomous 
platform’s envisioned functionality requires multiple tasks to be performed at the same 
time. Because of these disadvantages, behaviour trees are the more suitable option that 
match the requirements for the autonomous platform. 
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5.4.1 Implementation 

The behaviour tree is designed and visualized using Groot, which is a visual editor for 
behaviour trees created with the BehaviorTree.CPP library [112, 113]. These two software 
packages are used as they are compatible with ROS 2 and the Nav2 navigation stack 
[114]. Another advantage of using Groot is that it allows behaviour trees to be modified 
efficiently without the need for coding (knowledge). This allows end users to modify a 
robot’s behaviour for different (reconnaissance) missions. Finally, Groot visually displays 
the execution status of an active behaviour tree, visualizing what the robot is doing. This 
is advantageous as it provides commanders and legal personnel with an explanation of 
what the autonomous platform is doing and why, without requiring in-depth knowledge 
of the code that runs in the background of the behaviour tree. Figure 24 shows the 
BehaviorTree.CPP (left) and Groot interface (right) for a running behaviour tree. 

  
Figure 24: BehaviorTree.CPP interface (left) and Groot interface (right). 

Custom nodes are written in C++, after which they can be placed in the behaviour tree 
using Groot. This scripting language is used as the BehaviorTree.CPP library is also written 
in C++. Some custom nodes communicate with Python scripts using ZeroMQ socket 
connections, which is an efficient implementation for inter-process communication [115]. 
Python is used to control certain parts of the robot’s behaviour, since not all of the ROS 
2 functionality is included with the C++ API. Other nodes that control part of the 
behaviour tree’s execution behaviour can be inserted from Groot’s built-in node library. 
Examples of such nodes are the sequence node, delay node and fallback node. 

Alternatives to BehaviorTree.CPP and Groot are PyTrees [116] and the PyTrees ROS 
Viewer [117] respectively. These are the Python equivalent for BehaviorTree.CPP and 
Groot, allowing ROS behaviour trees to be programmed using the Python language. One 
disadvantage of this alternative is that the PyTrees ROS Viewer can only be used for 
visualization purposes, not for editing an existing behaviour tree. Additionally, in contrast 
to BehaviorTree.CPP, PyTrees is not integrated with the Nav2 navigation stack. These 
disadvantages make PyTrees and the PyTrees ROS Viewer an inferior option, as they lack 
integration and a user-friendly visual editing functionality.  
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5.4.2 Behaviour tree design 

Figure 25 shows the behaviour tree that contains the relevant nodes for the proposed 
solution. This is a simplified diagram of the complete behaviour tree that is designed in 
Groot, which can be found in Appendix F. This full behaviour tree from the appendix 
contains additional nodes to correctly execute the behaviour tree’s logic and to perform 
debugging tasks. 

 
Figure 25: Simplified diagram of the proposed solution’s behaviour tree. 

The behaviour tree in Figure 25 is executed from left to right, from top to bottom. After 
the root node, the main sequence is started. First, an initial selection is performed for the 
most suitable localization method. If that succeeds, the total number of waypoints is set. 
This number is determined using the JSON file containing all waypoint coordinates. Then, 
the navigation services related to the selected localization method are started. Once 
these services are successfully started, the navigation loop is executed. 
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This loop consists of a while-statement that first checks the sensor data. However, the 
sensor check sequence is preceded by a loop frequency control node. This node pauses 
the behaviour tree execution for a specified amount of time. Users can modify the 
frequency of the sensor check loop by adjusting the delay value in this node. When more 
sensor checks nodes are added in the loop, the value of this frequency control node can 
be reduced, and vice versa. After the delay is finished, each sensor check is performed 
consecutively in a separate node. These nodes have an input port where users can define 
the maximum number of consecutive errors per sensor. If a sensor is not used for the 
active localization method, then the corresponding node will skip the sensor check 
automatically. This logic is programmed into the node itself. If all applicable sensor data 
checks are executed, the behaviour tree will start the navigation sequence. Additional 
nodes can be added to the sensor data check sequence for newly implemented sensors. 

The first node in the navigation sequence sends the autonomous platform to the first 
upcoming waypoint, and checks whether it has been reached. If the waypoint has not 
been reached, this node will return a “Running” status. As a result, the behaviour tree will 
return to the sensor data check sequence. This parallel behaviour is known as a coroutine 
node, which allows the waypoint navigation to remain active while checking the sensor 
data. Due to this node type, the behaviour tree is capable of consecutively running 
multiple sensor data checks while navigating to a waypoint and subsequently checking 
whether it has been reached. 

Once a waypoint has been reached, the waypoint navigation node will return a “Success” 
status, triggering the execution of the next node. This is where the position correction is 
applied, using three separate nodes for the different process steps. This process has been 
described in section 5.2. After the correction, the final navigation sequence node checks 
whether the final waypoint (i.e., the OP) has been reached. If this is the case, then the 
entire behaviour tree stops. If the final waypoint has not been reached, then the 
navigation loop is repeated for the next waypoint from the JSON file. 

If a sensor data check returns a failure during the navigation sequence, then the recovery 
sequence is triggered. When this sequence is triggered, the behaviour tree’s logic 
automatically halts the execution of the waypoint navigation. The first node from the 
recovery sequence pauses the autonomous platform. Then, the navigation services 
belonging to the active localization method are shut down. Based on the results from the 
sensor data checks, the sensor list is updated to classify the faulty sensor as unusable. 
Next, using this updated sensor list, a new localization method is selected. Subsequently, 
the corresponding nodes and navigation services are started. Once these services are 
successfully running, the navigation loop continues with the waypoint navigation. This 
navigation loop exits once the final waypoint has been reached. This will also trigger the 
shutdown of the active localization method algorithm and navigation services, which is 
executed after a customizable delay. This delay is integrated to ensure a clean shutdown. 
Once the localization method and navigation services are off, the behaviour tree itself 
will exit with a “Success” status.  
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5.5 Point cloud data compression 

A disadvantage of SLAM-based localization methods is the relatively large amount of 
data that is used in the process. Both vision and LiDAR-based SLAM methods use point 
clouds to update the position estimate of a platform and to perform loop closure 
detection. The size of the point clouds not only affects the storage requirements of the 
autonomous platform, but it also increases the computational requirements. 

One possible solution would be to use semantic SLAM methods, where the raw point 
cloud data is converted to a semantic segmentation map. As described in section 2.1, 
these localization methods are less accurate than regular SLAM methods. Additionally, 
semantic segmentation maps of the environment contain less information than raw 3D 
point clouds, which makes them less informative and more difficult to analyse for human 
operators. Due to these disadvantages, and the fact that a 3D map of the environment is 
an excitement requirement, semantic SLAM is not used for point cloud data compression. 

Instead of using semantic segmentation, it is advised to use point cloud compression. 
Research indicates a positive viability of point cloud compression with SLAM-based 
localization methods. Cui et al. [118] proposed a compression method that compares 
consecutive point clouds and only saves identical points with the highest occurrence 
count. Using this approach, the researchers were able to reduce the number of points in 
the point cloud with ~95% while maintaining a position error of less than 0.04 m. 
Similarly, Tu et al. [119] demonstrate a compression method that compresses the raw 
point cloud data by periodically saving certain point cloud scans as reference scans, that 
are then used to estimate the point cloud for other scans. This point cloud estimation is 
performed using the pose information (position and rotation) generated by the SLAM 
algorithm. With this approach, the bitrate can be reduced from ~8,500 kb/s to ~4,700 
kb/s, while maintaining a sub-meter position accuracy in multiple urban environments. 

Implementing point cloud compression within project Sentinel could be done using 
Google’s Draco library [120]. This is an open-source library designed to compress and 
decompress 3D point cloud data or geometric meshes with the goal to reduce storage 
and computational requirements. Paplhám and Petříček [121] implemented this library 
in an open-source ROS node that compresses and transports 3D point cloud data using 
ROS’s built-in message type sensor_msgs/PointCloud2. Similarly, Wiemann et al. [122] 
tested the Draco library in a ROS test setup where a Velodyne Puck VLP-16 was used to 
generate a 3D point cloud. Using compression, the point cloud data was reduced with 
12% while retaining a position error less than 1 mm. 

Another option would be to use the point cloud compression ROS node from Dybedal 
and colleagues [123], which uses voxels for compression to reduce a point cloud’s size. 
With a voxel resolution of 4 cm, a point cloud compression ratio of 40.5 was achieved. 
Increasing the voxel resolution to 2 cm resulted in a 22.5 compression ratio. Despite the 
fact that this solution is not open-source, it is based on the pcl_octree library from the 
open-source Point Cloud Library (PCL) [124].  
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6 Simulation testing 
Simulations have been performed to test the functionality of the proposed solution. 
Based on the results from this testing, recommendations are provided on how the current 
state of the proposed solution can be improved. 

6.1 Simulation setup 

All simulations are performed on a Lenovo P51 laptop with an Intel Core i7-7700HQ 
processor (four physical processor cores running at 2.8 GHz), 16 GB of 2400 MHz RAM 
and an NVIDIA Quadro M1200 dedicated graphics card. 

The adaptive sensor fusion framework and behaviour tree are tested in ROS 2 on Ubuntu 
20.04 LTS. Gazebo is used to simulate an autonomous platform in a testing environment, 
while BehaviorTree.CPP and Groot are used for the behaviour tree execution and 
visualization respectively. The TurtleBot3 Waffle is used as the simulated robot, which is 
equipped with a 2D LiDAR and stereo camera. This platform and sensor configuration 
are chosen for their clear documentation, relatively simple setup, and the availability of 
working examples with multiple localization algorithms. Note that the platform itself 
does not impact the goal of the simulation tests, as these are aimed at the functionality 
of the adaptive sensor fusion framework and behaviour tree. 

The testing environment consists of a single-story house, where the second half of the 
building is covered with a roof (Figure 26). Due to this setup, the environment’s 
brightness will permanently decrease in the second half of the navigation trajectory. A 
home environment is used for the testing environment, since the 2D LiDAR is not 
designed to operate in natural environments. 3D LiDAR sensors are more suitable for 
such environments, which are less structured and more open. 

 
Figure 26: Gazebo environment in which the simulation runs are conducted. 
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A list with 10 waypoints is used for the navigation process. These waypoints navigate the 
robot from one side of the house to the other, with multiple obstacles along the way. 
Since the robot has no prior knowledge of these obstacles (nor of the environment itself), 
the obstacle avoidance capabilities are also indirectly tested. 

There are two localization methods that can be used for navigation purposes: RTAB-Map 
with the 2D LiDAR and stereo camera, and RTAB-Map with only the 2D LiDAR. Data from 
these two localization algorithms are communicated with the Nav2 navigation stack, 
which provides the navigation and obstacle avoidance functionalities. 

The goal for the simulations is to test the detection of unusable sensor data, followed by 
a successful switch to a new, usable localization method. During the switch, it is expected 
that the robot will pause the navigation process. Once the new localization method has 
been initialized, the robot should continue the navigation process to the upcoming 
waypoint(s), until it successfully reaches the final waypoint (i.e., the OP). 

6.2 Test results 

Three configurations are tested in the simulations, in which the maximum consecutive 
error value for the vision data is set to 1, 2 and 3. Each configuration is tested three times 
to test for consistency. This results in a total of nine simulation runs. For every run, the 
ground truth (Gazebo position), estimated position (RTAB-Map position) and switchover 
coordinates are logged. The switchover coordinate indicates the location at which the 
behaviour tree pauses the navigation process to switch between localization methods. 

The results from the first configuration (maximum consecutive error = 1) can be seen in 
Figure 27. The graphs indicate that the adaptive sensor fusion framework consistently 
detected unusable camera data at an average location of X = -5.82 and Y = 2.38. While 
not expected, the environment brightness is too low around this location for the camera 
data to be usable. Due to the “strict” maximum consecutive error value of 1, the robot 
switches from using both the LiDAR and camera (ld_vs_slam) to using only the LiDAR 
(ld_slam). Once the switch has been concluded, the robot successfully continues its 
navigation process to the final waypoint. In all three runs, the final waypoint was reached. 

   
Figure 27: Results from the three runs testing the first configuration setup. 
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Figure 28 shows the results from the second configuration, which uses a maximum 
consecutive error limit of 2. Using this configuration, the robot again detected unusable 
sensor data in a consistent manner. With an average switchover coordinate of X = 5.21 
and Y = 3.17, the adaptive sensor fusion framework detects unusable camera data in a 
similar location as the previous configuration. The distance between the two average 
switchover positions is determined by the frequency at which the sensor data is checked. 
This distance can be altered by modifying the loop frequency value in the behaviour tree. 

   
Figure 28: Results from the three runs testing the second configuration setup. 

This configuration exhibited inconsistent behaviour during a previous, unrecorded set of 
simulation runs. During one of these runs, the TurtleBot3 drove past the temporarily dark 
environment and triggered a localization method switch at the starting point of the roof. 
This inconsistent behaviour is most likely the result of the behaviour tree’s timing, as it 
was observed that the simulation speed fluctuated when running other programs during 
the simulations. As a result, the robot navigated past the darker location before the vision 
data check could be performed twice. Due to the various tasks the autonomous platform 
is expected to perform simultaneously, such timing inconsistencies are a valid possibility. 

The final configuration results can be seen in Figure 29, where a maximum consecutive 
error of 3 was tested. Similar to the previous two set of tests, the system consistently 
detected unusable camera data at an average switchover coordinate of X = -0.38 and 
Y = 0.43. As expected, there is a low variance between the switchover coordinates, as this 
location provides a consistent darkness level. Like all other runs, the robot successfully 
navigated to the final waypoint after the localization algorithm switch. 

   
Figure 29: Results from the three runs testing the third configuration setup. 
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Note that the ld_vs_slam and ld_slam paths do not start at the location where they are 
selected. This is the result of an initialization phase in which the algorithms collect data 
about the environment. During this phase, the localization algorithm only uses odometry 
for the localization process. Once enough data points are collected, the algorithm can 
start determining an estimated pose based on the generated environment map. 

The results from all nine runs are shown in Table 2, which lists the length of the ld_vs_slam 
and ld_slam trajectories, the switchover coordinate and the maximum position error for 
each run. This error is measured as an absolute position error (APE) and as a relative 
position error (RPE). Combining the data from all runs results in an average maximum 
absolute position error of 0.37 m and an average maximum relative position error of 
approximately 1.20 %. 

 
ld_vs_slam 
path (m) 

ld_slam 
path (m) 

Switchover 
coordinate (m) APE (m) RPE (%) 

Configuration 1      
Run 01 5.34 25.58 -5.87; 2.29 0.42 1.36 
Run 02 5.43 25.50 -5.82; 2.40 0.39 1.26 
Run 03 5.44 25.37 -5.77; 2.45 0.39 1.27 

Configuration 2      
Run 01 6.40 24.48 -5.20; 3.20 0.37 1.20 
Run 02 6.31 24.67 -5.26; 3.07 0.32 1.03 
Run 03 6.50 24.47 -5.16; 3.24 0.34 1.10 

Configuration 3      
Run 01 12.46 18.49 -0.38; 0.42 0.41 1.33 
Run 02 12.53 18.50 -0.37; 0.44 0.31 1.00 
Run 03 12.42 18.43 -0.38; 0.43 0.38 1.23 

Table 2: Simulation test results for the different runs and test configurations. 

6.3 Test conclusion 

Based on the simulation results (including the observation made during the simulation 
runs with incorrect data sources), it can be concluded that the proposed solution is 
successfully capable of consistently detecting unusable sensor data and switching to a 
new, usable localization method. However, this does require a correct configuration of 
the maximum consecutive error setting. The simulation results indicate that a maximum 
consecutive error value of 3 would be optimal, as this number provides the most stable 
and consistent detection of long-term unusable data. 

Note that this optimal value holds true for vision data only. It is possible that more robust 
sensors, such as LiDAR and RADAR sensors, could operate consistently with a lower value. 
The same holds true for standalone sensors that are not linked to environmental changes, 
such as IMUs. Therefore, further tests should be performed per sensor type to determine 
the optimal value for the maximum consecutive error value. 
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Another important note is that the optimal value for the maximum consecutive error is 
linked to the sensor data check loop frequency. If the sensor data is checked once every 
two seconds (i.e., at a rate of 0.5 Hz), it will most likely have a different optimal value 
compared to a loop frequency of 10 Hz. Consequently, the maximum consecutive error 
value should be defined after the loop frequency is set. A higher loop frequency ensures 
that unusable sensor data can be detected quickly, but it does increase the 
computational power, and vice versa. 

6.4 Future improvements 

Despite the successful simulation runs, multiple improvements can be made to improve 
the proposed solution’s usability and performance. These improvements are applicable 
regardless of whether they are implemented by the RAS Cell themselves, or by an external 
company. The following paragraphs will elaborate these possible improvements. 

Behaviour tree improvements 
The first improvement is to divide the functionality of complex nodes over multiple 
separate nodes where possible. For example, the “navigate to waypoint” node currently 
performs multiple tasks: it moves the autonomous platform to a waypoint (which 
includes obstacle avoidance functionalities); it checks whether the waypoint has been 
reached; and it increases the waypoint counter to properly navigate through the list of 
waypoints. Ideally, these functionalities should be appointed to individual nodes to 
increase the transparency of the behaviour tree. Having nodes with only one function or 
task also makes it easier to adapt a behaviour tree to different platforms, or to reuse 
existing nodes in other behaviour trees. 

Secondly, multiple nodes use Python scripts to execute their functionality. These nodes 
should be rewritten in C++ code where possible. This makes the codebase more uniform, 
reduces latency and allows for the segregation of node functionalities. Note that not all 
Python-dependent nodes can be adapted to C++, since certain ROS 2 functionalities are 
only available through the Python API. Forcefully converting these Python nodes to C++ 
nodes might require cumbersome workarounds that could nullify the benefits from the 
scripting language conversion. 

Envisioned functionality implementations 
The position corrections and point cloud compression are not implemented in the 
proposed solution’s prototype. However, these functionalities should be implemented to 
improve the system’s position accuracy and to reduce the storage requirements of the 
SLAM-based localization methods. Note that the tested behaviour tree does include 
dummy nodes for the position corrections. While not functional, the position of these 
nodes within the behaviour tree is correct, as the corrections should be applied after each 
time a waypoint is reached. This is a logical place to perform the corrections, as the robot 
is stationary for a short period at each waypoint. Correcting the location can lead to 
position jumps, which could disturb the navigation algorithm if performed during the 
active navigation process.  
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A selection model can also be used when multiple localization methods for absolute 
positioning are implemented on the system. Similar to the current selection model, this 
process can filter unusable absolute positioning methods and determine the most 
accurate option. This localization method can then be called when the behaviour tree 
reaches the node that retrieves the absolute position. The implementation of the point 
cloud compression varies depending on the used localization methods, since every 
algorithm uses its own topics and message types to distribute information. 

Finally, as mentioned in section 6.3, optimal values for the maximum consecutive error 
must be analysed for different sensor types. This step can be performed when the 
autonomous platform’s hardware and sensor configuration are determined. Once the 
sensor configuration is known, the optimal maximum consecutive error value can be 
determined using the physical setup or a simulated version of the sensor configuration. 

Externally dependent improvements 
Finally, there are two possible improvements that depend on external parties. First, with 
a tighter integration between the autonomous platform and the behaviour tree, low-level 
behaviour such as battery charging or lighting controls can be managed and modified in 
real-time. This improvement can only be made with the cooperation of the robot’s 
hardware manufacturer. 

Another point of improvement is the implementation of real-time interventions for 
meaningful human control. At this time, behaviour trees created with BehaviorTree.CPP 
cannot be paused during execution. This means that the behaviour tree must include all 
tasks the autonomous platform is expected to perform during a mission, before the start 
of the mission. If the real-time intervention feature is added to the library in the future, 
end users can pause an active mission to add, remove or modify upcoming tasks. 
Example use cases for this functionality are to change mission types or modify waypoints 
and/or observation points during an active mission.  
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7 Future expandability 
Up to now, this thesis has focused on the design and implementation of the proposed 
solution for Project Sentinel’s current state: a single UGV executing a reconnaissance 
mission in one type of environment. However, as mentioned in section 1.1, the end goal 
is to expand the capabilities of the autonomous platform in (any combination of) three 
different directions. This chapter describes how the proposed solution can be adapted 
to fit these future use cases, and how the future deployment scenarios can be exploited 
to improve the proposed solution’s capabilities and performance. 

7.1 Number and type of autonomous platforms 

Future versions of the proposed solution must also be applicable to different types of 
autonomous platforms (e.g., UAVs). To realize this extension of the current state 
prototype, the following adaptations must be made (regardless of the platform type): 

• Extending the list of sensors; 
• Extending the list of localization methods; 
• Implement new sensor check nodes corresponding to the new sensors; 
• Process the new localization methods in the nodes that start and stop the 

navigation services and localization method algorithm(s). 

This list assumes that there is a common base platform that is equipped with ROS 2, the 
Nav2 navigation stack, the BehaviorTree.CPP library and the Groot package. These 
software requirements are mandatory to ensure the universal deployment of the 
proposed solution to other autonomous platforms. When these requirements are met, 
the behaviour tree from the proposed solution can be integrated as a subtree into the 
overarching behaviour tree of the autonomous platform, which consists of multiple 
subtrees that cover the entire robot’s functionality management. Because this common 
software platform is needed to efficiently apply the proposed solution to other platform 
types, it is recommended for the RAS Cell to define this as a requirement for external 
companies or organizations that develop the physical platforms. 

While the proposed solution should be applicable for different platform types, this thesis 
has focused on the application for ground vehicles. Drones or other airborne vehicles 
require a different approach for the proposed solution, as their moving mechanics are 
significantly different. Additionally, there are major differences between rotor-based 
drones (i.e., single-rotor or multi-rotor drones) and fixed-wing drones. When UAVs are 
used for reconnaissance purposes, and they maintain a relatively high cruising altitude, 
obstacle avoidance is not required. Furthermore, airborne vehicles commonly have 
smoother travel trajectories due to the lack of ground surfaces. Additionally, the cruising 
speed of airborne platforms is often higher compared to ground vehicles. Consequently, 
different localization methods should be utilized. For example, drones can use ground-
to-satellite image matching as a continuous, absolute localization method. To provide 
redundancy, this can be combined with IMU data, visual odometry, and LiDAR or RADAR 
odometry (depending on the cruising altitude).  
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As mentioned in the previous paragraph, fixed-wing drones introduce additional 
challenges. While rotor-based drones can hover at specified waypoints, similar to how a 
UGV operates, fixed-wing drones can only circle or loiter around a specific location. 
Subsequently, they cannot pause the active navigation process to switch between 
localization methods. Instead, a recovery cruise mode could be activated during which 
the drone only flies in a straight line and reduces its cruising speed. A simplified example 
of a behaviour tree for fixed-wing drones can be seen in Figure 30. 

 
Figure 30: Behaviour tree configuration for fixed-wing drones. 

The use of different autonomous platforms provides new possibilities that can improve 
the proposed solution’s performance. For example, UAVs can be used to capture current 
aerial imagery of an AoI that can then be used by a UGV to perform the position 
corrections using ground-to-aerial image matching. Similarly, UAVs could generate an 
environment’s magnetic field map, allowing other unmanned vehicles (UXVs) to perform 
passive navigation and/or position corrections in GNSS-denied environments. This 
collaborative approach is a valuable aspect that strengthens the proposed solution. 
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Applying the proposed solution to a group of UXVs requires no modifications to the 
behaviour tree, assuming that new sensors and localization methods have been 
implemented as described above. However, any collaboration or communication 
between the different UXVs will have to be implemented in a separate subtree of the 
overarching behaviour tree. While the proposed solution’s behaviour tree performs a 
significant part of the autonomous platform’s functionalities, it is not complete. Other 
tasks, such as target observation and status reporting functionalities, are part of a larger 
tree that encompass all of the platform’s functionalities. 

Simultaneously deploying multiple autonomous platforms also provides new possibilities 
that can improve the proposed solution’s performance. As described in section 2.1.6, 
multiple vehicles in a GNSS-denied environment can be used to improve the localization 
performance of each platform. By creating an ad hoc network of mobile nodes that 
communicate with each other, and performing timing measurements on these 
communication signals, the relative position of each platform can be determined. This 
estimate can be combined with the results from the SLAM algorithms running on each 
autonomous platform to improve the position estimate of all autonomous robots. 

7.2 Military capabilities 

Project Sentinel’s current state goal is to create an autonomous UGV that performs a 
reconnaissance mission. Future versions should also be capable of performing other 
military functions, such as engaging specified targets. While this is a significant extension 
of the platform’s capabilities, it does not require any modifications to the proposed 
solution. Both the behaviour tree and the adaptive sensor fusion network are focused on 
the localization and navigation functionalities. However, extending the autonomous 
platform with more military capabilities will require modifications to the overarching 
behaviour tree. New subtrees will have to be added that control these new military 
capabilities. An example of how this structure with behaviour trees and subtrees 
functions, can be seen in Figure 31. Here, each subtree node is an entire behaviour tree 
in itself. For example, the “Subtree 03 - Waypoint navigation” node is the entire subtree 
as previously shown in Figure 25 in section 5.4.2. 

 
Figure 31: Overarching behaviour tree with subtrees as nodes for specific functionalities.  
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7.3 Deployment environments 

Increasing the types of environments in which the autonomous platform is deployed, 
does not directly require modifications to the proposed solution. However, it is likely that 
challenging environments for GNSS-denied navigation (e.g., desert or polar areas) 
benefit from specialized sensors and/or localization methods. Implementing these can 
be done using the same list of steps as described in the beginning of section 7.1. 

The proposed solution’s performance can increase through the addition of more 
specialized localization methods for specific deployment environments. For example, 
localization within (sub)urban environments can be performed more accurately and 
efficiently compared to traditional SLAM algorithms with the method presented by Wang 
and colleagues [33]. This approach uses a 3D LiDAR to detect and map buildings in an 
environment, which are then compared to OpenStreetMap data, resulting in sub-meter 
position errors while maintaining real-time performance.  



Master thesis Y. Boersma 16-06-2022 
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯ 

_____________________________________________________________________________________________
 NLD ONGERUBRICEERD 65 

8 Conclusion 
The aim of this thesis is to solve the challenges inherent to autonomous, military vehicles 
with regards to localization and navigation in GNSS-denied environments. Knowing how 
these obstacles can be overcome is important for Project Sentinel, as it allows the RAS 
Cell to define a set of underpinned requirements for the outsourced development of 
(parts of) the autonomous platform. Deploying autonomous military vehicles is a relevant 
goal for the RNLA, as they allow for the effective deployment of scarce human resources, 
increased personnel safety and they aid in achieving battlespace supremacy. 

A proposed solution is defined to overcome the challenges and provide value for Project 
Sentinel. The solution consists of an adaptive sensor fusion framework that selects usable 
sensors and localization methods based on mission parameters and the deployment 
environment. This framework combines the researched concepts of hard sensor fusion 
and predetermined sensor fusion. Furthermore, a behaviour tree controller is used to 
integrate this framework with the autonomous platform’s navigation capabilities. A 
behaviour tree is chosen for its flexibility, which allows the proposed solution to be 
extended and applied to other autonomous platforms in the future. The proposed 
solution is capable of autonomous waypoint navigation while continuously checking the 
active sensors for unusable data. The navigation process is paused if the adaptive sensor 
fusion framework detects a persistent sensor error, after which it switches to a different 
localization method. After a successful switch, the waypoint navigation process is 
continued until the autonomous platform reaches the final waypoint. 

The simulation results indicate that the adaptive sensor fusion framework is capable of 
consistently detecting unusable sensor data. Moreover, the behaviour tree demonstrated 
successful control of the waypoint navigation process, while being tightly integrated with 
the adaptive sensor fusion framework. Another important result from the simulation tests 
is the importance of the sensor check frequency and maximum consecutive error values. 
These two user-adjustable parameters define the behaviour of the adaptive sensor fusion 
framework. Consequently, defining suboptimal values can result in undesired behaviour 
and/or inconsistent detection of unusable sensor data. In addition to this valuable lesson, 
the simulations validate that the proposed solution can successfully switch between 
localization methods during the waypoint navigation process, after which the 
autonomous platform consistently reached the final waypoint. 

To conclude, the proposed solution - consisting of an adaptive sensor fusion framework 
and behaviour tree controller - provides a solid foundation for the autonomous platform. 
The flexible setup of the behaviour tree allows the design to grow with Project Sentinel 
as it progresses and aims for a more complete autonomous platform that can be 
integrated with multiple, different autonomous platform types. Furthermore, the 
adaptive sensor fusion framework provides a robust and extendable base that can be 
improved through the addition of new sensor types and specialized localization methods. 
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9 Discussion and recommendations 
This chapter first discusses multiple aspects of the thesis and proposed solution. Then, 
the second part of this chapter presents a set of recommendations for future research. 

9.1 Discussion 

The first part of this section reflects upon the proposed solution by comparing it with 
the results from the theoretical research. Then, the assumptions made throughout the 
report are discussed. Next, other applications for the proposed solution are reviewed. 

9.1.1 Theoretical research compared to the proposed solution 

The first part of the proposed solution consists of an adaptive sensor fusion framework. 
The theoretical research indicated that there is no single sensor-localization method 
combination that is capable of robust localization and navigation. Hence, the 
autonomous platform must be equipped with multiple sensors and localization methods 
to fill the functionality gaps and provide a level of redundancy.  

Choosing the most suitable localization method is initially done using the predetermined 
sensor fusion concept, as this provides an efficient selection process at the start of the 
mission. The proposed solution first generates a list of usable sensors, which is done 
using the mission parameters and environment variables. Next, a list of suitable 
localization methods is created using the data from the previous steps. Finally, the most 
accurate localization method is selected from this list. 

While the autonomous platform is navigating through waypoints, the adaptive sensor 
fusion framework continuously analyses the active sensors’ data. Depending on the 
parameters defined in the corresponding scripts, a sensor’s data can be labelled as 
unusable when it goes outside the defined values. If this error is persistent according to 
the user-defined limit, then the sensor will be disabled. This behaviour is consistent with 
the concept of hard sensor fusion, which provides an effective implementation of 
adaptive sensor fusion during the mission execution. 

While the soft sensor fusion concept is not directly implemented, there are localization 
methods that are based on this approach. As mentioned before, the concept of soft 
sensor fusion is similar to the use of an EKF for the fusion of position estimates. Therefore, 
by implementing EKF-based localization methods, the soft sensor fusion approach can 
still be integrated into the proposed solution. 

The research on behaviour trees indicated that they provide a more flexible approach to 
the control of robotic behaviour than alternatives. During the design of the proposed 
solution’s behaviour tree, this advantage was indeed experienced. The node-based 
structure allowed for rapid prototyping and testing of various behaviour tree setups, 
while minimizing the use of scripts and code. Using Groot’s graphical interface made it 
easy to analyse, debug and improve the robot’s behaviour in a short-cycle process. This 
experience validates the theory and strengthens the argument for using behaviour trees 
to control the autonomous platform’s (future) behaviour.  
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9.1.2 Assumption analysis 

The following paragraphs will elaborate on the assumptions that have been made 
throughout this project. First, the proposed solution is designed with the assumption that 
there is no usable GNSS signal in the deployment environment. This assumption is based 
on valid concerns regarding the availability of GNSS signals. However, it is not a given 
that the autonomous platform will always operate in GNSS-denied environments. Since 
usable GNSS signals can provide efficient and accurate absolute position estimates, it is 
still advised to equip the autonomous platform with a GNSS receiver. This allows the 
robot to use GNSS signals for position corrections when possible. 

Other assumptions are made about the detectability of LiDAR, RADAR and structured 
light-based sensors. Here, the detection risk of active sensors is analysed using basic 
testing equipment and theoretical research, due to the unavailability of proper testing 
equipment and environments. Furthermore, the assumptions regarding the detection risk 
err on the side of caution, as the mission integrity depends on remaining undetected. 

The simulations on precipitation resistance of vision-based localization methods also 
include two assumptions. Here, it is assumed that visual feature extraction-based 
algorithms are negatively impacted by precipitation, both in terms of position accuracy 
and computational speed. On the other hand, semantic segmentation-based solutions 
are assumed to only suffer from increased computation times. These assumptions are 
made based on theoretical research and simulation runs in MATLAB and an Unreal Engine 
environment. While these two sources provided similar outcomes, real-world tests could 
be performed to provide a more definitive conclusion on the precipitation resistance of 
vision-based localization methods. 

Finally, an assumption was made on the impact of computational loads on the behaviour 
tree’s timing. During an unlogged simulation run, it was observed that the simulation 
speed, and thus the timing of the behaviour tree, reduced when multitasking during the 
simulations. This led to unexpected behaviour that did not occur in other test runs. 
Because this inconsistent behaviour was only observed while multitasking, the 
assumption was made that multitasking was the most likely cause. Since the autonomous 
platform will perform more functionalities besides localization and navigation, it is still 
important to take into account that multitasking could result in inconsistent behaviour 
tree timing, resulting in unexpected and possibly undesired behaviour. 

9.1.3 Other use cases for the proposed solution 

While the proposed solution is designed for autonomous, military robots operating in 
GNSS-denied environments, its functionality can be applied in other use cases. Examples 
include: autonomous cars, autonomous agricultural machinery, and autonomous mining 
trucks. While the aforementioned autonomous platforms often operate in environments 
with a usable GNSS signal, they still require a system that is capable of navigating from 
A to B, without hitting any obstacles. Additionally, while not required, these platforms 
can still benefit from a robust system capable of switching between sensors and 
localization methods when needed, as this can reduce downtime or accidents.  
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9.2 Recommendations 

There are multiple research topics related to the proposed solution that did not fit within 
the scope of this assignment. The following sections elaborate on these research topics 
and describe the possible benefits that could be achieved. 

9.2.1 Machine learning applications 

There are two possible applications for machine learning (ML) algorithms in the proposed 
solution. First, ML can be used to identify the cause of unusable sensor data. Currently, 
the sensor data from active sensors is analysed using a script that checks multiple data 
characteristics. While this method works to detect unusable sensor data, ML algorithms 
could be used to determine if unusable data is generated due to a hardware failure, 
software error, or a change in the environment. This is valuable information, as it can be 
used to either permanently or temporarily disable a sensor. For example, if a ML 
algorithm determines that a sensor is defective, it can be disabled for the entire mission. 
This means that the sensor does not have to be periodically checked throughout the 
mission. However, if unusable data is the result of a changing environment, then the 
sensor should be tagged as being temporarily unusable. By periodically checking this 
sensor’s data and/or the environment, it can be re-enabled when possible. Using ML for 
this use case can increase the position accuracy while reducing power usage. 

Secondly, ML algorithms can be used to adjust the characteristics of sensors and 
localization methods. Currently, these characteristics are estimated based on research. 
By adjusting the characteristics of each sensor and localization method, and testing these 
different configurations in simulations, ML algorithms can perfect the values for each 
characteristic. These values could even be optimized for specified goals, such as position 
accuracy or mission execution speed. Utilizing ML algorithms for this application could 
lead to a more efficient localization method selection and improved position accuracy. 

9.2.2 Environment-dependent localization methods 

The proposed solution uses RTAB-Map as the SLAM algorithm. While this algorithm 
works in all environments with the correct sensor configuration, section 2.1 indicates that 
there are other SLAM algorithms that are specifically optimized for certain environments, 
such as urban areas. Implementing multiple SLAM algorithms that are optimized for 
specific environments can yield a more efficient and accurate localization and navigation 
process. Benefits of this approach could include: lower computational requirements, 
improved position accuracy and lower energy consumption. For example: deploying the 
OpenStreetMap-based localization method from Wang et al. [33] in urban environments, 
combined with a basic obstacle avoidance algorithm, can provide sub-meter accuracy 
while only using two sensors (3D LiDAR with an IMU). 

In theory, this solution could result in a more efficient mission execution. However, the 
implementation will require a more complex selection algorithm, and several tests on the 
usability of different SLAM algorithms in multiple environments. Therefore, research 
should be performed to analyse whether this strategy can result in a net benefit. 
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9.2.3 Low-light localization methods 

Currently, the proposed solution is capable of autonomous localization, navigation and 
obstacle avoidance under low-light conditions using a LiDAR sensor. Since regular 
cameras are not usable in the dark, LiDAR sensors are the only option for such conditions. 
However, if the LiDAR sensor is also unusable in low-light situations, then the robot will 
not be able to autonomously perform the aforementioned tasks. This situation can occur 
when the LiDAR sensor has a failure, or when active sensors cannot be used due to hostile 
presence. To overcome this issue, the RAS Cell should research visual SLAM methods that 
are capable of operating under low-light conditions. 

Wang and colleagues [125] presented a visual SLAM algorithm that combines thermal 
infrared images with regular camera images for visual odometry and point cloud 
generation. While this method allowed the researchers to successfully complete four low-
light test sequences, the achieved position accuracy does not meet that of regular SLAM 
algorithms. Another method is presented by Benbihi et al. [126], who propose a SLAM 
algorithm for low-light situations that uses semantic segmentation and object detection 
for navigation. Similar to the first solution, this method outperforms regular SLAM 
algorithms in low-light conditions, since the former often fail to complete the test 
sequence under such conditions, but the position accuracy is less than regular SLAM. 

Aladem and colleagues [127] presented the use of image processing to improve the 
recognizability of features in low-light image captures made with regular cameras. While 
this method does improve the position accuracy of visual SLAM algorithms, it comes at 
the cost of increased computational requirements due to the required image processing. 
Adding the most accurate image processing algorithm resulted in an additional ~120 ms 
of processing time for each frame. 

9.2.4 Human interaction and live updates 

In its current form, the proposed solution does not allow for human interactions with the 
autonomous platform during the execution of a mission. However, in a real deployment 
scenario there could be multiple reasons for which human interaction is required or 
preferable. For example, if the selection algorithm cannot determine a usable localization 
method due to a change in the environment, then a human operator should be able to 
directly interact with the robot to provide further instructions. Additionally, with live 
interaction capabilities enabled, a commander would be able to change the mission 
parameters and/or goal(s) while a robot is already executing the mission. 

To incorporate such a system, possible interactions between a human operator and the 
autonomous platform must be defined. This could be done through brainstorming 
sessions with end users and members of the RAS Cell. Then, based on the list of possible 
interactions, a technical implementation concept can be defined, created, tested, and 
improved where necessary. An important factor in this interaction system will be the 
communication, as the transmission of data could alert hostiles of the robot’s presence 
(as mentioned in section 1.3.3).   
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Appendix A: 3D LiDAR sensor detectability 
The following images indicate the daylight visibility of IR light emitted by the Velodyne 
Puck LiDAR sensor. Each image is taken from a different angle while looking directly at 
the Velodyne LiDAR. The emitted infrared light can be seen as a bright, white spot in the 
images, on one of the corners of the vehicle. 

 

 

  

 Back 



Master thesis Y. Boersma 16-06-2022 
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯ 

_____________________________________________________________________________________________
 NLD ONGERUBRICEERD 81 

Appendix B: Stereo vision sensor detectability 
The following images indicate the visibility of infrared light emitted by the Intel RealSense 
D435i depth camera. Each image is taken at a different distance while looking directly at 
the IR emitter from the RealSense camera. The capture distance is listed for each image. 

 
Image capture distance: approximately 3 meters. 

 
Image capture distance: approximately 6 meters. 

 
Image capture distance: approximately 12 meters.  
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Appendix C: Feature extraction simulations 
The following images show the performance of a feature extraction SLAM algorithm 
under different weather conditions. The simulations are performed using MATLAB, which 
allows for consistent test runs with customizable weather conditions. On the left side of 
each image is a picture of the environment, showcasing the weather conditions. The right 
side contains a graph of the position estimate and the extracted features. 

 
Clouds: 0% ― Fog: 0% ― Rain: 0% 

 
Clouds: 25% ― Fog: 20% ― Rain: 0% 

 
Clouds: 35% ― Fog: 35% ― Rain: 0% 

 
Clouds: 60% ― Fog: 60% ― Rain: 0% 
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Clouds: 70% ― Fog: 90% ― Rain: 0% 

 
Clouds: 100% ― Fog: 100% ― Rain: 0% 

 
Clouds: 10% ― Fog: 10% ― Rain: 10% 

 
Clouds: 40% ― Fog: 20% ― Rain: 30% 
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Appendix D: Semantic segmentation simulations 
The following images show the performance of a semantic segmentation algorithm 
under different weather conditions. The simulations are performed using MATLAB, which 
allows for consistent test runs with customizable weather conditions. On the left side of 
each image is a picture of the environment, showcasing the weather conditions. The right 
side contains an image that shows the result of the semantic segmentation algorithm. 

 
Clouds: 0% ― Fog: 0% ― Rain: 0% 

 
Clouds: 25% ― Fog: 20% ― Rain: 0% 

 
Clouds: 35% ― Fog: 35% ― Rain: 0% 

 
Clouds: 60% ― Fog: 60% ― Rain: 0% 
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Clouds: 70% ― Fog: 90% ― Rain: 0% 

 
Clouds: 100% ― Fog: 100% ― Rain: 0% 

 
Clouds: 10% ― Fog: 10% ― Rain: 10% 

 
Clouds: 40% ― Fog: 20% ― Rain: 30% 
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Clouds: 50% ― Fog: 50% ― Rain: 50% 

 
Clouds: 65% ― Fog: 65% ― Rain: 65% 

 
Clouds: 85% ― Fog: 85% ― Rain: 85% 

 
Clouds: 100% ― Fog: 100% ― Rain: 100%  
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Appendix E: State-of-the-art summarizing table 
The following table contains an overview of all localization methods reviewed for the 
theoretical research that also published their accuracy data. Additional information, such 
as operational or computational requirements, are listed under the Notes column. 

Localization method Used sensors 

Average 
position 
error (m) Notes Reference 

Visual odometry algorithm 
using 3D range data. 

3D LiDAR 0.45 Not yet suitable for large-scale 
outdoor environments. 

[26] 

Ad hoc localization system 
with aerial and ground UWB 
sensor nodes. 

UWB ranging 
sensor 

0.07 The location of the UWB sensor 
nodes should be known. 

[128] 

Ad hoc localization system 
combined with IMU and 
wheel odometry. 

RFID ranging 
sensor, IMU and 
wheel speed 
sensors 

5.00 The described use case is for 
tunnels, where there is no GPS 
signal. 

[129] 

Tracking stars and measuring 
their altitudes to determine a 
position. 

Star sensor 60.00 Requires clear visibility of the 
sky/stars to operate. 

[20] 

SLAM with omnidirectional 
camera and an Extended 
Kalman Filter (EKF). 

Monocular 
omnidirectional 
camera 

0.08 Only suitable for indoor 
environments due to the impact 
of environmental conditions. 

[130] 

Using skylight polarization 
data in a coupled iteration 
mechanism. 

Polarization 
sensor and 
accelerometer 

50,000.00 Sky obstructions can reduce the 
positioning accuracy. 

[23] 

Ad hoc localization using a 
Weighted Measurement 
Fusion Kalman Filter 
(WMFKF). 

Wireless Local 
Positioning 
System (WLPS) 
sensors 

50.00 Requires a WLPS detection range 
of more than 30 kilometres for 
accurate localization. 

[131] 

Combining INS and LiDAR 
with a Robust Kalman Filter 
(RKF). 

IMU and 2D 
LiDAR 

0.02 The average position error is 
achieved over a trajectory of 
approximately 20-30 meters 
in an indoor environment. 

[132] 

Visual SLAM combined 
with fiducial markers 
(visual landmarks). 

RGB-D camera 0.25 Requires fiducial markers to be 
placed in the environment. 

[133] 

Using geo-referenced 
satellite imagery and a 
feature detection algorithm. 

Monocular 
camera 

0.25 Requires enough environmental 
features, and thus a sufficiently 
large image view. 

[134] 

Using vision data to detect 
fiducial markers with known 
3D locations. 

Monocular 
camera 

0.60 Requires fiducial markers in 
the environment, with known 
3D locations. 

[135] 

Combining a monocular 
camera with IMU data in 
an EKF. 

Monocular 
camera, IMU 
and GPS 

1.20 A GPS signal is required to create 
an initial environment map with 
feature points. 

[136] 

Combining LiDAR SLAM and 
camera images for target 
identification. 

2D LiDAR, 
monocular 
camera and 
IMU 

0.25 No computational requirements 
listed. 

[137] 

Starlight imaging combined 
with inclinometer. 

Star sensor, 
a dual-axis 
inclinometer 
and a precision 
clock 

70.00 Temperature, refraction of the 
atmosphere and earth oblateness 
influence the accuracy. 

[19] 

 Back 
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Using visual SLAM based on 
robust features commonly 
found in parking lots. 

Four fisheye 
cameras, wheel 
encoders and 
an IMU 

0.05 The proposed solution only works 
with robust features, such as 
parking lines or speed bumps. 

[138] 

Planar extraction from 
3D point cloud. 

3D LiDAR 5.00 Requires a 3D point cloud of 
the environment beforehand. 

[139] 

Semantic SLAM with noise 
block removal. 

RGB-D camera 0.05 The described method 
is designed for indoor 
environments with 
moving objects. 

[45] 

Sensor fusion of camera 
and IMU data. 

Monocular 
camera and 
IMU 

10.00 The position error will increase 
over time. 

[140] 

Ad hoc localization using 
Bluetooth beacons. 

Bluetooth radio 
sensor 

0.48 Requires pre-installed Bluetooth 
beacons in the environment with 
known locations. 

[141] 

Sensor fusion using 
factor graphs. 

Camera, 2D 
LiDAR, compass 
and a magneto-
meter 

3.62 Experiments are conducted using 
a single core of an Intel Core i7 
CPU running at 2.70 GHz. 

[142] 

Sensor fusion of COMPASS, 
IMU and optical flow data. 

COMPASS 
receiver, 
monocular 
camera and INS 

5.00 Still requires COMPASS (similar to 
GPS) for accurate localization. 

[143] 

Cooperative localization using 
a GPS-equipped drone and 
Direction of Arrival (DOA) 
measurements. 

GPS receiver 
and communi-
cation sensor 

500.00 Still requires GPS for one drone 
(or another vehicle) to determine 
another vehicle's position. 

[61] 

Sensor fusion using optical 
flow and an IMU in an EKF. 

Monocular 
camera and 
IMU 

0.50 The position errors are achieved 
in an indoor environment. 

[144] 

Measuring local magnetic 
field variations to compare 
it to a global magnetic field 
map. 

3-axis 
magnetometers 

200.00 Requires a global magnetic field 
map to determine the position. 

[16] 

Semantic SLAM using deep 
learning for object detection. 

Monocular 
camera 

30.00 The experiments are conducted 
using an Nvidia Jetson TX2 
development board. 

[46] 

Using a 3D voxel map for 
Monte Carlo localization. 

2D LiDAR or 3D 
LiDAR 

0.50 Requires a 3D voxel map 
(OctoMap) beforehand. 

[145] 

Ad hoc localization using the 
Received Signal Strength 
(RSS) of 4G LTE beacons. 

4G LTE receiver 50.00 The experiments deploy 4G LTE 
transmitters spaced 500 meters 
from each other. 

[54] 

Two-dimensional odometry 
using radar. 

Radar 3.00 The experiments are conducted 
on an Intel Core i7 CPU running 
at 2.30 GHz and 6 GB of RAM. 

[36] 

Using Time Difference of 
Arrival (TDOA) from Signals of 
Opportunity (SoOP). 

Universal 
Software Radio 
Peripherals 
(USRP) 

10.00 No computational requirements 
listed. 

[146] 

Sensor fusion combined 
with a 3D map of the 
environment. 

3D LiDAR, IMU, 
GPS, odometer 
and stereo 
camera 

0.52 Still requires GPS for accuracy. 
Additionally, no computational 
requirements are listed. 

[147] 

Feature detection in a 3D 
environment map that is 
compared with a reference 
map. 

3D LiDAR, GPS 
and INS 

0.30 A geo-referenced 3D map of 
the environment is required. 

[148] 
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Visual odometry combined 
with visual SLAM. 

Stereo camera 
and 3D LiDAR 

10.00 Experiments are conducted using 
an Intel Core i7 running at 2.2 
GHz and 8 GB of RAM 

[149] 

Matching line features 
extracted from 3D LiDAR data 
with OpenStreetMap data. 

3D LiDAR 0.60 Experiments are conducted using 
an Intel Core i7 running at 3.5 
GHz and 16 GB of RAM. 

[33] 

Visual SLAM using both 
ORB-SLAM2 and S-PTAM 
algorithms 

Stereo camera 115.00 The simulations are performed 
using an Intel Core i7 running at 
1.90 GHz with 32 GB of RAM. 

[105] 

Sensor fusion of vision and 
LiDAR data for scale and loop 
closure constraints. 

Panoramic 
camera and 2D 
LiDAR 

0.20 Without loop closures, the 
position error will increase 
over time. 

[70] 

Optical flow navigation using 
a downward looking mono-
cular camera and IMU. 

Monocular 
camera and 
IMU 

0.51 Processing times are around 
25-33 ms, which is sufficient  
or real-time operation. 

[150] 

Comparing 3D LiDAR 
terrain classification with 
OpenStreetMap data. 

3D LiDAR, 
gyroscopes, 
IMU and 
odometry 

1.50 The position accuracy depends 
on the accuracy and correctness 
of the terrain classification. 

[32] 

Optical flow combined with 
feature detection on Google 
Maps and local imagery. 

Monocular 
camera and 
IMU 

6.70 The proposed solution provides 
drift-free localization without the 
need for loop closures. 

[151] 

Combining visual odometry 
with street and building data 
from public sources. 

Monocular 
camera and 
IMU 

15.00 The described solution is 
designed for urban use cases. 

[152] 

Sensor fusion of vision and 
IMU data using a corner 
detection algorithm and 
an EKF. 

Monocular 
camera and 
IMU 

5.00 The proposed solution can 
operate on low-end hardware 
in real-time. 

[153] 

Monte Carlo localization 
with Iterative Closest Point 
(ICP) optimization from 
2D LiDAR data. 

2D LiDAR 0.01 Requires an initial map of the 
environment beforehand. 

[154] 

Signals of Opportunity (SoOP) 
using different radio signals 
with known transmitter 
locations. 

Radio receiver 0.62 The listed position accuracy 
was achieved with 9 CD-cellular 
CDMA towers with known 
locations. 

[155] 

Comparing on-board camera 
images with satellite imagery. 

Monocular 
camera 

1.31 This method only works with 
enough features in the on-board 
camera images. 

[156] 

Ad hoc localization based 
on the Theatre Positioning 
System (TPS). 

TPS receiver 20.00 The listed position accuracy was 
achieved with 3 TPS transmitters, 
placed 150 kilometres apart. 

[63] 

Sensor fusion for IMU and 
barometric pressure sensor 
with a jerk integration 
algorithm. 

IMU and 
barometric 
pressure sensor 

121.89 The position accuracy will 
decrease over time, due to 
the types of used sensors. 

[157] 

Combining environmental 
knowledge with 2D LiDAR 
and IMU data in a neural 
network. 

2D LiDAR and 
IMU 

3.00 This method assumes that there 
are periodically placed landmarks 
in the environment with a similar 
shape. 

[158] 

Ad hoc localization combined 
with dead reckoning for areas 
without a signal. 

Radio receiver 50.00 Requires cellular towers with 
known locations for accurate 
localization. 

[53] 

Combining visual odometry 
with IMU data to reduce drift 
rates. 

Stereo camera 
and an IMU 

20.48 The proposed method can 
operate in real-time on 
low-end hardware. 

[159] 

LiDAR Odometry and 
Mapping (LOAM) using 
semantic information. 

3D LiDAR 80.00 The experiments are performed 
on an Intel Core i7 CPU running 
at 3.60 GHz. 

[160] 
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Using LiDAR data with an EKF 
and Monte Carlo Localization. 

2D LiDAR 4.92 Requires an occupancy grid of 
the environment beforehand. 

[161] 

Using RFID tags distributed 
throughout the environment 
for localization. 

RFID ranging 
sensor, IMU and 
wheel speed 
sensors 

0.35 The listed position accuracy was 
achieved with 800 RFID tags 
distributed in an area of 10 m2. 

[162] 

Ad hoc localization using 
cooperative, geo-referenced 
vehicles. 

Radio sensor 2.00 This method requires a 
cooperative vehicle with known 
location to achieve the listed 
position accuracy. 

[62] 

Measuring landscape 
elevation with LiDAR data 
and compare this with a 
known Digital Elevation 
Model (DEM) of the 
environment. 

3D LiDAR and 
IMU 

27.00 Requires a DEM of the 
deployment environment 
beforehand. 

[163] 

Sensor fusion of monocular 
camera and IMU with EKF 
and a feature detection 
algorithm. 

Monocular 
camera and 
an IMU 

0.02 The proposed solution can 
operate on low-end hardware 
in real-time. 

[164] 

Using a neural network to 
improve the accuracy of 
INS data for localization. 

INS 1.10 No computational requirements 
listed. 

[165] 

Combining wheel odometry 
with LTE cellular network 
signals. 

LTE radio sensor 
and a wheel 
speed sensor 

13.07 Requires LTE cellular towers with 
known locations to achieve the 
listed position accuracy. 

[52] 

Natural landmark detection 
in a known 3D map of the 
environment. 

Monocular 
camera and GPS 

0.02 A GPS is still required to create a 
geo-referenced 3D map of the 
environment. 

[166] 

Visual SLAM using a single 
monocular camera. 

Monocular 
camera 

0.10 Requires a map of the 
environment beforehand to 
achieve the listed position 
accuracy. 

[167] 

Image-aided INS using a 
feature-tracking algorithm. 

Monocular 
camera and 
an INS 

0.10 The position error increases over 
time. 

[168] 

LiDAR-aided INS using a 
feature-detection algorithm. 

2D LiDAR and 
an INS 

1.59 The listed position accuracy was 
achieved in a 250-meter outdoor 
track. 

[168] 

Ad hoc localization using 
Time of Arrival (TOA) 
measurements combined 
with INS data. 

Radio sensor 
and INS 

175.00 The transmitter locations should 
be known to achieve the listed 
accuracy. 

[169] 

LiDAR-based SLAM and 
obstacle avoidance. 

2D LiDAR 0.06 The listed position accuracy was 
achieved in an indoor 
environment. 

[25] 

Signals of Opportunity 
localization using TV signals. 

Radio receiver 42.00 The location of the TV signal 
transmitters should be known. 

[170] 

Using a feature detection 
algorithm with vision data, 
combined with INS data. 

Monocular 
camera and 
an INS 

1.59 No computational requirements 
listed. 

[171] 

Using different radio 
frequency transmitters for 
Signals of Opportunity 
localization. 

RF receiver 1.50 The listed accuracy requires 
multiple RF beacons with known 
locations. 

[172] 

Combining visual odometry 
with visual landmark 
detection and matching. 

Stereo camera 0.54 No computational requirements 
listed. 

[173] 
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Ad hoc localization using 
UWB nodes and Time of 
Flight (ToF) data. 

UWB receiver 0.30 The listed position accuracy 
can only be achieved when the 
distance between the UWB 
nodes and receiver is < 80 m. 

[174] 

Combining VO with a chamfer 
matching algorithm for 
OpenStreetMap data. 

Stereo camera 5.19 The proposed method works best 
in urban environments, due to 
the chamfer matching algorithm. 

[42] 

Sensor fusion using ORB-
SLAM, IMU and wheel 
odometry. 

Monocular 
camera, IMU 
and wheel 
speed sensors 

0.50 The listed accuracy is achieved 
with a predefined map of 
the environment. 

[175] 

Visual SLAM with map reuse, 
loop closing and localization 
capabilities. 

Stereo camera 0.60 The position accuracy decreases 
with high speeds and low frame-
rates. 

[103] 

Visual-inertial SLAM 
algorithm. 

Stereo camera 
and an IMU 

4.50 The best position accuracy is 
achieved when loop closures 
are present. 

[176] 

Using a Point-to-Surfel 
Distance algorithm for 
3D LiDAR data. 

3D LiDAR 12.60 The proposed solution can be 
executed in real-time using one 
core of an Intel Core i7 running 
at 2.60 GHz. 

[177] 

Combining radar odometry, 
optical flow and IMU data 
with an EKF for robust 
navigation. 

Radar, 
monocular 
camera and 
an IMU 

5.00 The use of radar odometry allows 
the proposed method to be used 
in challenging environments and 
weather conditions. 

[73] 

Combining a recursive-
RANSAC algorithm for radar 
odometry with IMU data. 

Radar and an 
IMU 

92.00 The localization error can be 
improved with a more accurate 
IMU. 

[35] 

Sensor fusion using 2D LiDAR 
and IMU data with an EKF. 

2D LiDAR and 
an IMU 

0.30 The proposed method is 
designed for indoor and 
urban environments. 

[178] 

Combining the LOAM method 
with corner and surface point 
extraction. 

3D LiDAR 4.20 Real-time performance can be 
achieved on an Nvidia Jetson 
AGX Xavier. 

[179] 

Sensor fusion of 3D LiDAR 
data and an IMU with an EKF 
for each LiDAR scan point. 

3D LiDAR and 
an IMU 

0.13 The proposed method requires a 
3D map of the environment 
beforehand. 

[180] 

Sensor fusion with vision and 
IMU data using visual graph-
SLAM and an EKF. 

RGB-D camera 
and an IMU 

2.00 The proposed solution can 
achieve real-time performance 
on an Intel Core i7 running at 
2.10 GHz. 

[181] 

Signals of Opportunity of 
multiple frequency band 
signals. 

Software 
defined radio 

150.00 The proposed solution does not 
require the position of the radio 
transmitters to be known. 

[51] 

Using a strap-down 
navigation algorithm and an 
iterative closest point (ICP) 
registration algorithm for 
LiDAR and IMU sensor fusion. 

3D LiDAR and 
an IMU 

1.23 The experiments are conducted 
using h an Intel Core i3 running at 
2.00 GHz and 16 GB of RAM. 

[182] 

Sensor fusion of LiDAR and 
vision data with a principal 
component analysis (PCA). 

3D LiDAR and 
a monocular 
camera 

0.20 The experiments are conducted 
using an Intel Core i7 running at 
3.40 GHz and 8 GB of RAM 

[183] 

Visual odometry for dynamic 
environments with RGB-D 
camera data. 

RGB-D camera 0.04 The proposed method is 
designed for dynamic 
environments with 
moving objects. 

[48] 

Sensor fusion with 3D LiDAR, 
IMU and stereo camera 
based on the SLAM method. 

3D LiDAR, IMU 
and a stereo 
camera 

1.02 The proposed solution can 
achieve real-time performance 
on an Intel Core i7 running at 
3.60 GHz. 

[184] 
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Sensor fusion using Sliding-
Window Factor Graphs 
(SWFG). 

Monocular 
camera, IMU, 
odometer and 
a barometer 

19.19 The proposed solution can 
achieve real-time performance 
on a single core of an Intel Core 
i7 running at 2.40 GHz. 

[185] 

Particle filter-based SLAM 
methodology for large, 
complex environments. 

RGB-D camera, 
2D LiDAR and 
an IMU 

0.31 The proposed solution can 
operate with only a 2D LiDAR. 

[186] 

Comparing visually detected 
lane markers with a map of 
the environment, combined 
with dead reckoning. 

Monocular 
camera 

0.04 The described method only works 
on roads where there are lane 
markers. 

[187] 

Using a Kalman Filter (KF) 
for sensor fusion of vision 
and IMU data. 

Monocular 
camera and 
an IMU 

100.00 The proposed solution requires 
powerful hardware for real-time 
execution. 

[188] 

Visual SLAM for stereo 
camera with SOFT feature 
tracking for pose estimation, 
large loop-closing and global 
consistently. 

Visual-inertial 
sensor (stereo 
camera with an 
onboard IMU) 

0.72 The proposed solution can 
operate in real-time with an 
Intel Core i7 running at 3.40 GHz 
and 16 GB of RAM. 

[189] 

Using a stereo camera for 
3D feature point detection, 
followed by partial depth 
estimation and a particle 
filter. 

Stereo camera 2.80 No computational requirements 
listed. 

[190] 

Detecting and comparing 
visual landmarks with an 
existing map of visual 
landmarks. 

Monocular 
camera and 
an IMU 

0.94 Requires a map of the 
visual landmarks within the 
environment beforehand. 

[44] 

Surfel-based semantic 
mapping of 3D LiDAR data. 

3D LiDAR 8.08 Real-time performance can 
be achieved with an Intel Xeon 
running at 3.60 GHz, 16 GB 
of RAM and an Nvidia 
Quadro P4000. 

[30] 

Using an omnidirectional 
camera for the SLAM 
method, combined with 
an EKF. 

Omnidirectional 
camera 

0.10 The proposed solution can be 
executed in real-time. 

[191] 

Combining feature point 
recognition for vision data 
and dead reckoning. 

Stereo camera 
and an IMU 

3.60 The proposed solution requires 
a visual map of the environment 
beforehand. 

[192] 

Sensor fusion using feature 
detection for 2D LiDAR data 
combined with IMU data. 

2D LiDAR and 
an IMU 

1.60 No computational requirements 
listed. 

[193] 

Sensor fusion using a Point to 
Linemetric Iterative Closest 
Point algorithm for 2D LiDAR 
data, combined with an IMU. 

2D LiDAR and 
an IMU 

0.20 The proposed solution can be 
executed in real-time on low-end 
hardware. 

[194] 

Using DTV and cell phone 
signals for SoOP localization. 

Radio sensor 120.00 The achievable position accuracy 
depends on the quality of the 
radio signals. 

[195] 

Semantic mapping for the 
ORB-SLAM2 methodology 
using stereo vision. 

Stereo camera 23.00 The proposed method does not 
require a map of the 
environment beforehand. 

[196] 

Using a modified normalized 
phase correlation algorithm 
for visual odometry. 

Monocular 
camera 

9.00 The proposed solution works 
with less textured images and 
can be executed in real-time. 

[49] 

Sensor fusion using a 
monocular camera and 
an IMU, combined with 
a loop detection module. 

Monocular 
camera and 
an IMU 

0.25 The proposed solution can be 
executed in real-time using three 
threads of an Intel Core i7 
running at 3.60 GHz. 

[197] 
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Matching vision data from a 
UGV with satellite imagery 
using feature detection. 

Panoramic 
camera 

10.00 No computational requirements 
listed. 

[40] 

Comparing visual landmarks 
from vision data to 
predefined visual landmarks 
for localization. 

Monocular 
camera 

0.30 The described approach requires 
pre-mapped visual landmarks. 

[198] 

Comparing natural landmarks 
with previously detected 
natural landmarks for 
localization. 

Fisheye camera 2.00 The described approach requires 
pre-mapped natural landmarks. 

[199] 

Matching ground images and 
semantic environment data 
with satellite imagery. 

Panoramic 
camera, 2D 
LiDAR and 
an IMU 

5.40 No computational requirements 
listed. 

[71] 

Comparing monocular 
camera data with stereo 
vision data from the 
environment. 

Monocular 
camera and a 
stereo camera 

0.12 The described method requires 
the environment to be pre-
mapped with a stereo camera. 

[200] 

Visual SLAM using a Particle 
Swarm Optimization (PSO) 
algorithm. 

Stereo camera 0.10 The position error will increase 
over time due to the used sensor 
and localization method. 

[201] 

Comparing vision data with 
geo-referenced images from 
3D Google Earth. 

Stereo camera 
and an IMU 

4.00 The proposed solution can be 
performed in real-time with an 
Nvidia Tegra TX2 computer. 

[41] 

Comparing vision data from 
Pixel Processor Arrays with 
geo-referenced satellite 
images. 

Pixel Processor 
Array 

4.00 The proposed solution uses 
components that are energy 
efficient 

[202] 

Applying deep learning object 
detection for visual SLAM in 
dynamic environments. 

RGB-D camera 0.70 Due to the deep learning 
algorithm, powerful hardware 
is required for operation. 

[203] 

Sensor fusion of visual SLAM 
with wheel odometry. 

Monocular 
camera and 
wheel speed 
sensor 

0.85 The listed position accuracy 
is achieved in an indoor 
environment. 

[204] 

Sensor fusion based on a 
monocular camera, an IMU 
and an ultrasonic range 
finder. 

Monocular 
camera, an 
IMU and an 
ultrasonic 
range finder 

0.30 Environments with less texture 
will decrease the position 
accuracy. 

[205] 

Sensor fusion of visual 
odometry and inertial 
odometry with non-linear 
factors. 

Monocular 
camera and 
an IMU 

0.13 The proposed solution can run 
in real-time with an Intel Xeon 
running at 3.60 GHz. 

[206] 
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Appendix F: Groot behaviour tree design 

The following image shows a screenshot from Groot with the behaviour tree used for the 
simulation testing of the prototype. The input value for all behaviour tree nodes with an 
input field can be modified by the user before the behaviour tree is executed (except the 
RetryUntilSuccessful node). 

 

 Back 
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