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Executive Summary

The goal of this research is to find new ways to improve the prediction accuracy
of a model that predicts the outcome of a football match. In our literature review,
we found out that there has been quite some research focusing on finding new and
effective feature categories or algorithms. Most of these would make use of the
known effective feature categories, like match attributes, match statistics and team
performance, while introducing a new feature category. Also, some of these would
experiment with a new algorithm to find out whether it would have potential. Studies
like [1], [2] and [3] made use of these ways to improve the prediction accuracy and
have had some success over the years. [1] made use of weather as a new feature
category, while [2] focused on team/player ratings and team/player values. [3] did
not focus on a new feature category but used the known effective ones, while ex-
perimenting with long short-term memory. As mentioned, these ways to improve the
accuracy have had their success over the years but at a certain point the pile with
new feature categories and algorithms will run out. In that case, we need to find
other ways to improve the prediction accuracy of a model that predicts the outcome
of a football match.

In this thesis, we propose two ways to improve the prediction accuracy other
than finding new feature categories or algorithms. The first way is the use of feature
category combinations. A feature category combination is a combination between
two feature categories. The combination of these two categories could result into a
new set of features which exists next to the feature category features themselves.
This means that with the same data, we tend to create more value. We do this by
taking a second look at the feature categories and reason which features could be
created considering the data of both feature categories. This approach could lead to
new features which could lead to an improved prediction accuracy. The second way
we propose to improve the prediction accuracy is the use of ensembles. Specifically,
ensembles that make use of the promising algorithms that we found in our literature
review. Ensembles can be used like any individual algorithm but, in this case, make
use of different algorithms to predict the outcome. Ensembles can make use of all
promising algorithms or just a subset. Also, the algorithms that are a part of such an
ensemble can be equally important or the ensemble could make use of a different
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importance distribution. The use of different algorithms in an ensemble could lead
to an improved prediction accuracy.

To evaluate whether these two ways can actually improve the prediction accu-
racy and are worthwhile we completed several of steps for each of the proposed
ways. Starting with the feature category combinations. We looked at four different
feature category combinations, namely team performance and team rating (TPTR),
past match statistics and team rating (PMSTR), team performance and team value
(TPTV), and past match statistics and team value (PMSTV). For each of these fea-
ture category combinations, we created three feature category combination feature
sets. A feature set exists out of two features which are created by using both feature
categories. We examined a feature category combination feature set by comparing a
feature selection that did not make use of the feature category combination features
and a feature selection that did make use of these features. The former consisted
of four features. Out of each feature category, two features were created. In other
words, these features were created out of the feature categories separately. The
other feature selection also contained these features as well as the feature category
combination features which are created by using both feature categories. These
two feature selections were compared using five different algorithms (in their default
state), namely random forest, XGBoost, logistic regression, support vector machine
and an equally weighted ensemble. To compare these feature selections properly,
we made use of a term called actual performance increase. The actual performance
increase represents a percentage which describes how much bigger the increase
in prediction accuracy due to using the feature selection that includes the feature
category combination features is than the increase in prediction accuracy which is
present due to making use of the feature selection that excludes these features. To
calculate the increase in prediction accuracy due to making use of a certain fea-
ture selection, we need to take into account the ratio of the class that is present the
most. This class represents the home team winning and the home win percentage
is 45.9%. This means that when you constantly guess that the home team will win,
the prediction accuracy will be 45.9%. To calculate the increase in prediction ac-
curacy we subtract the home win percentage of the prediction accuracy achieved
due to using a certain feature selection. When the actual performance increase is
10.0% or higher on average, the feature category combination or feature category
combination feature set can be seen as worthwhile. This means that when the use
of the feature selection that excludes the feature category combination features re-
sults in a prediction accuracy of 49.9%, the increase in prediction accuracy or delta
is 4.0%. This also means that the prediction accuracy due to making use of the
feature selection that includes the feature category combination features must be
4.4% or higher to be seen as worthwhile. We chose a minimum of 10.0% because
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the data is already available and familiar and it would only cost somewhat more
resources.

To evaluate whether ensembles can actually improve the prediction accuracy and
can be worthwhile, we compared the promising algorithms with the ensembles that
contained that promising algorithm, individually. The possible ensembles we looked
at during our research are all ensembles that consist of the promising algorithms
or a subset of them while taking into account specific importance distributions. The
importance distributions we took into account are all possible importance distribu-
tion where the algorithms could have a weight ranging from 1 to 4. For the broad
comparison between the individual algorithm and the ensembles, we did not make
use of the default state of the algorithms but applied hyperparameter optimisation to
make sure the individual algorithm and the ensembles would perform at their best for
the chosen feature selections. Every individual algorithm was compared over three
feature selections, namely, the complete feature selection, a feature selection cre-
ated using Pearson correlation coefficient, and a feature selection using the Fisher’s
Score ranking. We also made use of the actual performance increase in this part
of the study to compare the individual algorithm and the ensembles properly. In this
case, the actual performance increase describes how much bigger the increase in
prediction accuracy due to using a specific ensemble is than the increase in pre-
diction accuracy which is present when making use of the individual algorithm. We
chose a minimum of 5.0% for an ensemble to be seen as worthwhile, due to only
having to create the ensemble while not having to bother to collect and familiarize
yourself with the data. Also, there won’t be any features that have to be modified but
the use of an ensemble would cost somewhat more resources due to using multiple
algorithms.

In conclusion, we chose to explore four feature category combinations that we
believed would have the best chance of improving the prediction models directly.
Next to that, we reasoned which feature category combination features could be
useful and came up with twelve sets of feature category combination features. The
chosen four feature category combinations had a positive effect on the prediction
accuracy. Even though not all feature category combination feature sets had an
actual performance increase of 10.0% or higher, on average the feature selections
that include the feature category combination features performed 16.2% better than
the feature selections that exclude the feature category combination features. This
leads to the conclusion that the use of these feature category combinations can
indeed be seen as worthwhile and used to increase the accuracy of a model that
predicts the outcome of a football match. The feature category combination team
performance and team value is the best performing combination achieving an aver-
age actual performance increase of 18.0%.

5



Next to the feature category combinations, we took an interest in ensembles.
More specifically, what subset of the promising algorithms could be most beneficial
in an ensemble and what the importance distribution should be between these al-
gorithms. We looked into these curiosities by comparing each promising algorithm
with the relevant ensembles, separately. We found out that the most beneficial en-
semble was using the composition containing random forest, XGBoost and support
vector machine, the composition containing random forest, XGBoost and logistic
regression or the composition containing all algorithms, each making use of an im-
portance distribution where XGBoost was dominant. Next to that, we found out that
for every individual algorithm, there is an ensemble that realises an increase in pre-
diction accuracy. Also, we found out that only for some of the models that make
use of an individual algorithm, it is worthwhile to make use of the found ensem-
bles. For already really well performing individual algorithms, it seems that it is not
worth the resources and effort to make use of these ensembles. In other words,
the actual performance increase was too small to be seen as worthwhile. In cases
where resources are not limited, the minimum actual performance increase could be
lower which means that in such a scenario the use of ensembles could be seen as
worthwhile.
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Chapter 1

Introduction

In the last decade prediction in football while using machine learning has become
quite popular. More and more research was published in this area exploring many
sides of football prediction. Football prediction is used by football coaches, clubs,
players and people who lay bets on football matches. Therefore, football prediction
can be many things.

In football prediction there can be classification and regression problems. Classi-
fication is predicting in to what class something belongs. In this case, something can
be a team, a player, a match etc. Regression is predicting us how much of some-
thing will be there. It is a continuous quantity. For example, goals, points, yellow
cards, etc. There are many possible classification problems and regression prob-
lems in football prediction. A classification problem can be anything like predicting
whether or not a player will get injured. Also, it can be predicting whether both teams
will score or not, which will win, whether a goal will be score, if there will red cards
in a game and much more. Regression problems can be just as comprehensive. It
can predicting how many goals there will scored by each side or how many points a
team will collect during a season.

When looking at the game of football, there is only thing one thing that is most
important at the end of the day and that is winning. This means that being able to
predict the outcome of a football match is quite valuable. Predicting the outcome
of a football match is an interesting classification problem with three classes. The
three classes are a win by the home team, a win by the away team, and a draw by
both teams. There many things that could influence or cause one of the outcome of
a football match.

When using machine learning to make a prediction for this classification problem,
the two most important things a data scientist needs are features and algorithms.
Because, the algorithm makes use of the features in a specific way to predict to
which class the match belongs. Features can be any kind of data representing things
that could influence or cause one of the outcome of a football match. Example of
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features are the team name, the side that wins the game, the team rating class, etc.
There is one feature that is essential during training and testing which is called the
target feature. This feature describes the actual class that the match belongs to.
When the algorithm predicts the class that the match actually belongs to, we can
speak of a correct prediction. When features can be grouped due to describing the
same thing, they can be called a feature category.

Many combinations of feature categories and algorithms have already been tried.
Some even with success. Most of the research consists of exploring the effective-
ness of a new feature category with at least one well-known machine learning algo-
rithm or the effectiveness of a new algorithm with at least one of the popular feature
categories. Unfortunately, there is not much research out there trying to create more
value out the already known and successful feature categories and algorithms.

1.1 Problem Definition

As mentioned before, there has been quite some research regarding new feature
categories and algorithms which had quite some success over the years. And even
though there are possibly still new feature categories and algorithms to be found, we
can’t just rely on those being an inexhaustible source for value. There are potentially
other sources for value while using the resources already known.

Such a source of value could be the use of feature category combinations. Fea-
ture category combinations are a combination between two feature categories. The
combining of these two categories will result into a new set of features which exists
next to the feature categories themselves. Considering a different approach where
combinations between feature categories are included could result in interesting
new features. Interesting new features could on their turn improve the prediction
accuracy of a model that predicts the outcome of a football match.

Another way to increase the prediction accuracy could be the use of ensembles
that make use of different algorithms. They can be used in the same way as any
individual algorithm but make use of multiple algorithms. The algorithms that are
a part of the ensembles can be equally important or have different weights than
each other. The usage of these ensembles could potentially improve the prediction
accuracy of a model that predicts the outcome of a football match.

1.2 Research Questions

The research questions are stated below:
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1. What is the state of the art in predicting the outcome of a football match using
machine learning?

(a) What algorithms have been used to predict the outcome of a football
match?

(b) What feature categories have been used to predict the outcome of a foot-
ball match?

(c) What algorithms and feature categories show promising results while be-
ing used to predict the outcome of a football match?

2. How can feature category combinations be used to improve the prediction ac-
curacy when predicting the outcome of a football match using machine learn-
ing?

(a) What feature categories can be combined into a new set of features?

(b) What feature category combinations can be used to improve the predic-
tion accuracy?

3. How can ensembles be used to achieve to improve the prediction accuracy
when predicting the outcome of a football match using machine learning?

(a) What of subset promising algorithms could be most beneficial to an en-
semble?

(b) What should the importance distribution be between these algorithms?

1.3 Research Goal

The goal of this research is to find new ways to improve the prediction accuracy of
a model that predicts the outcome of a football match. We propose two ways to
achieve that this. Namely, by using feature category combinations and ensembles.
In this research these ways will be explored by evaluating several potentially ben-
eficial feature category combinations and several potentially beneficial ensembles
compositions that make use of a specific importance distribution.

1.4 Structure

This structure of this thesis is as follows: Chapter 2 consists of a systematic literature
review regarding the state of the art in predicting the outcome of a football match us-
ing machine learning. Chapter 3 presents the methodology used and our machine
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learning pipeline. In Chapter 4 feature category combinations and feature category
combination features are described, tested and evaluated. Next, different ensem-
ble compositions using a specific importance distribution are described, tested and
evaluated in Chapter 5. Finally, we will draw conclusions and reflect critically on our
research in Chapter 6.
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Chapter 2

Literature Review

In this chapter, we will provide insights regarding the state of the art in predicting the
outcome of a football match using machine learning. We will describe the existing
prediction models by looking at the algorithms and feature categories used to predict
the outcome of a football match. Next to that, we will have a more detailed look at
the most promising ones. This chapter is structured as follows: In the first section,
we will describe our research method containing the research questions, search
strategy, and execution of the data extraction process. Next, we will describe and
discuss our results. Followed by a discussion regarding the threats to the validity
of this review. And finally, we will conclude our findings and talk about potentially
interesting research for future studies.

2.1 Research Method

In this section, we will provide an overview of the research method. First, we state
our research questions. Next, we will describe our search strategy containing the
inclusion and exclusion criteria. Finally, we will explain the execution of the data
extraction process. Throughout this systematic literature review, the guidelines of
[4] will be used.

2.1.1 Research Questions

The goal of this systematic literature review is to answer the following research ques-
tion and sub-questions:

1. What is the state of the art in predicting the outcome of a football match using
machine learning?

(a) What algorithms have been used to predict the outcome of a football
match?
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(b) What feature categories have been used to predict the outcome of a foot-
ball match?

(c) What algorithms and feature categories show promising results while be-
ing used to predict the outcome of a football match?

2.1.2 Search Strategy

For this systematic literature review, we used the search engine Scopus to find rele-
vant and accessible literature. Scopus makes it possible for its users to search in a
big pile of literature from various sources. It provides the ability to search for specific
literature while making use of a customized search string. Furthermore, the user can
decide to limit their search to specific sections of the literature (e.g. the abstract).
For this systematic literature review, we limited the search to the title, abstract, and
keywords. We made use of the following search string:

’(football OR soccer) AND (prediction OR predicting OR predict) AND (out-
come OR result OR winner OR performance) AND ”Machine Learning”’

The search was done on 30 January 2022 and resulted in 186 papers. The
search string is a result of a learning process. This means that we explored other
compositions and decided on a string that is complete but does not contain irrelevant
additions.

Inclusion and Exclusion Criteria

We used inclusion and exclusion criteria to make sure only relevant and accessible
literature will be used for this systematic literature review. The inclusion criteria are:

1. The paper directly relates to the topic of our review. Papers are only included
if they talk about using machine learning to predict the outcome/winner of a
football match.

2. The paper addresses the research questions directly.

3. The paper is published in a peer-reviewed journal, conference, or workshop.

4. The paper is in English.

The exclusion criteria are:

1. The paper does not talk about football prediction and machine learning as its
main topics.

2. The paper is not peer-reviewed

3. The paper is not available for download.
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2.1.3 Execution of the data extraction process

To make sure that the found papers are relevant, our research process contained
three steps next to the search in Scopus. Namely, the removal of duplicate papers,
the removal of irrelevant papers, and the removal of inaccessible papers. Our re-
search process is displayed in Figure 2.1. As we can see in this figure, the search
in Scopus provided us with 186 papers. After removing the duplicates, 177 papers
remained. And finally, when the inclusion and exclusion criteria were applied 50 rel-
evant papers lasted. 124 papers did not directly relate to the topic of our review and
3 papers were not available for download.

Figure 2.1: Study Selection Process

In Figure 2.2, the amount of relevant and accessible papers published per year is
displayed. As we can see quite clearly, research regarding this subject has become
more interesting in the last 5 years. This means that the selected literature can
provide us with good insights regarding the use of today’s technology in this area.
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Figure 2.2: Selected literature with respect to year of publication

To answer the research questions stated in Section 2.1.1, we will look in the se-
lected literature for prediction models that predict the outcome of a football match
using machine learning. We will take a look at what algorithms and feature cate-
gories have been used. Furthermore, we will take a closer look at the prediction
models that show promising results to find out which algorithms and feature cate-
gories have been successful in the past.

2.2 Results

In this section, the findings will be described. Each subsection contains the findings
related to a single sub-question. First, we will describe the algorithms that have
been used to predict the outcome of a football match. Next, we will describe the
used feature categories. And finally, we will talk about the promising models and the
related algorithms and feature categories.

2.2.1 RQ1: What algorithms have been used to predict the out-
come of a football match?

To answer the first sub-question, we looked in the selected literature for algorithms
that have been used to predict the outcome of a football match. The algorithms and
the studies that used these algorithms can be found in Table 2.1. We used 11 differ-
ent classes to classify the found algorithms. Nine of these are well-known machine
learning algorithms. The other two consist of a class of ensemble methods and a
class of other methods. The latter contains the methods Bayesian networks, linear
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and quadratic discriminant analyses, case-based reasoning, Poisson regression, ex-
tremely randomized trees, and customized probability models and algorithms. The
class of ensemble methods consists of models that combine various well-known
machine learning algorithms which means that the models inside this class can be
very different. But even in the classes containing the well-known algorithms, there
might be slight differences, due to having several algorithms that belong to the same
class. For example, in the ”Decision Tree” class, there could be a study regarding
the C4.5 algorithm and a study regarding the CART algorithm. Both of these are
decision tree algorithms.

Algorithms Studies
Linear Regression [5]
Artificial Neural Network [6] [7] [8] [9] [10] [11] [2] [12] [13] [3] [14] [15]
Gradient Boosted Tress [6] [8] [16] [17] [18] [10] [19] [5] [20] [21] [22] [23]
Decision Tree [24] [7] [8] [25] [10] [11] [19] [26] [13] [21] [23] [27]
K-Nearest Neighbors [24] [17] [10] [1] [26] [23]
Logistic Regression [8] [28] [29] [10] [19] [26] [30] [14] [23]
Naive Bayes [24] [6] [7] [31] [16] [32] [19] [2] [14]
Random Forest [6] [16] [33] [32] [10] [1] [2] [26] [5] [14] [23] [27]

Support Vector Machine
[7] [8] [16] [18] [34] [32] [10] [11] [1] [35] [19] [2]
[26] [5] [36] [23]

Ensemble of Multiple Algorithms [32] [26] [5]

Other
[24] [6] [7] [37] [8] [38] [31] [29] [39] [1] [26]
[21] [23]

Table 2.1: Algorithms used to predict the outcome of a football match

To gain more insights regarding the use of algorithms to predict the outcome of
a football match, we will have a look at Figure 2.3. This Figure shows that support
vector machines, artificial neural networks, gradient boosted trees, decision trees,
logistic regression, naive Bayes classifiers, and random forests have been used a
lot. This is not surprising due to their excellent ability to classify elements. In contrast
to linear regression which is not a great classifier and is commonly used to handle
regression problems. The expectation was that the usage of linear regression was
quite limited in this area. Linear regression has been used only during a single
study and thus confirming our expectations. Next to linear regression, the k-nearest
neighbors algorithm, ensembles of different algorithms, and other methods have
not been used that much as well. The Figure shows that there are quite some
studies that made use of models that represent the ”Other” class. But this does
not necessarily mean that there is a lot of interest in models outside of the well-
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known machine learning algorithm group, since the class consists of a lot of different
methods.

Figure 2.3: Algorithms

Another way to look at this data is to look at the number of studies per year that
made use of the algorithms. In Figure 2.4, we can observe that interest in the well-
known machine learning algorithms has increased over the years whereas interest
in other methods has decreased. Next to that, there appears to be a peak of interest
in the support vector machine algorithm in 2020 where it is used almost twice as
much as any other algorithm. This could be the result of a high amount of studies
focusing on binary classification in this area. Finally, we observe an increase in the
use of logistic regression for predicting the outcome of a football match over the
years.
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Figure 2.4: Algorithms per year

2.2.2 RQ2:What feature categories have been used to predict
the outcome of a football match?

To answer the second sub-question, we looked in the selected literature for feature
categories that have been used to predict the outcome of a football match. The
feature categories and studies that used these feature categories can be found in
Table 2.2. We made use of 21 different classes to distinguish all feature categories.
Naturally, a model can make use of a feature selection that consists of multiple
feature categories which means that it is possible for a study to be associated with
several feature categories in the table below. Most of the classes are quite obvious,
but in other contexts, some of these might be used differently. Therefore, we will
discuss the most important ones, starting with match attributes. Match attributes are
facts about the match that are known before it starts like match date, starting time,
referee, and home and away teams. Match statistics are statistics produced during
the match like yellow or red cards, shots on target, and the total amount of passes.
Team performance describes features regarding the form of the team which can be
long or short term. Head-to-head performance describes the historical success of
the team when playing against its direct opponent. And finally, player attributes are
facts regarding the player like age, height, and weight.
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Feature Selection Studies
Audience Data [26]
Betting Odds [9] [18] [28] [1] [12]
Coach Rating [32]
Head-to-Head Performance [6] [38] [33] [19] [23]

Match Attributes
[24] [37] [8] [9] [38] [31] [16] [17] [25] [28] [18] [34]
[33] [39] [32] [10] [11] [1] [19] [2] [26] [5] [12] [13] [20]
[3] [14] [22] [23] [27]

Match Statistics
[7] [37] [8] [9] [31] [25] [18] [34] [10] [11] [12] [13] [30]
[20] [14] [15] [22] [27]

Passing Network Data [14]
Past Match Statistics [16]
Player Attributes [5] [20]
Player Rating [9] [2] [26] [5]
Player Statistics [15]
Player Value [2]
Position Tracking Data [21]
Possession Chain Data [35]

Team Performance
[24] [6] [38] [16] [17] [25] [18] [33] [29] [39] [32] [19]
[2] [26] [12] [20] [3] [15] [23]

Team Rating [8] [16] [29] [2] [26] [20] [14]
Team Value [32] [20]
Twitter Data [36]
Weather Data [1]
Player Positions [24] [8]
Injuries [6]

Table 2.2: Feature categories used to predict the outcome of a football match

To analyze where the interests lay during these studies, we will take a look at
Figure 2.5. Figure 2.5 displays the number of studies that used a specific feature
category to predict the outcome of a football match. We can observe that the three
most used feature categories are match attributes, match statistics, and team per-
formance. This is probably the case due to the amount of available data. There
are a lot of pre-processed data sets available on the internet containing data for
these feature categories. Out of these three, the feature category named match at-
tributes is used the most and is used almost twice as much as the others. This also
seems logical because almost all studies took into account the home advantage. In
contrast to feature categories that are used often, there is a big group of different
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feature categories that have been used only once or twice and a small group that
has been used a couple of times. Part of this small group are the following feature
categories: Betting odds, head-to-head performance, player rating, and team rat-
ing. This small group has probably also been used somewhat more due to the data
availability. There are some sources that provide team and player ratings and quite
a lot of sources that provide the betting odds.

Figure 2.5: Feature selection

To discover whether the interests in feature categories shifted over time, we will
take a look at Figure 2.6. In this Figure becomes clear that the use of match statis-
tics has increased over the last years and the use of match attributes and team
performance has decreased since 2019. As mentioned above, there is a quite big
group of different feature categories that have been used only once or twice. The
growth of this group over the years seems to be stable.
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Figure 2.6: Feature categorie per year

2.2.3 RQ3: What algorithms and feature categories show promis-
ing results while used to predict the outcome of a football
match?

To answer the third sub-question, we looked in the selected literature for models that
have been used to predict the outcome of a football match. In particular, the used
algorithms and feature selection and the accuracy of these models. We categorized
these models into four categories, namely Binary and Pre-Game Data, Binary and
In-Game Data, Multiclass and Pre-Game Data, and Multiclass and In-Game Data.
A model applies binary classification when it classifies elements into exactly two
classes. In this case, the classes would be a win for team A and no win for team A
or a win for team A and a win for team B. A model applies multiclass classification
when it classifies elements into 3 or more classes. In this case, the classes would
be a win for team A, a draw, and a win for team B. A model is categorized as ”Pre-
Game Data” when it takes into account only data that is known before the start of
the match. In other words, it does not take data into account that is produced during
the match. Unlike the models that are categorized as ”In-Game Data”. These make
use of all data which means that they make use of the data known before the start of
the match and the data produced during the match. For each of the four categories,
we collected the number of models that are a part of the category and the average
accuracy. Table 2.3 contains this data.
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Amount Average Accuracy
Binary/Pre-Game Data 13 74.66%
Binary/In-Game Data 31 72.12%

Multiclass/Pre-Game Data 72 60.24%
Multiclass/In-Game Data 32 69.21%

Table 2.3: Prediction Model Categories

Logically, the accuracy of the binary prediction models should be higher than the
accuracy of the multiclass prediction models due to making an easier prediction with
fewer possible classes. Also, the models that make use of in-game data should be
more accurate than the ones that make use of pre-game data due to having more
up-to-date data and specifics of the match. As we can see in Table 2.3, the average
accuracies of the binary models are higher than those of the multiclass models. This
is as expected. This seems not to be the case for the expectation that pre-game data
prediction models perform worse than in-game data prediction models. In particular,
this expectation is wrong for the binary models. The binary models that make use
of pre-game data perform better than the binary models that make use of in-game
data. This could be the case due to the low amount of prediction models that applied
binary classification and made use of pre-game data only. Having almost about a
third of the number of data points the binary in-game data prediction models have,
could result in a less valid comparison.

Binary and Pre-Game Data

As mentioned above, this category takes into account the prediction models that
apply binary classification and which only make use of data that is known before the
start of the match. Possible classes are a win for team A and no win for team A or
a win for team A and a win for team B. This category is quite small compared to the
others and has a high average accuracy of 74.66%. This is as expected due to only
predicting two different classes. All models that are part of this category are part of
a total of two studies. The models’ accuracy, algorithm, and feature selection are
displayed in Table 2.4.

When we take a look at the table, it becomes clear that both studies had suc-
cess with the support vector machine algorithm. [1] and [19] achieved accuracies
of 79.30% and 76.85%, respectively. [19] only performed better while using logistic
regression, achieving an accuracy of 77.43%. Next to that, these studies achieved
some decent accuracies using extremely randomized trees, AdaBoost, naive Bayes,
decision trees, and random forests, ranging from 74.90% to 76.40%. The studies
made use of different feature selections, [1] focusing on match attributes, betting
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odds, and weather data and [19] focusing on match attributes, team performance,
and head-to-head performance. When looking at the bottom of the table, we see
the support vector machine algorithm, the k-nearest neighbors algorithm with two
different feature selections, and the random forest algorithm. All of these models
are part of [1]. In that study, they created eight different prediction models using four
algorithms and two feature selections. One feature selection that includes weather
data and one feature selection that excludes weather data. Almost all algorithms in
this study performed worse when excluding the weather data. Only the k-nearest
neighbors algorithm performed better without the weather data. This could suggest
weather data to be an interesting factor in predicting the outcome of a football match
or it could mean that having more or various data is beneficial. Additionally, it would
suggest that the combination of match attributes and betting odds is not a good fea-
ture selection. Next to that, the results in the bottom of the table suggest that there
are better alternatives to predict the outcome of a football match than the k-nearest
neighbors algorithm.

Study Algorithm Feature Selection
Highest

Accuracy
[1] Support Vector Machine Match Attributes, Betting Odds, Weather Data 79.30%
[19] Logistic Regression Match Attributes, Team Performance, Head-to-Head Performance 77.43%
[19] Support Vector Machine Match Attributes, Team Performance, Head-to-Head Performance 76.85%
[1] Extremely Randomized Trees Classifier Match Attributes, Betting Odds, Weather Data 76.40%
[19] AdaBoost Match Attributes, Team Performance, Head-to-Head Performance 76.15%
[19] Decision Tree Match Attributes, Team Performance, Head-to-Head Performance 75.93%
[1] Random Forest Match Attributes, Betting Odds, Weather Data 75.60%
[19] Naive Bayes Match Attributes, Team Performance, Head-to-Head Performance 74.92%
[1] Extremely Randomized Trees Classifier Match Attributes, Betting Odds 74.90%
[1] K-Nearest Neighbors Match Attributes, Betting Odds 71.90%
[1] Random Forest Match Attributes, Betting Odds 71.80%
[1] K-Nearest Neighbors Match Attributes, Betting Odds, Weather Data 71.10%
[1] Support Vector Machine Match Attributes, Betting Odds 68.30%

Table 2.4: Binary and Pre-Game Data

Binary and In-Game Data

This category takes into account the prediction models that apply binary classifica-
tion and which make use of data that is known before the start of the match and data
that is produced during the match. Possible classes are a win for team A and no win
for team A or a win for team A and a win for team B. This category is of average
size compared to the others and has a high average accuracy of 72.12%. This is
as expected due to only predicting two different classes and using in-game data. All
models that are part of this category are part of a total of seven studies. The models’
accuracy, algorithm, and feature selection are displayed in Table 2.5.

When looking at the table, we notice that the studies mostly used the same al-
gorithms, but that their models perform very differently from each other. This means
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that the models are performing well or not due to their feature selection. Except for
some of the models that did not use one of the well-known algorithms. For example,
the best performing model, which is called a polynomial classifier and is a part of
[7]. They described their customized algorithm as a parameterized nonlinear map
which non-linearly expands a sequence of input vectors to a higher dimension and
maps them to a desired output sequence. In combination with the feature category
match statistics, they achieved an accuracy of 99.06%. As mentioned earlier, a lot
of the performance is due to choosing the right feature selection. When looking at
the top-performing algorithms of each study, we see that there is a small number of
algorithms that perform well in multiple studies. Namely, gradient boosting and lo-
gistic regression, achieving an accuracy of 89.60% and 89.61%, respectively. Next
to that, [8] shows that gradient boosting has the ability to perform about 20% better
than the other algorithms used in their study. When looking at the average perfor-
mance of the feature selections, we see that [7] achieved an average accuracy of
86.73% and [20] achieved an average accuracy of 89.60%. This difference could be
due to [20] using a more various feature selection. Instead of only looking at match
statistics, [20] also took into account match attributes, player attributes, team rating,
team performance, and team value. To easily compare the top and bottom feature
selections, we will take a look at [8] which, just like [20], used gradient boosting.
[8] had a feature selection that consists of match attributes, match statistics, team
rating, and player positions and is the worst-performing study in this category. The
clear differences between [20] and [8] are that the former used a more various fea-
ture selection that contained player attributes, team performance, and team value
and did not contain player positions. The other high-performing model did not have
a feature selection that was very various but did also not contain player positions.
This suggests player positions to be a bad feature selection. When looking at the
worse-performing models for each study, we notice that artificial neural networks are
always outperformed by other algorithms. This could suggest that there are better
alternatives to predict the outcome of a football match.
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Study Algorithm Feature Selection
Highest

Accuracy
[7] Polynomial Classifier Match Statistics 99.06%
[7] C4.5 Decision Tree Match Statistics 89.61%

[20] XGBoost
Match Attributes, Match Statisics, Player Attributes,

Team Rating, Team Performance,Team Value
89.60%

[7] Multi-Layer Perceptron (ANN) Match Statistics 88.53%
[7] Support Vector Machine Match Statistics 86.28%
[7] Radial Basis Function Match Statistics 81.43%
[10] Logistic Regression Match Attributes, Match Statistics 80.12%
[10] XGBoost Match Attributes, Match Statistics 76.30%
[14] Binomial Logistic Regression Match Statistics, Team Rating, Passing Network Data 76.00%
[7] Naive Bayes Match Statistics 75.46%
[8] Gradient Boosted Trees Match Attributes, Match Statistics, Team Rating, Player Positions 75.38%
[14] Naive Bayes Match Attributes, Match Statistics, Team Rating, Passing Network Data 75.00%
[10] Support Vector Machine with Polynomial Kernel Match Attributes, Match Statistics 74.80%
[10] Random Forest Match Attributes, Match Statistics 74.50%
[21] Linear Discriminant Analysis Position Tracking Data 74.10%
[14] Random Forest Match Attributes, Match Statistics, Team Rating, Passing Network Data 74.00%
[10] Multi-Layer Perceptron (ANN) Match Attributes, Match Statistics 73.90%
[10] Support Vector Machine with Linear Kernel Match Attributes, Match Statistics 73.90%
[21] Gradient Boosted Trees Position Tracking Data 71.20%
[10] Support Vector Machine with Radial Basis Function Kernel Match Attributes, Match Statistics 70.30%
[14] Artificial Neural Network Match Attributes, Match Statistics, Team Rating, Passing Network Data 69.00%
[21] Decision Tree Position Tracking Data 67.10%

[35]
Support Vector Machine with

Gaussian Radial Basis Function Kernel
Possesion Chain Data 66.60%

[21] Quadratic Discriminant Analysis Position Tracking Data 64.50%
[10] K-Nearest Neighbors Match Attributes, Match Statistics 63.20%
[10] Decision Tree Match Attributes, Match Statistics 59.60%
[8] Support Vector Machine Match Attributes, Match Statistics, Team Rating, Player Positions 56.92%
[8] Logistic Regression Match Attributes, Match Statistics, Team Rating, Player Positions 53.85%
[8] Case-based Reasoning Match Attributes, Match Statistics, Team Rating, Player Positions 52.31%
[8] Decision Tree Match Attributes, Match Statistics, Team Rating, Player Positions 52.31%
[8] Artificial Neural Network Match Attributes, Match Statistics, Team Rating, Player Positions 50.77%

Table 2.5: Binary and In-Game Data

Multiclass and Pre-Game Data

This category takes into account the prediction models that apply multiclass classifi-
cation and which only make use of data that is known before the start of the match.
Possible classes are a win for team A, a draw, and a win for team B. This category is
quite big compared to the others and has a lower average accuracy of 60.24%. This
is as expected due to predicting three different classes and only using pre-game
data. The models’ accuracy, algorithm, and feature selection are displayed in Table
2.6.

When looking at the top models which have an accuracy of higher than 75%, we
notice several things. Ensembles of different algorithms are quite successful. But
next to these, also random forests, gradient boosting and long short-term memory
were quite successful. The feature categories that are a part of this group consist of
match attributes, player attributes, player ratings, team performance, head-to-head
performance, team values, and coach ratings. When looking at the bottom of the
table, in particular, the models that have an accuracy of lower than 45%, we see
that these made use of the k-nearest neighbors algorithm, naive Bayes, a decision
tree algorithm, and a Hugin Bayesian learner. Two of these badly performing models
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made use of the k-nearest neighbors algorithm. As we saw in another category, the
k-nearest neighbors algorithm does not seem a suitable algorithm to predict the out-
come of a football match. Additionally, we observed that the feature category called
player positions is not performing at all. This also seems to be the case in this cat-
egory with the models of [24]. Another noticeable thing about the feature selections
is that these are much richer than the feature selections in the last category. This is
quite logical due to not being able to use match statistics which is obviously tells a
great deal about the course of the match.

To find out which algorithms and feature categories are promising we will have
to compare the studies properly. First, we will take a look at some studies that out-
performed other studies which made use of roughly the same algorithms. From this
group, we know that their feature selection was quite successful. [5] made use of
match attributes, player attributes, and player ratings. [2] made use of match at-
tributes, team ratings, team performance, player ratings, and player values. [19]
and [33] made use of match attributes, team performance, and head-to-head per-
formance. [32] made use of match attributes, team performance, team values, and
coach ratings. And finally, [3] made use of match attributes and team performance.
When looking at this group, we see several important parts of each feature selection.
Match attributes are part of all of these feature selections. Followed by team perfor-
mance which is a part of all but one. And finally, we observe that team/player/coach
rating and values can be of use. When we take a look at these studies individu-
ally we can compare the algorithms because the algorithms are used in combina-
tion with the same feature selection. The best performing algorithms of the studies
mentioned above are two ensembles of different algorithms, two artificial neural net-
works, a random forest, and logistic regression. Next to that, we see that the random
forest algorithm performs second-best in three of the six studies.
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Study Algorithm Feature Selection
Highest

Accuracy

[5]
Ensemble

(Random forest, Gradient Boosted Trees, Support Vector Machine, Linear Regression)
Match Attributes, Player Attributes, Player Rating 81.77%

[5] Random Forest Match Attributes, Player Attributes, Player Rating 81.26%
[3] Long Short-Term Memory (RNN) Match Attributes, Team Performance 80.75%
[33] Random Forest Match Attributes, Team Performance, Head-to-Head Performance 80.00%
[5] Gradient Boosted Trees Match Attributes, Player Attributes, Player Rating 79.12%

[32]
Ensemble

(Support Vector Machine, Random Forest, Naı̈ve Bayes) + Softmax
Match Attributes, Team Performance, Team Value, Coach Rating 76.50%

[2] Multi-Layer Perceptron (ANN) Match Attributes, Team Rating, Team Performance, Player Rating, Player Value 73.57%
[23] Probabilistic Logic System Match Attributes, Team Performance, Head-to-Head Performance 73.00%
[2] Random Forest Match Attributes, Team Rating, Team Performance, Player Rating, Player Value 72.92%
[5] Linear Regression Match Attributes, Player Attributes, Player Rating 72.92%
[32] Random Forest Match Attributes, Team Performance, Team Value, Coach Rating 71.40%
[19] Logistic Regression Match Attributes, Team Performance, Head-to-Head Performance 70.27%
[5] Support Vector Machine Match Attributes, Player Attributes, Player Rating 69.71%
[19] Support Vector Machine Match Attributes, Team Performance, Head-to-Head Performance 69.15%
[19] AdaBoost Match Attributes, Team Performance, Head-to-Head Performance 69.15%
[6] LogitBoost Team Performance, Head-to-Head Statistics, Injuries 68.80%
[6] Artificial Neural Network Team Performance, Head-to-Head Statistics, Injuries 68.80%
[32] Naive Bayes Match Attributes, Team Performance, Team Value, Coach Rating 67.90%
[19] Decision Tree Match Attributes, Team Performance, Head-to-Head Performance 67.76%
[19] Naive Bayes Match Attributes, Team Performance, Head-to-Head Performance 67.71%
[28] Softmax Regression Match Attributes, Betting Odds 67.60%
[1] Extremely Randomized Trees Classifier Match Attributes, Betting Odds, Weather Data 65.90%
[2] Gaussian Naive Bayes Match Attributes, Team Rating, Team Performance, Player Rating, Player Value 65.84%
[6] Random Forest Team Performance, Head-to-Head Statistics, Injuries 65.50%
[32] Support Vector Machine with Radial Basis Function Kernel Match Attributes, Team Performance, Team Value, Coach Rating 65.30%
[1] Support Vector Machine Match Attributes, Betting Odds, Weather Data 64.10%
[1] Random Forest Match Attributes, Betting Odds, Weather Data 63.30%
[6] K-Nearest Neighbors Team Performance, Head-to-Head Statistics, Injuries 62.50%
[1] K-Nearest Neighbors Match Attributes, Betting Odds, Weather Data 62.10%

[26]
Ensemble (Logistic Regression, Linear Discriminant Analysis,

Quadratic Discriminant Analysis, K-Nearest Neighbors,
Support Vector Machine, Decision Tree, Random Forest)

Match Attributes, Team Rating, Team Performance, Player Rating, Audience Data 62.03%

[26] Linear Discriminant Analysis Match Attributes, Team Rating, Team Performance, Player Rating, Audience Data 61.00%
[26] Support Vector Machine Match Attributes, Team Rating, Team Performance, Player Rating, Audience Data 59.40%
[29] Ordered Logit Regression Team Rating 59.38%
[24] Bayesian Network Match Attributes, Team Performance, Player Positions 59.21%
[29] Bivariate Poisson Team Rating 58.98%
[26] Decision Tree Match Attributes, Team Rating, Team Performance, Player Rating, Audience Data 58.80%
[2] Support Vector Machine Match Attributes, Team Rating, Team Performance, Player Rating, Player Value 58.77%
[29] Ordered Logit Regression Team Performance, Team Rating 58.20%
[26] Logistic Regression Match Attributes, Team Rating, Team Performance, Player Rating, Audience Data 57.80%
[26] Quadratic Discriminant Analysis Match Attributes, Team Rating, Team Performance, Player Rating, Audience Data 57.80%
[29] Bivariate Poisson Team Performance, Team Rating 57.03%
[23] AdaBoost Match Attributes, Team Performance, Head-to-Head Performance 57.00%
[16] Gradient Boosted Trees Match Attributes, Team Performance, Team Rating, Past Match Statistics 56.72%
[29] Bivariate Poisson Team Performance 56.64%
[16] Random Forest Match Attributes, Team Performance, Team Rating, Past Match Statistics 56.41%
[6] Naive Bayes Team Performance, Head-to-Head Statistics, Injuries 56.30%
[6] Bayesian Network Team Performance, Head-to-Head Statistics, Injuries 56.30%
[29] Ordered Logit Regression Team Performance 55.86%
[23] Support Vector Machine Match Attributes, Team Performance, Head-to-Head Performance 55.00%
[39] Hierarchical Poisson Log-Linear Match Attributes, Team Performance 54.85%
[16] Support Vector Machine with Radial Basis Function Kernel Match Attributes, Team Performance, Team Rating, Past Match Statistics 54.53%
[16] Support Vector Machine with Linear Kernel Match Attributes, Team Performance, Team Rating, Past Match Statistics 54.22%
[23] K-Nearest Neighbors Match Attributes, Team Performance, Head-to-Head Performance 54.00%
[23] Random Forest Match Attributes, Team Performance, Head-to-Head Performance 54.00%
[36] Support Vector Machine Twitter Data 54.00%
[39] Bradley Terry Match Attributes, Team Performance 53.88%
[1] Random Forest Match Attributes, Betting Odds 53.30%
[23] Logistic Regression Match Attributes, Team Performance, Head-to-Head Performance 53.00%
[1] Extremely Randomized Trees Classifier Match Attributes, Betting Odds 52.80%
[16] Naive Bayes Match Attributes, Team Performance, Team Rating, Past Match Statistics 52.66%
[17] K-Nearest Neighbors Match Attributes, Team Performance 51.94%
[1] K-Nearest Neighbors Match Attributes, Betting Odds 51.60%
[17] XGBoost Match Attributes, Team Performance 50.49%
[26] Random Forest Match Attributes, Team Rating, Team Performance, Player Rating, Audience Data 50.30%
[1] Support Vector Machine Match Attributes, Betting Odds 49.80%
[23] Decision Tree Match Attributes, Team Performance, Head-to-Head Performance 49.00%
[38] Bayesian Function Match Attributes, Team Performance, Head-to-Head Statistics 47.92%
[26] K-Nearest Neighbors Match Attributes, Team Rating, Team Performance, Player Rating, Audience Data 44.90%
[24] Naive Bayes Match Attributes, Team Performance, Player Positions 38.81%
[24] MC4 Decision Tree Match Attributes, Team Performance, Player Positions 38.65%
[24] K-Nearest Neighbors Match Attributes, Team Performance, Player Positions 37.06%
[24] Hugin Bayesian Learner Match Attributes, Team Performance, Player Positions 32.62%

Table 2.6: Multiclass and Pre-Game Data
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Multiclass and In-Game Data

This category takes into account the prediction models that apply multiclass clas-
sification and which make use of data that is known before the start of the match
and data that is produced during the match. Possible classes are a win for team
A, a draw, and a win for team B. This category is of average size compared to the
others and has an average accuracy of 69.21%. The models’ accuracy, algorithm,
and feature selection are displayed in Table 2.7.

When looking at the table, we notice several things. [34] achieved some impres-
sive results with three models having an accuracy of over 90%. It is not completely
fair to say that the accuracies would be as high if it concerned a full competition due
to [34] using only a subset of the matches. The accuracy only applies to matches be-
tween the top six Premier League clubs. All of these models made use of a support
vector machine and had a feature selection consisting of match attributes and match
statistics. Other top models made use of decision tree algorithms, tree augmented
naive Bayes, an artificial neural network, or gradient boosting. Most of these mod-
els made use of the same feature categories as [34], but two of these models also
made use of features regarding team performance and betting odds. At the bottom
of the table, we see quite some models of different studies that made use of artificial
neural networks. Just like in the other categories, we see that the bottom models
make use of a feature selection that contains player positions or betting odds.
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Study Algorithm Feature Selection
Highest

Accuracy
[34] Support Vector Machine with Linear Kernel Match Attributes, Match Statistics 100.00%
[34] Support Vector Machine with Quadratic Kernel Match Attributes, Match Statistics 98.75%
[34] Support Vector Machine with Cubic Kernel Match Attributes, Match Statistics 94.36%
[31] Tree Augmented Naive Bayes Match Attributes, Match Statistics 90.00%
[13] Decision Forest Match Attributes, Match Statistics 88.95%
[11] Decision Forest Match Attributes, Match Statistics 88.95%
[27] C4.5 Decision Tree Match Attributes, Match Statistics 85.00%
[34] Support Vector Machine with Medium Radial Basis Function Kernel Match Attributes, Match Statistics 83.70%
[18] XGBoost Match Attributes, Team Performance, Match Statistics, Betting Odds 82.40%
[12] Long Short-Term Memory (RNN) Match Attributes, Match Statistics, Team Performance, Betting Odds 80.75%
[31] Bayesian Network Match Attributes, Match Statistics 75.26%
[37] Bayesian Networks Match Attributes, Match Statistics 75.09%
[31] Naive Bayes Match Attributes, Match Statistics 74.03%
[25] Decision Tree Match Attributes, Match Statistics, Team Performance 73.40%
[13] Artificial Neural Network Match Attributes, Match Statistics 71.58%
[11] Artificial Neural Network Match Attributes, Match Statistics 71.58%
[27] Random Forest Match Attributes, Match Statistics 71.30%
[11] Support Vector Machine Match Attributes, Match Statistics 70.11%
[34] Support Vector Machine with Coarse Radial Basis Function Kernel Match Attributes, Match Statistics 69.91%
[22] XGBoost Match Attributes, Match Statistics 66.00%
[18] Support Vector Machine Match Attributes, Team Performance, Match Statistics, Betting Odds 66.00%
[30] Logistic Regression Match Statistics 62.67%
[34] Support Vector Machine with Fine Radial Basis Function Kernel Match Attributes, Match Statistics 62.28%
[8] Gradient Boosted Trees Match Attributes, Match Statistics, Team Rating, Player Positions 58.33%
[9] LSTM Regression Match Attributes, Match Statistics, Player Rating, Betting Odds 52.48%
[9] Artificial Neural Network with Dense Layer Match Attributes, Match Statistics, Player Rating, Betting Odds 52.41%
[9] LSTM Classification Match Attributes, Match Statistics, Player Rating, Betting Odds 52.06%
[8] Artificial Neural Network Match Attributes, Match Statistics, Team Rating, Player Positions 44.08%
[8] Decision Tree Match Attributes, Match Statistics, Team Rating, Player Positions 42.86%
[15] Artificial Neural network with 3 Dense Layers Match Statistics, Team Performance, Player Statistics 39.00%
[8] Logistic Regression Match Attributes, Match Statistics, Team Rating, Player Positions 36.90%
[8] Case-based Reasoning Match Attributes, Match Statistics, Team Rating, Player Positions 34.52%

Table 2.7: Multiclass and In-Game Data

2.3 Algorithms

Earlier, we discovered which algorithms have been used to predict the outcome
of a football match. Also, we found out how many studies made use of specific
algorithms. The algorithms that are used the most are support vector machine,
artificial neural networks, gradient boosting, decision tree, logistic regression, naive
Bayes, and random forest. The k-nearest neighbors algorithm and ensembles of
different algorithms have been used less and linear regression has only been used
once. The methods in the ”Other” group have not been used that much as well.

Additionally, we found out which algorithms have been successful and can be
classified as ”promising”. The algorithms are divided into two groups. A group that
contains the promising algorithms and a group that contains the less suitable algo-
rithms. The latter contains algorithms that were outperformed on multiple occasions
or which were very inconsistent. The promising algorithm group consists of the fol-
lowing algorithms: support vector machine, logistic regression, gradient boosting,
random forest, and ensembles of different algorithms. The less suitable algorithm
group consists of the k-nearest neighbor algorithm, decision tree algorithm, artificial
neural networks, naive Bayes, and other methods. Even though some of these al-
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gorithms did show potential on a single occasion, they were not successful enough
for different feature selections to classify them as ”promising”.

When taking into account the promising algorithms and the number of studies
that used these, we see that ensembles of different algorithms achieved quite some
success with only a small number of studies compared to the other algorithms. This
means that research regarding ensembles in this area could be very beneficial.

2.4 Feature Categories

Next to the algorithms, we found out what feature categories have been used and
how many different studies used them. Match attributes, match statistics, and team
performance have been used the most. Followed by betting odds, head-to-head
performance, player rating, and team rating. Furthermore, there is big group of
different feature categories which have only been used once or twice.

Additionally, we found out which of these feature categories have been success-
ful and can be classified as ”promising”. The following feature categories are clas-
sified as promising: match attributes, match statistics, team performance, head-to-
head performance, coach ratings, player ratings, team ratings, team values, player
attributes, and weather data. Next to that, we found that betting odds and player
positions are not great feature categories to predict the outcome of a football match
and can be classified as ”less suitable”. Furthermore, there were feature categories
that were not classified as promising or less suitable due to not showing consistent
success and not being bad either. When looking at the different categories, we con-
cluded that variety in data is important, especially for the pre-game data categories.

2.5 Threats to Validity

There are some threats to the validity of this systematic literature review. Firstly, the
incompleteness of the list containing relevant and accessible literature is a consider-
able threat. Several studies make use of different terms for football and the outcome
of a football match. When using the most common way to describe the research
questions, relevant literature could have been missed. To mitigate this threat, we
defined a search string taking into account the other ways to describe football and
the outcome of a football match. Secondly, not all studies that are a part of the rel-
evant and accessible literature were included in the results. These studies did not
present the accuracy or specific feature selection of their model. Not including these
studies could result in having missed some relevant prediction models. Even though
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this could be the case, we believe the threat to validity to be limited due to the small
number of studies that were not included.

2.6 Conclusion

The goal of this review is to find out what the state of the art in predicting the outcome
of a football match using machine learning is. We used systematic literature review
techniques to conduct the research and provided an overview of algorithms and
feature categories that have been used to predict the outcome of a football match.
Additionally, we found out which algorithms/feature categories are promising in this
area.

Tables 2.1 and 2.2 contain the different algorithms and feature categories used
to predict the outcome of a football match, respectively. As discussed in Section 2.3,
the promising algorithms are support vector machine, logistic regression, gradient
boosting, random forest, and ensembles of different algorithms. And as discussed in
Section 2.4, the promising feature categories are match attributes, match statistics,
team performance, head-to-head performance, coach ratings, player ratings, team
ratings, team values, player attributes, and weather data.

In conclusion, in the area of football prediction has been quite some research
regarding predicting the outcome of a football match. The research in this area
experimented a lot with different combinations of algorithms and feature categories.
A subset of these used algorithms/feature categories are promising but there is still
potential in finding new algorithms/ensembles of different algorithms and feature
selections.

2.6.1 Future Research

In the relevant and accessible literature, we found several interesting topics for future
research. Some of the studies described their ideas for future research very specific
while others described them quite abstract. Topics to do future research on are:

• Alternative Algorithms

• Alternative Features

• Improved Data

• Alternative Domains

• Alternative Leagues

• Include Draws/Scoring
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• Alternative Process

The topics that we encountered most are ”Alternative Algorithms” and ”Alterna-
tive Features”. ”Alternative Algorithms” consists of the use of new or slightly different
algorithms which potentially could improve the prediction accuracy. Several sugges-
tions are light gradient boosting machine, ensembles, and deep learning methods
such as recurrent neural networks and long short-term memory. ”Alternative Fea-
tures” consists of the use of new or changed feature selections to improve the pre-
diction accuracy. New feature suggestions are social media data, availability of key
players, player transfers, new coach, level of injuries, attack and defense ratings,
etcetera. Next to these two topics, we found five others. Namely, ”Improved Data”,
”Alternative Domains”, ”Alternative Leagues”, ”Include Draws/Scoring”, and ”Alter-
native Process”. ”Improved Data” describes making use of more detailed/up-to-date
data. ”Alternative Domains” consists of the application of known prediction models
in other areas, like tennis, golf, or basketball. ”Alternative Leagues” describes the
use of known algorithms and features for different competitions where they might be
more successful. ”Include Draws/Scoring” consists of including draws for the binary
models and score predictions. And ”Alternative Process” describes the use of new
feature engineering methods or looking at very specific and rare match events and
predicting performance on an individual level.

For this thesis, we decided to conduct research in two of these future research
topics. The topics will be ”Alternative Algorithms” and ”Alternative Features”. As
mentioned before, the goal of this thesis is to find a way to improve the accuracy of
predicting the outcome of a football match. We will attempt to achieve this goal by
experimenting with different algorithms/ensembles of algorithms and feature selec-
tions.

In the literature review, it became clear that ensembles of different algorithms
could potentially be used to increase the prediction accuracy of a model that predicts
the outcome of a football match. Next to that, we found a group of algorithms which
could be labeled as promising due to consistently achieving a higher accuracy than
other algorithms. This suggests that ensembles consisting of promising algorithms
have a great chance of increasing the prediction accuracy in this area. There are
many ways to build such an ensemble based on the promising algorithms. We could,
for instance, use all of them or just a subset. Also, we could make them equally
important or make some more important than others.

We could also improve the feature selection to achieve a higher prediction accu-
racy. A lot of studies tried to do this by making use of a of subset of the promising
feature categories while including a new feature category to find out whether it would
have added value. What has not yet been experimented a lot with is finding combi-
nations between the promising feature categories that we found. By not looking to
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create new features out of just one data source and combining different data sources
into features, we could potentially create a whole new set of effective features. An
example of this could be the combination of team performance and team rating.
Combining these two could result in a feature selection that represents the team’s
performance against a specific class of team rating. This might result in a better pre-
diction accuracy when comparing it with a feature selection which only uses features
that are created out of a single feature category. As mentioned before, this thesis
focuses on prediction models that only use data that is known before the match.
This means we can not make use of all promising feature categories but only the
ones that are not based on data which is produced during the match.
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Chapter 3

Methodology

In this chapter, we will describe the methodology and machine learning pipeline used
to answer the rest of the research questions. In the first section, we will describe the
methodology CRISP-DM, how it’s used in general and how we will use it to answer
our research questions. Next, we will explain all steps of our machine learning
pipeline.

3.1 CRISP-DM

Cross-industry standard process for data mining (CRISP-DM) is a methodology de-
veloped in 1996 to guide data mining projects. It is well-known and still widely used.
CRISP-DM consists of six phases. Business understanding, data understanding,
data preparation, modelling, evaluation and deployment. The flow of these phases
is illustrated in Figure 3.1. The phases form an iterative process in which can be
moved back and forth between several phases. In the next paragraph, we will de-
scribe what each phase consists of in general. What each phase consists of specif-
ically for this thesis, can be found below the following paragraph.
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Figure 3.1: CRISP-DM

In the phase business understanding, we should focus on understanding the
goals and requirements of a project. It is important to understand the main ob-
jectives of the project and the requirements of all involved actors. In the phase data
understanding, the necessary data is identified and gathered. It is important to know
with what data types and data sizes you are working. In the phase data preparation,
the data is selected, cleaned, merged and manipulated. It is important for the mod-
elling step that the data is complete and correct. In the modelling phase, we should
decide on the necessary techniques, execute tests and build models. In the phase
evaluation, the produced results will be looked at while taking into account the busi-
ness understanding. Only then we can evaluate whether the objectives have been
achieved and the requirements have been met. Furthermore, the business under-
standing will be updated. In the phase deployment, we should make sure that the
customer can access the results. Also, in this phase, we should review on the project
in its entirety.

For this research, two cycles within CRISP-DM are completed. Each cycle an-
swers a research question. In the first cycle, our goal is to find out how feature cate-
gory combinations can improve the accuracy in predicting the outcome of a football
match. In the second cycle, the goal is to find out how ensembles can improve the
accuracy in predicting the outcome of a football match. In Table 3.1, we can find
which chapters and sections belong to the specific CRISP-DM cycles and phases.
In the phase business understanding, we identify the research problem, define our
research goal and create our research questions. It is important to understand the
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main topics of our research and the topics that are connected to our research. In
the phase data understanding, we identify and gather the data necessary and find
out what types of data we are going to deal with. In the data preparation phase,
we clean, merge and modify the data in such a way that we can create the desired
features. These features will be used in the modelling phase where we create the
prediction models. In the modelling phase, we make use of several algorithms and
feature selections to create prediction models. These will be compared with each
other in the evaluation phase. In the evaluation phase, the results will be looked at
and conclusions will be drawn while taking into account the business understanding.
Only then we can evaluate whether the goal of our research have been met or not.
In the phase deployment, all conclusions drawn from our research will be provided.
Furthermore, the limitations and recommendations will be described.

Business Understanding Data Understanding Data Preparation Modelling Evaluation Deployment
1 Chapter 1 Section 4.4 Chapter 4 Chapter 4 Chapter 4
2 Chapter 1 Section 4.4 Chapter 4 Chapter 5 Chapter 5 Chapter 6

Table 3.1: CRISP-DM Cycles

3.2 Machine Learning Pipeline

To be able to answer the research questions, we made use of three main steps in our
machine learning pipeline. Namely, the preparation of the datasets, the preparation
of the feature selection and the training and testing of the machine learning models.
For each of these steps we made use of python to do several tasks like merging,
deleting and transforming data. Next to that, python was used to train and test the
machine learning models, while making use of 5-fold cross validation. In Figure
3.2, we can see the whole machine learning pipeline, the three main steps and the
sub steps that are a part of them. Each step relates to at least one CRISP-DM
phase and in some cases more. The step prepare datasets describes the actions
that we took during the phase data understanding and some actions that we took
during the phase data preparation. The step prepare feature selection describes the
remaining actions that we took during the CRISP-DM phase data preparation. The
step training and testing of the machine learning models describes the actions that
we took during the CRISP-DM phases modelling and evaluation.
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Figure 3.2: Machine Learning Pipeline

The first main step is preparing the datasets which contains several flows, each
representing the preparation of a single dataset. The first flow starts with down-
loading twenty csv-files, each containing the Premier League match data of a single
completed season. Next, the csv-files are merged into one file after which the ir-
relevant columns are deleted. Irrelevant columns are columns that will not be used
throughout the whole machine learning pipeline. Finally, the dataset will be com-
bined with the two other datasets. The second and third flow are somewhat different
from the first due to the fact that these datasets could not be downloaded. We
needed to create these datasets ourselves and manually obtain the data from the
sources before we combined them with the other two datasets.

Now our data is present and does not contain any irrelevant data, we can start
to prepare the feature selection. The first step in preparing the feature selection is
the creation of a target feature. For the target feature, we used the full time result
of a match which could be ’H’, ’D’, and ’A’. We changed these into numerical values
0, 1, and 2, respectively. Finally, the features should be created out of the prepared
dataset and the rows with missing values should be dropped.

The last step in the machine learning pipeline is the training and testing of the
machine learning models. The first sub step is splitting the data into 5 folds for cross
validation, unless hyperparameter optimisation is applicable. Cross validation is a
resampling method that makes use of different portions of the data when training
and testing a model on different iterations and is necessary to reduce the bias and
variance of the models. Next, the machine learning models will be trained and the
prediction accuracies will be evaluated.
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Chapter 4

Feature Category Combinations:
Feature Creation, Modelling &
Evaluation

This chapter describes what feature category combination features are and whether
these have the potential to be new and interesting features. Possible combinations
are discussed and some of these are tested to find out whether the use of these
could result in a potential gain. During this chapter we will go through the data
preparation, modelling and evaluation phase of the first CRISP-DM cycle, as illus-
trated in Table 3.1. Next to that, we will make use of each of the three steps of
the machine learning pipeline which is displayed in Figure 3.2. There is only one
sub step that will skipped due not being applicable in this chapter. That sub step
is hyperparameter optimisation. In Section 4.1, we will explain the general idea
behind feature category combinations. In Section 4.2, we will talk about possible
feature category combinations based on the promising feature categories that we
discovered in our systematic literature review. In Section 4.3, we will explain the
evaluation process to decide whether the inclusion of a combination can increase
performance. In Section 4.4, we will describe the necessary data sets. In Section
4.5, we will describe the feature category combination between team performance
and team rating. In Section 4.6, we will describe the feature category combina-
tion between past match statistics and team rating. In Section 4.7, we will describe
the feature category combination between team performance and team value. In
Section 4.8, we will describe the feature category combination between past match
statistics and team value. Each section describing a feature category combination
will give a detailed view on the features that have created and tested. Also, they
provide a summary to properly evaluate the whole combination. In Section 4.9, we
will have a discussion regarding all four feature category combinations and whether
feature category combination can be worthwhile in general. In Section 4.10, we will
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describe the key takeaways of this chapter.

4.1 Combining Feature Categories

During the systematic literature review, we found out that having a more various fea-
ture selection would result in a better prediction model. This means that adding more
features from different feature categories would result in improved performance. A
way to create new influential features is to find new influential feature categories
to create these features from. There is already quite some research out there that
focuses on this area. Another way to achieve this could be to consider combining ex-
isting feature categories into a new set of features. By default, features are created
out of a single feature category, as visualised in Figure 4.1.

Figure 4.1: Standard Feature Creation

But by only considering such features, a potential gain might be missed. Con-
sidering a different approach where combinations between feature categories are
included could result in interesting new features. This approach is visualised in Fig-
ure 4.2.

Figure 4.2: Combination Feature Creation

4.2 Possible Feature Category Combinations

In the systematic literature review became clear that some feature selections are
better than others. As a result, we came up with a list of promising feature cate-
gories. This list consists of match attributes, match statistics, team performance,
head-to-head performance, coach ratings, player ratings, team ratings, team values,
player attributes, and weather data. For this thesis, we decided to only make use of
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data that is known before the start of a football match. This means that we can not
make use of the match statistics, but we can make of past match statistics.

Obviously, there are countless possibilities when looking for feature category
combinations but the idea is that a feature category combination should improve the
accuracy of the prediction model without the addition of new data. In other words,
it must provide valuable new information with the same data. Most feature cate-
gories do not fit together well, unfortunately due to not providing new information
or information which directly relates to the outcome of a football match. Below is
list containing feature category combinations based on the promising feature cat-
egories. Each combination can consist of multiple feature category combination
features. These feature category combinations have the best chance of improving
the prediction models directly.

• Team Performance and Team Rating

• Past Match Statistics and Team Rating

• Team Performance and Team Value

• Past Match Statistics and Team Value

• Team Performance and Coach Rating

• Past Match Statistics and Coach Rating

• Team Performance and Player Rating

• Past Match Statistics and Player Rating

• Team Performance and Player Attributes

• Past Match Statistics and Player Attributes

• Team Performance and Weather Data

• Past Match Statistics and Weather Data

4.3 Evaluation Process

To decide whether a feature category combination can be used to improve the pre-
diction accuracy, we will compare a feature selection containing the feature category
combination features and a feature selection without the feature category combina-
tion features. If the accuracy has increased after adding the feature category com-
bination features, we can conclude that the feature category combination features
can be used to improve the prediction accuracy. For both feature selections, we will
create models with the promising algorithms that we found in our systematic liter-
ature review and an equally weighted ensemble of them. This means that we will
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compare the feature selections across five different algorithms. For this chapter, we
only make use of the promising algorithms in their default state to make sure that
the feature selection is the only difference between the models that are compared.
During this procedure we took into account 5-fold cross validation to reduce the bias
and variance of the models. To conclude whether or not an increase of an inclusion
can be seen as worthwhile, we can not simply look at whether or not an inclusion
leads to a higher prediction accuracy. We will need to take a look at whether the in-
clusion results in an actual performance increase that is 10.0% or higher. This does
not mean an increase of 10.0% or more in terms of prediction accuracy but it means
that the increase which is present due to the inclusion of the feature category com-
bination features should be 10.0% or more than the increase which is present due
to the exclusion of the feature category combination features. To make that more
clear, if the increase in prediction accuracy due to exclusion is 4.0%, the increase
in prediction accuracy due to inclusion must be 4.4% or above to be able to claim
that the increase is worthwhile. We chose a minimum of 10.0% because the data
is already available and familiar and it would only cost somewhat more resources.
To find out the increase in prediction accuracy of these feature selections, we need
to take into account the ratio of the class that is present the most. This class repre-
sents the home team winning and the home win percentage is 45.9%. This means
that when you constantly guess that the home team will win, the prediction accuracy
will be 45.9%. The prediction accuracy of the feature selections minus the home
win percentage results in the increase in prediction accuracy realised by this fea-
ture selection. This means that if the use of the feature selection that excludes the
feature category combination features results in a prediction accuracy of 49.9%, the
increase in prediction accuracy or delta is 4.0%. This also means that the prediction
accuracy due to including the feature category combination features must be 4.4%
or higher to be able to claim that the increase is worthwhile.

4.4 Datasets

To be able to create the features data from three datasets was needed. We made
use of a dataset containing match attributes, match statistics and betting odds, a
dataset containing the team ratings obtained from the team stats database from the
video game series FIFA and a dataset containing the team values obtained from
transfermarkt.com.
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4.4.1 Premier League Match Data

The main dataset is obtained from http://www.football-data.co.uk/. It contains match
attributes, match statistics and betting odds of football matches played in the En-
glish Premier League. From all the data available here, we considered the last 20
seasons. Namely, data from the seasons 01/02 to 20/21. For each season they pro-
vided a csv-file containing data of all matches played in that season. There are 380
matches played each season which means that we obtained a total of 7600 rows
except for the headers. Every row contains 48 fields. All fields can be found in Table
4.1. Most of these have a data type which is integer or float but there are also some
that make use of a string or a date data type. An example of how this data looks can
be found in appendix A.1,

League Division Away Team Fouls Committed Ladbrokes home win odds
Match Date (dd/mm/yy) Home Team Corners Ladbrokes draw odds
Time of match kick off Away Team Corners Ladbrokes away win odds
Home Team Home Team Yellow Cards Sporting Odds home win odds
Away Team Away Team Yellow Cards Sporting Odds draw odds
Full Time Home Team Goals Home Team Red Cards Sporting Odds away win odds
Full Time Away Team Goals Away Team Red Cards Sportingbet home win odds
Full Time Result Bet365 home win odds Sportingbet draw odds
Half Time Home Team Goals Bet365 draw odds Sportingbet away win odds
Half Time Away Team Goals Bet365 away win odds William Hill home win odds
Half Time Result Gamebookers home win odds William Hill draw odds
Home Team Shots Gamebookers draw odds William Hill away win odds
Away Team Shots Gamebookers away win odds Gamebookers over 2.5 goals
Home Team Shots on Target Interwetten home win odds Gamebookers over 2.5 goals
Away Team Shots on Target Interwetten draw odds Bet365 over 2.5 goals
Home Team Fouls Committed Interwetten away win odds Bet365 under 2.5 goals

Table 4.1: Fields Football-Data Dataset

4.4.2 Premier League FIFA Team Ratings

The team rating dataset was obtained from fifaindex.com. Instead of downloading a
file containing everything we needed, we had to manually obtain this data. For the
seasons 04/05 till 20/21, the team ratings are published online. For each season we
created a csv-file containing twenty-one rows and five columns. For all twenty teams
competing in the Premier League that season, it contains the team name and the
team rating which can be divided into four different fields. The four different fields
are the attack, midfield, defend and overall rating of a team. The team name column
contains strings, unlike the others which are integers. An example of this data can
be found in appendix A.2.
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4.4.3 Premier League Transfermarkt Team Value

The team value dataset was obtained from transfermarkt.com. This dataset was
also obtained manually. For the seasons 04/05 till 20/21, they have the team values
published online. For each season we created a csv-file containing the team value
for the twenty teams that competed that season. The value is noted in millions of
euros. The csv-file contains twenty-one rows and two columns. A column which
states the team name and a column which states the team value. The former which
contains strings and the latter which contains floats. An example of this data can be
found in appendix A.3.

4.5 Team Performance and Team Rating

This category combines the feature categories team performance and team rating.
Team performance is often represented by several features. Features regarding
points achieved in the current season, points achieved in the previous season, and
form of the last few matches. Next to these, there are many others that could be
used. Team rating can also be represented by different features, namely, attack,
midfield, defence and overall rating. For this feature category, we calculated the
total of these ratings and assigned a class to each team every season based on
this rating. Classes can be 1 to 5 where 1 is the worst class and 5 is the best
class. The main idea of this feature category combination is to look at a team’s
performance with respect to the team rating class of the opponent. Features that
reflect a team’s performance against a specific group of opponents can potentially
be used to improve the prediction model.

4.5.1 Points Current Season and Team Rating Class

The first feature category combination feature set we are going to examine is the
combination between points achieved in the current season and team rating class.
When using standard feature creation we would look at four features regarding the
total amount of points collected by the home and away team and their team rating
classes. But when taking into account combination feature creation, we would also
look at features regarding the amount of points collected by the home and away
team against the team rating class of the opponent. These features are not created
out of a single feature category, but out of both, as we can see in Figure 4.3. Before
we will describe the results, we will explain what data is being used for training and
testing.
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Figure 4.3: Points Current Season and Team Rating Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist
of four features next to the target feature, ”FTR”. Namely, ”TRH”, ”TRA”, ”PH”, and
”PA”, as we can see in Table 4.2. ”FTR” represents the outcome of the football
match. It can only be a 0, 1 or 2 which represent a home win, a draw and an away
win, respectively. The features ”TRH” and ”TRA” represent the class of the home
and away team based on their team rating. The features ”PH” and ”PA” represent
the points collected by the home and away team during this season. As mentioned
before, ”TRH” and ”TRA” are integers which range from 1 to 5 where 1 represents
the worst class and 5 represents the best class, ”PH” and ”PA” are integers, as well,
but can range from 0 to 114. In the worst case where a team would lose every match,
it would still be zero till the end of the season. In the best case where a team would
win every match, it would be 114 at the end of the season. As mentioned before, a
team collects three points when winning a match, one point when the match ends in
a draw, and zero points when losing the match.

FTR TRH TRA PH PA
(0,1,2) (1-5) (1-5) (0-114) (0-114)
0 3 2 25 20
1 1 2 13 13
0 2 4 33 24
2 2 2 20 19
1 3 2 20 21

Table 4.2: Points Current Season and Team Rating Class: Combination Excluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
two other features, namely ”PTRH” and ”PTRA”. An example of the data for all fea-
tures can be found in Table 4.3. ”PTRH” and ”PTRA” represent the amount of points
the home and away team collected against the opponent’s team rating class. These
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features are integers and can range from 0 to 114. The maximum of these integers
will almost always be lower, due to it depending on the size of the opponent’s class
and it being very unlikely that all other teams would be part of the same class. Their
minimum is zero which is only the case when every game against a certain class
would be lost up to the relevant match.

FTR TRH TRA PH PA PTRH PTRA
(0,1,2) (1-5) (1-5) (0-114) (0-114) (0-114) (0-114)
0 3 2 25 20 14 0
1 1 2 13 13 8 2
0 2 4 33 24 0 12
2 2 2 20 19 12 9
1 3 2 20 21 12 1

Table 4.3: Points Current Season and Team Rating Class: Combination Included

Results

In Table 4.4, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see in
the table below, every algorithm except for XGBoost benefits from the inclusion of
the feature category combination features. Especially, the random forest algorithm
whose performance is increased by 2.6%. On average, performance increases by
0.5% when including the feature category combination features. This indicates that
the inclusion can increase the accuracy of a model that predicts the outcome of a
football match.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 50.8% on average. This means that this fea-
ture selection increases the prediction accuracy by 4.9%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 51.3%. This means that the delta between the inclusion and exclusion of
the feature category combination features is 0.5%. When dividing this delta with
the delta between the feature selection that excludes the feature category combi-
nation features and the home win percentage, we can find the actual performance
increase or in other words the effect of the inclusion of the feature category combi-
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nation features. For the selected feature category combination features the actual
performance increase is 10.2%. When using the same data in a more elaborate
way, an increase of 10.2% can be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.461 0.487 0.026
XGBoost 0.489 0.482 -0.007
Logistic Regression 0.537 0.538 0.001
Support Vector Machine 0.528 0.529 0.001
Ensemble 0.527 0.529 0.002
Average 0.508 0.513 0.005

Table 4.4: Points Current Season and Team Rating Class: Results

4.5.2 Points Last Season and Team Rating Class

The next feature category combination feature set we are going to examine is the
combination between points collected during last season and team rating class.
When using standard feature creation we would look at four features regarding the
total amount of points collected by the home and away team during last season and
their team rating classes. But when taking into account combination feature cre-
ation, we would also look at features regarding the amount of points collected by
the home and away team against the team rating class of the opponent during last
season. As we can see in Figure 4.4, both of the feature categories are necessary
to create these features. Before we will describe the results, we will explain what
data is being used for training and testing.

Figure 4.4: Points Last Season and Team Rating Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist of
four features next to the target feature, ”FTR”. Namely, ”TRH”, ”TRA”, ”LPH”, and
”LPA”, as we can see in Table 4.5. ”FTR” represents the outcome of the football
match. It can only be a 0, 1 or 2 which represent a home win, a draw and an away
win, respectively. The features ”TRH” and ”TRA” represent the class of the home
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and away team based on their team rating. ”LPH” and ”LPA” represent the points
collected by the home and away team during last season. ”TRH” and ”TRA” are
integers and range from 1 to 5 where 1 represents the worst class and 5 represents
the best class. ”LPH” and ”LPA” are also integers and can range from 0 to 114. In
the worst case, they would be zero when every match has been lost last season. In
the best case, they would be 114 when every match has been won last season.

FTR TRH TRA LPH LPA
(0,1,2) (1-5) (1-5) (0-114) (0-114)
0 4 2 52 44
0 2 2 42 34
2 2 4 46 52
2 2 5 44 77
1 2 4 39 44

Table 4.5: Points Last Season and Team Rating Class: Combination Excluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
another two features, namely ”LPTRH” and ”LPTRA”. An example of the relevant
data containing all features can be found in Table 4.6. ”LPTRH” and ”LPTRA” repre-
sent the amount of points the home and away team collected against the opponent’s
team rating class during last season. They can range from 0 to 114. The maximum
of these integers will almost always be lower, due to it depending on the size of the
opponent’s class and it being very unlikely that all other teams would be part of the
same class. Their minimum is zero which is only the case when every game against
a certain class would be lost during last season.

FTR TRH TRA LPH LPA LPTRH LPTRA
(0,1,2) (1-5) (1-5) (0-114) (0-114) (0-114) (0-114)
0 4 2 52 44 32 0
0 2 2 42 34 27 29
2 2 4 46 52 0 32
2 2 5 44 77 1 44
1 2 4 39 44 1 29

Table 4.6: Points Last Season and Team Rating Class: Combination Included
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Results

In Table 4.7, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see in
the table below, every algorithm benefits from the inclusion of the feature category
combination features. Especially, the random forest algorithm whose performance is
increased by 4.4%. On average performance is, increases by 1.2% when including
the feature category combination features. This indicates that the inclusion can
increase the accuracy of a model that predicts the outcome of a football match.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 49.6% on average. This means that this fea-
ture selection increases the prediction accuracy by 3.7%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 50.8%. This means that the delta between the inclusion and exclusion of
the feature category combination features is 1.2%. When dividing this delta with
the delta between the feature selection that excludes the feature category combi-
nation features and the home win percentage, we can find the actual performance
increase or in other words the effect of the inclusion of the feature category combi-
nation features. For the selected feature category combination features the actual
performance increase is 32.4%. When using the same data in a more elaborate
way, an increase of 32.4% can be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.440 0.484 0.044
XGBoost 0.474 0.476 0.002
Logistic Regression 0.526 0.530 0.004
Support Vector Machine 0.522 0.523 0.001
Ensemble 0.520 0.528 0.008
Average 0.496 0.508 0.012

Table 4.7: Points Last Season and Team Rating Class: Results

4.5.3 Points Current and Last Season and Team Rating Class

The next feature category combination feature set we are going to examine is the
combination between points collected in the current and last season and team rating
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class. When using standard feature creation we would look at six features regarding
the points collected by the home and away team in the current and last season
and their team rating classes. But when taking into account combination feature
creation, we would also look at features regarding the amount of points collected by
the home and away team against the team rating class of the opponent during the
current and last season. As we can see in Figure 4.5, both of the feature categories
are necessary to create these features. Before we will describe the results, we will
explain what data is being used for training and testing.

Figure 4.5: Points Current and Last Season and Team Rating Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist
of six features next to the target feature, ”FTR”. Namely, ”TRH”, ”TRA”, ”PH”, ”PA”,
”LPH”, and ”LPA”, as we can see in Table 4.8. ”FTR” represents the outcome of
the football match. It can only be a 0, 1 or 2 which represent a home win, a draw
and an away win, respectively. The features ”TRH” and ”TRA” represent the class
of the home and away team based on their team rating. The features ”PH” and
”PA” represent the points collected by the home and away team during this season.
”LPH” and ”LPA” represent the points collected by the home and away team during
last season. As mentioned before, ”TRH” and ”TRA” are integers which range from
1 to 5 where 1 represents the worst class and 5 represents the best class, ”PH” and
”PA” are integers, as well, but can range from 0 to 114. In the worst case where
a team would lose every match, it would still be zero till the end of the season. In
the best case where a team would win every match, it would be 114 at the end of
the season. ”LPH” and ”LPA” are also integers and can range from 0 to 114. In the
worst case, they would be zero when every match has been lost last season. In the
best case, they would be 114 when every match has been won last season.
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FTR TRH TRA PH PA LPH LPA
(0,1,2) (1-5) (1-5) (0-114) (0-114) (0-114) (0-114)
0 4 2 9 5 52 44
0 2 2 8 5 42 34
2 2 4 15 12 46 52
2 2 5 5 11 44 77
1 2 4 5 8 39 44

Table 4.8: Points Current and Last Season and Team Rating Class: Combination
Excluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
another four features, namely ”PTRH”, ”PTRA”, ”LPTRH” and ”LPTRA”. An example
of the relevant data containing all features can be found in Table 4.9. ”PTRH” and
”PTRA” represent the amount of points the home and away team collected against
the opponent’s team rating class. These features are integers and can range from
0 to 114. The maximum of these integers will almost always be lower, due to it
depending on the size of the opponent’s class and it being very unlikely that all
other teams would be part of the same class. Their minimum is zero which is only
the case when every game against a certain class would be lost up to the relevant
match. ”LPTRH” and ”LPTRA” represent the amount of points the home and away
team collected against the opponent’s team rating class during last season. They
can also range from 0 to 114. The maximum of these integers will almost always
be lower, due to it depending on the size of the opponent’s class and it being very
unlikely that all other teams would be part of the same class. Their minimum is zero
which is only the case when every game against a certain class would be lost during
last season.

FTR TRH TRA PH PA PTRH PTRA LPH LPA LPTRH LPTRA
(0,1,2) (1-5) (1-5) (0-114) (0-114) (0-114) (0-114) (0-114) (0-114) (0-114) (0-114)
0 4 2 9 5 4 4 52 44 32 0
0 2 2 8 5 4 3 42 34 27 29
2 2 4 15 12 3 7 46 52 0 32
2 2 5 5 11 0 0 44 77 1 44
1 2 4 5 8 3 5 39 44 1 29

Table 4.9: Points Current and Last Season and Team Rating Class: Combination
Included
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Results

In Table 4.10, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see
in the table below, every algorithm except for logistic regression benefits from the
inclusion of the feature category combination features. On average, performance
increases by 0.3% when including the feature category combination features. This
indicates that the inclusion can increase the accuracy of a model that predicts the
outcome of a football match.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 50.3% on average. This means that this fea-
ture selection increases the prediction accuracy by 4.4%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 50.6%. This means that the delta between the inclusion and exclusion of
the feature category combination features is 0.3%. When dividing this delta with
the delta between the feature selection that excludes the feature category combi-
nation features and the home win percentage, we can find the actual performance
increase or in other words the effect of the inclusion of the feature category combi-
nation features. For the selected feature category combination features the actual
performance increase is 6.8%. When using the same data in a more elaborate way,
an increase of 6.8% can not be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.478 0.485 0.007
XGBoost 0.464 0.466 0.002
Logistic Regression 0.531 0.530 -0.001
Support Vector Machine 0.524 0.525 0.001
Ensemble 0.518 0.522 0.004
Average 0.503 0.506 0.003

Table 4.10: Points Current and Last Season and Team Rating Class: Results

4.5.4 Summary

In this subsection, we will look at the results of the whole feature category combi-
nation. We made use of three different feature category combination feature sets
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to evaluate whether the use of this feature category combination can improve the
prediction accuracy. In Table 4.11, we can find the delta between the prediction
accuracy when using the feature selection that excludes the feature category com-
bination features and the home win percentage. The delta will be positive when the
prediction accuracy while using the feature selection that excludes the feature cat-
egory combination features is higher than the home win percentage. Also, we can
find the delta between the prediction accuracy when using the feature selection that
includes the feature category combination features and the home win percentage.
The delta will be positive when the prediction accuracy while using the feature selec-
tion that includes the feature category combination features is higher than the home
win percentage. When taking these two values into account, one can find out the
delta between the prediction accuracies when including and excluding the feature
category combination features. The delta will be positive when the prediction accu-
racy while using the feature selection that includes the feature category combination
features is higher than the prediction accuracy while using the feature selection that
excludes the feature category combination features. When dividing this delta with
the delta between the prediction accuracy when using the feature selection that ex-
cludes the feature category combination features and the home win percentage, we
can find the actual performance or in other words the effect of the inclusion of the
feature category combination features compared to the effect of the feature selection
that excludes them. This value is a percentage which can be positive and negative.
As we can see in the table below, for each of the feature category combination sets
the delta between the home win percentage and the prediction accuracy when using
the feature selection that includes the feature category combination features is larger
than the delta between the home win percentage and the prediction accuracy when
using the feature selection that excludes the feature category combination features.
We can also observe that two of the three feature category combination feature sets
can be seen as worthwhile. The combination between points current and last sea-
son and team rating class only had an actual performance increase of 6.8% which
means that it cannot be seen as worthwhile. The combination between points last
season and team rating class performed the best achieving an actual performance
increase of 32.4%. On average, the feature category combination achieved an ac-
tual performance increase of 16.5% which means that it can be seen as worthwhile.
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Feature Category
Combination Features

Delta Combination
Excluded and Home Win

Delta Combination
Included and Home Win

Delta Combination Included
and Combination Excluded

Increase Actual
Performance

Points Current Season
and Team Rating Class

4.9% 5.4% 0.5% 10.2%

Points Last Season
and Team Rating Class

3.7% 4.9% 1.2% 32.4%

Points Current and Last
Season and Team Rating Class

4.4% 4.7% 0.3% 6.8%

Average 4.3% 5.0% 0.7% 16.5%

Table 4.11: Team Performance and Team Rating: Results

4.6 Past Match Statistics and Team Rating

This category combines the feature categories past match statistics and team rating.
Past Match Statistics can be represented by several features. Examples of features
are goals scored, goals conceded, shots on target and ball possession. Obviously,
there are many more that can represent this feature category. In the previous fea-
ture category combination, we already described team rating in quite some detail.
The way this feature category will be used will be unchanged. The main idea of
this feature category combination is to look at a past match statistics with respect
to the team rating class of the opponent. Features that reflect past match statis-
tics against a specific group of opponents can potentially be used to improve the
prediction model.

4.6.1 Goal Scored and Team Rating Class

The next feature category combination feature set we are going to examine is the
combination between goals scored this season and team rating class. When using
standard feature creation we would look at four features regarding the amount of
goals scored by the home and away team during this season and their team rating
classes. But when taking into account combination feature creation, we would also
look at features regarding the amount of goals scored by the home and away team
against the team rating class of the opponent during this season. As we can see
in Figure 4.6, both of the feature categories are necessary to create these features.
Before we will describe the results, we will explain what data is being used for training
and testing.
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Figure 4.6: Goal Scored and Team Rating Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist of
four features next to the target feature, ”FTR”. Namely, ”TRH”, ”TRA”, ”GSH”, and
”GSA”, as we can see in Table 4.12. ”FTR” represents the outcome of the football
match. It can only be a 0, 1 or 2 which represent a home win, a draw and an away
win, respectively. The features ”TRH” and ”TRA” represent the class of the home
and away team based on their team rating. The features ”GSH” and ”GSA” represent
the goals scored this season by the home and away team. As mentioned before,
”TRH” and ”TRA” can be integers from 1 to 5 where 1 represents the worst class and
5 represents the best class. ”GSH” and ”GSA” are integers as well but can range
from 0 to infinity. In the worst case where a team would not score at all, it would
still be zero till the end of the season. In the best case where a team scores a lot, it
would be very high at the end of the season.

FTR TRH TRA GSH GSA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞)
0 4 2 14 9
2 1 2 7 10
2 2 2 5 14
0 5 5 9 29
1 3 2 16 12

Table 4.12: Goal Scored and Team Rating Class: Combination Excluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
another two features, namely ”GSTRH” and ”GSTRA”. An example of the relevant
data containing all features can be found in Table 4.13. ”GSTRH” and ”GSTRA”
represent the amount of goals scored by the home and away team against the op-
ponent’s team rating class. These features are integers. Their minimum is zero
when a team does not score against a specific class in the season. And there is no
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maximum due to the team being allowed to score as much as they can against a
specific class in the season.

FTR TRH TRA GSH GSA GSTRH GSTRA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞) (0-∞) (0-∞)
0 4 2 14 9 7 0
2 1 2 7 10 2 5
2 2 2 5 14 2 7
0 5 5 9 29 0 0
1 3 2 16 12 8 0

Table 4.13: Goal Scored and Team Rating Class: Combination Included

Results

In Table 4.14, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see in
the table below, most algorithms benefit from the inclusion of the feature category
combination features. Especially, the random forest algorithm whose performance is
increased by 3.3%. Unfortunately, XGBoost and logistic regression perform worse
due to the inclusion. On average, performance increases by 0.8% when including
the feature category combination features. This indicates that the inclusion can in-
crease the accuracy of a model that predicts the outcome of a football match. But
this indication is not very convincing due to also decreasing the performance for two
of the five algorithms. What it does not say is whether this increase is worthwhile.
To find that out, we need the percentage of the class that is present the most. In
other words, how often you will be correct when guessing that the home team will
win. This percentage is 45.9%. The feature selection that excludes the feature cat-
egory combination features has a prediction accuracy of 50.7% on average. This
means that this feature selection increases the prediction accuracy by 4.8%. The
feature selection that includes the feature category combination features increases
the prediction accuracy by 51.5%. This means that the delta between the inclusion
and exclusion of the feature category combination features is 0.8%. When dividing
this delta with the delta between the feature selection that excludes the feature cat-
egory combination features and the home win percentage, we can find the actual
performance increase or in other words the effect of the inclusion of the feature cat-
egory combination features. For the selected feature category combination features
the actual performance increase is 16.7%. When using the same data in a more
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elaborate way, an increase of 16.7% can be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.450 0.483 0.033
XGBoost 0.496 0.493 -0.003
Logistic Regression 0.535 0.533 -0.002
Support Vector Machine 0.531 0.534 0.003
Ensemble 0.524 0.531 0.007
Average 0.507 0.515 0.008

Table 4.14: Goals Scored and Team Rating Class: Results

4.6.2 Goal Conceded and Team Rating Class

The next feature category combination feature set we are going to examine is the
combination between goals conceded this season and team rating class. When
using standard feature creation we would look at four features regarding the amount
of goals conceded by the home and away team during this season and their team
rating classes. But when taking into account combination feature creation, we would
also look at features regarding the amount of goals conceded by the home and
away team against the team rating class of the opponent during this season. As we
can see in Figure 4.7, both of the feature categories are necessary to create these
features. Before we will describe the results, we will explain what data is being used
for training and testing.

Figure 4.7: Goal Conceded and Team Rating Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist
of four features next to the target feature, ”FTR”. Namely, ”TRH”, ”TRA”, ”GCH”,
and ”GCA”, as we can see in Table 4.15. ”FTR” represents the outcome of the
football match. It can only be a 0, 1 or 2 which represent a home win, a draw
and an away win, respectively. The features ”TRH” and ”TRA” represent the class
of the home and away team based on their team rating. The features ”GCH” and
”GCA” represent the goals conceded this season by the home and away team. As
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mentioned before, ”TRH” and ”TRA” can be integers from 1 to 5 where 1 represents
the worst class and 5 represents the best class. ”GCH” and ”GCA” are integers as
well but can range from 0 to infinity. In the worst case where a team would concede
many goals, it would be very high at the end of the season. In the best case where
a team concedes no goals, it would be zero at the end of the season.

FTR TRH TRA GCH GCA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞)
1 2 1 11 17
0 2 2 13 12
0 5 2 3 10
1 1 5 15 12
2 4 2 10 10

Table 4.15: Goal Conceded and Team Rating Class: Combination Excluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
another two features, namely ”GCTRH” and ”GCTRA”. An example of the relevant
data containing all features can be found in Table 4.16. ”GCTRH” and ”GCTRA”
represent the amount of goals conceded by the home and away team against the
opponent’s team rating class. These features are integers. Their minimum is zero
when a team does not concede any goals against a specific class in the season.
And there is no maximum due to the opponent being allowed to score as much as
they can against a specific class in the season.

FTR TRH TRA GCH GCA GCTRH GCTRA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞) (0-∞) (0-∞)
1 2 1 11 17 1 5
0 2 2 13 12 6 8
0 5 2 3 10 2 4
1 1 5 15 12 2 1
2 4 2 10 10 7 0

Table 4.16: Goal Conceded and Team Rating Class: Combination Included

Results

In Table 4.17, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
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selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see
in the table below, only random forest benefits from the inclusion of the feature cat-
egory combination features, as its performance is increased by 3.7%. The per-
formance of logistic regression and support vector machine do not change when
including the feature category combination features. And unfortunately, XGBoost
and the ensemble perform worse due to the inclusion. On average, performance
increases by 0.6% when including the feature category combination features. This
indicates that the inclusion can increase the accuracy of a model that predicts the
outcome of a football match. But this indication is not very convincing due to also
decreasing the performance for two of the five algorithms.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 50.6% on average. This means that this fea-
ture selection increases the prediction accuracy by 4.7%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 51.2%. This means that the delta between the inclusion and exclusion of
the feature category combination features is 0.6%. When dividing this delta with
the delta between the feature selection that excludes the feature category combi-
nation features and the home win percentage, we can find the actual performance
increase or in other words the effect of the inclusion of the feature category combi-
nation features. For the selected feature category combination features the actual
performance increase is 12.8%. When using the same data in a more elaborate
way, an increase of 12.8% can be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.448 0.485 0.037
XGBoost 0.490 0.487 -0.003
Logistic Regression 0.533 0.533 0.000
Support Vector Machine 0.530 0.530 0.000
Ensemble 0.529 0.526 -0.003
Average 0.506 0.512 0.006

Table 4.17: Goals Conceded and Team Rating Class: Results
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4.6.3 Goals Scored and Conceded and Team Rating Class

The next feature category combination feature set we are going to examine is the
combination between goals scored and goals conceded this season and team rating
class. When using standard feature creation we would look at six features regarding
the amount of goals scored and goals conceded by the home and away team during
this season and their team rating classes. But when taking into account combina-
tion feature creation, we would also look at features regarding the amount of goals
scored and goals conceded by the home and away team against the team rating
class of the opponent during this season. As we can see in Figure 4.8, both of the
feature categories are necessary to create these features. Before we will describe
the results, we will explain what data is being used for training and testing.

Figure 4.8: Goals Scored and Conceded and Team Rating Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist of
six features next to the target feature, ”FTR”. Namely, ”TRH”, ”TRA”, ”GSH”, GSA””,
”GCH”, and ”GCA”, as we can see in Table 4.18. ”FTR” represents the outcome of
the football match. It can only be a 0, 1 or 2 which represent a home win, a draw
and an away win, respectively. The features ”TRH” and ”TRA” represent the class
of the home and away team based on their team rating. The features ”GSH” and
”GSA” represent the goals scored this season by the home and away team. The
features ”GCH” and ”GCA” represent the goals conceded this season by the home
and away team. As mentioned before, ”TRH” and ”TRA” can be integers from 1 to
5 where 1 represents the worst class and 5 represents the best class. ”GSH” and
”GSA” are integers as well but can range from 0 to infinity. In the worst case where
a team would not score at all, it would still be zero till the end of the season. In the
best case where a team scores a lot, it would be very high at the end of the season.
”GCH” and ”GCA” are integers as well and can also range from 0 to infinity. In the
worst case where a team would concede many goals, it would be very high at the
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end of the season. In the best case where a team concedes no goals, it would be
zero at the end of the season.

FTR TRH TRA GSH GSA GCH GCA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞) (0-∞) (0-∞)
0 4 2 14 9 8 15
2 1 2 7 10 14 7
2 2 2 5 14 4 11
0 5 5 9 29 7 8
1 3 2 16 12 12 11

Table 4.18: Goals Scored and Conceded and Team Rating Class: Combination Ex-
cluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
another four features, namely ”GSTRH”, ”GSTRA”, ”GCTRH”, and ”GCTRA”. An
example of the relevant data containing all features can be found in Table 4.19.
”GSTRH” and ”GSTRA” represent the amount of goals scored by the home and
away team against the opponent’s team rating class. These features are integers.
Their minimum is zero when a team does not score against a specific class in the
season. And there is no maximum due to the team being allowed to score as much
as they can against a specific class in the season. ”GCTRH” and ”GCTRA” represent
the amount of goals conceded by the home and away team against the opponent’s
team rating class. These features are integers. Their minimum is zero when a team
does not concede any goals against a specific class in the season. And there is no
maximum due to the opponent being allowed to score as much as they can against
a specific class in the season.

FTR TRH TRA GSH GSA GSTRH GSTRA GCH GCA GCTRH GCTRA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞) (0-∞) (0-∞) (0-∞) (0-∞) (0-∞) (0-∞)
0 4 2 14 9 7 0 8 15 5 0
2 1 2 7 10 2 5 14 7 2 2
2 2 2 5 14 2 7 4 11 1 5
0 5 5 9 29 0 0 7 8 1 0
1 3 2 16 12 8 0 12 11 2 0

Table 4.19: Goals Scored and Conceded and Team Rating Class: Combination In-
cluded
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Results

In Table 4.20, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see
in the table below, most algorithms benefit from the inclusion of the feature cate-
gory combination features. Especially, the random forest algorithm and XGBoost
whose performance are increased by 1.8% and 1.1%, respectively. Unfortunately,
support vector machine and logistic regression perform worse due to the inclusion.
On average, performance increases by 0.6% when including the feature category
combination features. This indicates that the inclusion can increase the accuracy of
a model that predicts the outcome of a football match. But this indication is not very
convincing due to also decreasing the performance for two of the five algorithms.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 51.2% on average. This means that this fea-
ture selection increases the prediction accuracy by 5.3%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 51.8%. This means that the delta between the inclusion and exclusion of
the feature category combination features is 0.6%. When dividing this delta with
the delta between the feature selection that excludes the feature category combi-
nation features and the home win percentage, we can find the actual performance
increase or in other words the effect of the inclusion of the feature category combi-
nation features. For the selected feature category combination features the actual
performance increase is 11.3%. When using the same data in a more elaborate
way, an increase of 11.3% can be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.489 0.507 0.018
XGBoost 0.481 0.492 0.011
Logistic Regression 0.536 0.534 -0.002
Support Vector Machine 0.529 0.528 -0.001
Ensemble 0.527 0.529 0.002
Average 0.512 0.518 0.006

Table 4.20: Goals Scored and Conceded and Team Rating Class: Results
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4.6.4 Summary

In this subsection, we will look at the results of the whole feature category combi-
nation. We made use of three different feature category combination feature sets
to evaluate whether the use of this feature category combination can improve the
prediction accuracy. In Table 4.21, we can find the delta between the prediction
accuracy when using the feature selection that excludes the feature category com-
bination features and the home win percentage. The delta will be positive when the
prediction accuracy while using the feature selection that excludes the feature cat-
egory combination features is higher than the home win percentage. Also, we can
find the delta between the prediction accuracy when using the feature selection that
includes the feature category combination features and the home win percentage.
The delta will be positive when the prediction accuracy while using the feature selec-
tion that includes the feature category combination features is higher than the home
win percentage. When taking these two values into account, one can find out the
delta between the prediction accuracies when including and excluding the feature
category combination features. The delta will be positive when the prediction accu-
racy while using the feature selection that includes the feature category combination
features is higher than the prediction accuracy while using the feature selection that
excludes the feature category combination features. When dividing this delta with
the delta between the prediction accuracy when using the feature selection that ex-
cludes the feature category combination features and the home win percentage, we
can find the actual performance or in other words the effect of the inclusion of the
feature category combination features compared to the effect of the feature selection
that excludes them. This value is a percentage which can be positive and negative.
As we can see in the table below, for each of the feature category combination sets
the delta between the home win percentage and the prediction accuracy when us-
ing the feature selection that includes the feature category combination features is
larger than the delta between the home win percentage and the prediction accuracy
when using the feature selection that excludes the feature category combination fea-
tures. We can also observe that all three feature category combination feature sets
can be seen as worthwhile. The combination between goals scored and team rating
class performed the best achieving an actual performance increase of 16.7%. On
average, the feature category combination achieved an actual performance increase
of 13.6% which means that it can be seen as worthwhile.
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Feature Category
Combination Features

Delta Combination
Excluded Home Win

Delta Combination
Included Home Win

Delta Combination Included
and Combination Excluded

Increase Actual
Performance

Goal Scored and
Team Rating Class

4.8% 5.6% 0.8% 16.7%

Goal Conceded and
Team Rating Class

4.7% 5.3% 0.6% 12.8%

Goals Scored and Conceded
and Team Rating Class

5.3% 5.9% 0.6% 11.3%

Average 4.9% 5.6% 0.7% 13.6%

Table 4.21: Past Match Statistics and Team Rating: Results

4.7 Team Performance and Team Value

This category combines the feature categories team performance and team value.
Team performance is often represented by several features. Features regarding
points achieved in the current season, points achieved in the previous season, and
form of the last few matches. Next to these, there are many others that could be
used. Team value is mostly represented by the total amount of transfer value a
team has. Every player in a team has a specific worth and when calculating the
total sum of all players in a team, one retrieves the team value. For this feature
category, we calculated the maximum and minimum team value in a season of all
teams. Based on the maximumum and minimum we assigned a class to each team
every season. Classes can be 1 to 5 where 1 is the worst class and 5 is the best
class. The main idea of this feature category combination is to look at a team’s
performance with respect to the team value class of the opponent. Features that
reflect a team’s performance against a specific group of opponents can potentially
be used to improve the prediction model.

4.7.1 Points Current Season and Team Value Class

The next feature category combination feature set we are going to examine is the
combination between points achieved in the current season and team value class.
When using standard feature creation we would look at four features regarding the
total amount of points collected by the home and away team and their team value
classes. But when taking into account combination feature creation, we would also
look at features regarding the amount of points collected by the home and away
team against the team value class of the opponent. These features are not created
out of a single feature category, but out of both, as we can see in Figure 4.9. Before
we will describe the results, we will explain what data is being used for training and
testing.
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Figure 4.9: Points Current Season and Team Value Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist
of four features next to the target feature, ”FTR”. Namely, ”TVH”, ”TVA”, ”PH”, and
”PA”, as we can see in Table 4.22. ”FTR” represents the outcome of the football
match. It can only be a 0, 1 or 2 which represent a home win, a draw and an away
win, respectively. The features ”TVH” and ”TVA” represent the class of the home
and away team based on their team value. The features ”PH” and ”PA” represent
the points collected by the home and away team during this season. As mentioned
before, ”TVH” and ”TVA” are integers which range from 1 to 5 where 1 represents the
worst class and 5 represents the best class, ”PH” and ”PA” are integers, as well, but
can range from 0 to 114. In the worst case where a team would lose every match,
it would still be zero till the end of the season. In the best case where a team would
win every match, it would be 114 at the end of the season. As mentioned before, a
team collects three points when winning a match, one point when the match ends in
a draw, and zero points when losing the match.

FTR TVH TVA PH PA
(0,1,2) (1-5) (1-5) (0-114) (0-114)
0 4 1 29 14
1 1 4 12 40
2 1 3 17 34
1 1 1 19 20
2 1 5 27 49

Table 4.22: Points Current Season and Team Value Class: Combination Excluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
two other features, namely ”PTVH” and ”PTVA”. An example of the data for all
features can be found in Table 4.23. ”PTVH” and ”PTVA” represent the amount
of points the home and away team collected against the opponent’s team value
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class. These features are integers and can range from 0 to 114. The maximum of
these integers will almost always be lower, due to it depending on the size of the
opponent’s class and it being very unlikely that all other teams would be part of the
same class. Their minimum is zero which is only the case when every game against
a certain class would be lost up to the relevant match.

FTR TVH TVA PH PA PTVH PTVA
(0,1,2) (1-5) (1-5) (0-114) (0-114) (0-114) (0-114)
0 4 1 29 14 25 0
1 1 4 12 40 0 32
2 1 3 17 34 0 29
1 1 1 19 20 15 18
2 1 5 27 49 0 34

Table 4.23: Points Current Season and Team Value Class: Combination Included

Results

In Table 4.24, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see
in the table below, every algorithm except for logistic regression benefits from the
inclusion of the feature category combination features. Especially, the random for-
est algorithm whose performance is increased by 2.6%. On average, performance
increases by 0.5% when including the feature category combination features. This
indicates that the inclusion can increase the accuracy of a model that predicts the
outcome of a football match.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 50.9% on average. This means that this fea-
ture selection increases the prediction accuracy by 5.0%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 51.4%. This means that the delta between the inclusion and exclusion of
the feature category combination features is 0.5%. When dividing this delta with
the delta between the feature selection that excludes the feature category combi-
nation features and the home win percentage, we can find the actual performance
increase or in other words the effect of the inclusion of the feature category combi-
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nation features. For the selected feature category combination features the actual
performance increase is 10.0%. When using the same data in a more elaborate
way, an increase of 10.0% can be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.459 0.485 0.026
XGBoost 0.489 0.490 0.001
Logistic Regression 0.539 0.536 -0.003
Support Vector Machine 0.529 0.531 0.002
Ensemble 0.527 0.528 0.001
Average 0.509 0.514 0.005

Table 4.24: Points Current Season and Team Value Class: Results

4.7.2 Points Last Season and Team Value Class

The next feature category combination feature set we are going to examine is the
combination between points collected during last season and team value class.
When using standard feature creation we would look at four features regarding the
total amount of points collected by the home and away team during last season and
their team value classes. But when taking into account combination feature creation,
we would also look at features regarding the amount of points collected by the home
and away team against the team value class of the opponent during last season. As
we can see in Figure 4.10, both of the feature categories are necessary to create
these features. Before we will describe the results, we will explain what data is being
used for training and testing.

Figure 4.10: Points Last Season and Team Value Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist of
four features next to the target feature, ”FTR”. Namely, ”TVH”, ”TVA”, ”LPH”, and
”LPA”, as we can see in Table 4.25. ”FTR” represents the outcome of the football
match. It can only be a 0, 1 or 2 which represent a home win, a draw and an away
win, respectively. The features ”TVH” and ”TVA” represent the class of the home
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and away team based on their team value. ”LPH” and ”LPA” represent the points
collected by the home and away team during last season. ”TVH” and ”TVA” are
integers and range from 1 to 5 where 1 represents the worst class and 5 represents
the best class. ”LPH” and ”LPA” are also integers and can range from 0 to 114. In
the worst case, they would be zero when every match has been lost last season. In
the best case, they would be 114 when every match has been won last season.

FTR TVH TVA LPH LPA
(0,1,2) (1-5) (1-5) (0-114) (0-114)
0 4 1 83 39
1 1 4 45 77
2 1 3 61 58
1 1 1 44 47
2 1 5 52 95

Table 4.25: Points Last Season and Team Value Class: Combination Excluded

Combination Included

When taking into account combination feature creation, the relevant data will con-
tain another two features, namely ”LPTVH” and ”LPTVA”. An example of the relevant
data containing all features can be found in Table 4.26. ”LPTVH” and ”LPTVA” repre-
sent the amount of points the home and away team collected against the opponent’s
team value class during last season. They can range from 0 to 114. The maximum
of these integers will almost always be lower, due to it depending on the size of the
opponent’s class and it being very unlikely that all other teams would be part of the
same class. Their minimum is zero which is only the case when every game against
a certain class would be lost during last season.

FTR TVH TVA LPH LPA LPTVH LPTVA
(0,1,2) (1-5) (1-5) (0-114) (0-114) (0-114) (0-114)
0 4 1 83 39 59 1
1 1 4 45 77 9 47
2 1 3 61 58 0 47
1 1 1 44 47 32 36
2 1 5 52 95 5 68

Table 4.26: Points Last Season and Team Value Class: Combination Included
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Results

In Table 4.27, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see
in the table below, every algorithm benefits from the inclusion of the feature cate-
gory combination features. Especially, the random forest algorithm and XGBoost
whose performance are increased by 2.9% and 1.1%, respectively. On average,
performance increases by 1.2% when including the feature category combination
features. This indicates that the inclusion can increase the accuracy of a model that
predicts the outcome of a football match.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 49.5% on average. This means that this fea-
ture selection increases the prediction accuracy by 3.6%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 50.7%. This means that the delta between the inclusion and exclusion of
the feature category combination features is 1.2%. When dividing this delta with
the delta between the feature selection that excludes the feature category combi-
nation features and the home win percentage, we can find the actual performance
increase or in other words the effect of the inclusion of the feature category combi-
nation features. For the selected feature category combination features the actual
performance increase is 33.3%. When using the same data in a more elaborate
way, an increase of 33.3% can be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.439 0.468 0.029
XGBoost 0.467 0.478 0.011
Logistic Regression 0.530 0.534 0.004
Support Vector Machine 0.524 0.531 0.007
Ensemble 0.513 0.522 0.009
Average 0.495 0.507 0.012

Table 4.27: Points Last Season and Team Value Class: Results
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4.7.3 Points Current and Last Season and Team Value Class

The next feature category combination feature set we are going to examine is the
combination between points collected in the current and last season and team value
class. When using standard feature creation we would look at six features regarding
the points collected by the home and away team in the current and last season
and their team value classes. But when taking into account combination feature
creation, we would also look at features regarding the amount of points collected by
the home and away team against the team value class of the opponent during the
current and last season. As we can see in Figure 4.11, both of the feature categories
are necessary to create these features. Before we will describe the results, we will
explain what data is being used for training and testing.

Figure 4.11: Points Current and Last Season and Team Value Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist
of six features next to the target feature, ”FTR”. Namely, ”TVH”, ”TVA”, ”PH”, ”PA”,
”LPH”, and ”LPA”, as we can see in Table 4.28. ”FTR” represents the outcome of
the football match. It can only be a 0, 1 or 2 which represent a home win, a draw
and an away win, respectively. The features ”TVH” and ”TVA” represent the class
of the home and away team based on their team value. The features ”PH” and
”PA” represent the points collected by the home and away team during this season..
”LPH” and ”LPA” represent the points collected by the home and away team during
last season. As mentioned before, ”TVH” and ”TVA” are integers which range from
1 to 5 where 1 represents the worst class and 5 represents the best class, ”PH” and
”PA” are integers, as well, but can range from 0 to 114. In the worst case where
a team would lose every match, it would still be zero till the end of the season. In
the best case where a team would win every match, it would be 114 at the end of
the season. ”LPH” and ”LPA” are also integers and can range from 0 to 114. In the
worst case, they would be zero when every match has been lost last season. In the
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best case, they would be 114 when every match has been won last season.

FTR TVH TVA PH PA LPH LPA
(0,1,2) (1-5) (1-5) (0-114) (0-114) (0-114) (0-114)
0 4 1 29 14 83 39
1 1 4 12 40 45 77
2 1 3 17 34 61 58
1 1 1 19 20 44 47
2 1 5 27 49 52 95

Table 4.28: Points Current and Last Season and Team Value Class: Combination
Excluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
another four features, namely ”PTVH”, ”PTVA”, ”LPTVH” and ”LPTVA”. An example
of the relevant data containing all features can be found in Table 4.29. ”PTVH” and
”PTVA” represent the amount of points the home and away team collected against
the opponent’s team value class. These features are integers and can range from
0 to 114. The maximum of these integers will almost always be lower, due to it
depending on the size of the opponent’s class and it being very unlikely that all
other teams would be part of the same class. Their minimum is zero which is only
the case when every game against a certain class would be lost up to the relevant
match. ”LPTVH” and ”LPTVA” represent the amount of points the home and away
team collected against the opponent’s team value class during last season. They
can also range from 0 to 114. The maximum of these integers will almost always
be lower, due to it depending on the size of the opponent’s class and it being very
unlikely that all other teams would be part of the same class. Their minimum is zero
which is only the case when every game against a certain class would be lost during
last season.

FTR TVH TVA PH PA PTVH PTVA LPH LPA LPTVH LPTVA
(0,1,2) (1-5) (1-5) (0-114) (0-114) (0-114) (0-114) (0-114) (0-114) (0-114) (0-114)
0 4 1 29 14 25 0 83 39 59 1
1 1 4 12 40 0 32 45 77 9 47
2 1 3 17 34 0 29 61 58 0 47
1 1 1 19 20 15 18 44 47 32 36
2 1 5 27 49 0 34 52 95 5 68

Table 4.29: Points Current and Last Season and Team Value Class: Combination
Included
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Results

In Table 4.30, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see in
the table below, every algorithm except for the ensemble benefits from the inclusion
of the feature category combination features. On average, performance increases
by 0.5% when including the feature category combination features. This indicates
that the inclusion can increase the accuracy of a model that predicts the outcome of
a football match.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 50.6% on average. This means that this fea-
ture selection increases the prediction accuracy by 4.7%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 51.1%. This means that the delta between the inclusion and exclusion of
the feature category combination features is 0.5%. When dividing this delta with
the delta between the feature selection that excludes the feature category combi-
nation features and the home win percentage, we can find the actual performance
increase or in other words the effect of the inclusion of the feature category combi-
nation features. For the selected feature category combination features the actual
performance increase is 10.6%. When using the same data in a more elaborate
way, an increase of 10.6% can be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.479 0.487 0.008
XGBoost 0.469 0.478 0.009
Logistic Regression 0.532 0.535 0.003
Support Vector Machine 0.525 0.533 0.008
Ensemble 0.523 0.521 -0.002
Average 0.506 0.511 0.005

Table 4.30: Points Current and Last Season and Team Value Class: Results

4.7.4 Summary

In this subsection, we will look at the results of the whole feature category combi-
nation. We made use of three different feature category combination feature sets
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to evaluate whether the use of this feature category combination can improve the
prediction accuracy. In Table 4.31, we can find the delta between the prediction
accuracy when using the feature selection that excludes the feature category com-
bination features and the home win percentage. The delta will be positive when the
prediction accuracy while using the feature selection that excludes the feature cat-
egory combination features is higher than the home win percentage. Also, we can
find the delta between the prediction accuracy when using the feature selection that
includes the feature category combination features and the home win percentage.
The delta will be positive when the prediction accuracy while using the feature selec-
tion that includes the feature category combination features is higher than the home
win percentage. When taking these two values into account, one can find out the
delta between the prediction accuracies when including and excluding the feature
category combination features. The delta will be positive when the prediction accu-
racy while using the feature selection that includes the feature category combination
features is higher than the prediction accuracy while using the feature selection that
excludes the feature category combination features. When dividing this delta with
the delta between the prediction accuracy when using the feature selection that ex-
cludes the feature category combination features and the home win percentage, we
can find the actual performance or in other words the effect of the inclusion of the
feature category combination features compared to the effect of the feature selection
that excludes them. This value is a percentage which can be positive and negative.
As we can see in the table below, for each of the feature category combination sets
the delta between the home win percentage and the prediction accuracy when us-
ing the feature selection that includes the feature category combination features is
larger than the delta between the home win percentage and the prediction accuracy
when using the feature selection that excludes the feature category combination
features. We can also observe that all three feature category combination feature
sets can be seen as worthwhile. The combination between points last season and
team value class performed the best achieving an actual performance increase of
33.3%. The combination between points current season and team value class can
barely be seen as worthwhile due to achieving the minimum actual performance in-
crease of 10.0%. On average, the feature category combination achieved an actual
performance increase of 18.0% which means that it can be seen as worthwhile.
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Feature Category
Combination Features

Delta Combination
Excluded Home Win

Delta Combination
Included Home Win

Delta Combination Included
and Combination Excluded

Increase Actual
Performance

Points Current Season
and Team Value Class

5.0% 5.5% 0.5% 10.0%

Points Last Season
and Team Value Class

3.6% 4.8% 1.2% 33.3%

Points Current and Last
Season and Team Value Class

4.7% 5.2% 0.5% 10.6%

Average 4.4% 5.2% 0.7% 18.0%

Table 4.31: Team Performance and Team Value: Results

4.8 Past Match Statistics and Team Value

This category combines the feature categories past match statistics and team value.
Past Match Statistics can be represented by several features. Examples of features
are goals scored, goals conceded, shots on target and ball possession. Obviously,
there are many more that can represent this feature category. In the previous fea-
ture category combination, we already described team value in quite some detail.
The way this feature category will be used will be unchanged. The main idea of
this feature category combination is to look at a past match statistics with respect
to the team value class of the opponent. Features that reflect past match statis-
tics against a specific group of opponents can potentially be used to improve the
prediction model.

4.8.1 Goals Scored and Team Value Class

The next feature category combination feature set we are going to examine is the
combination between goals scored this season and team value class. When using
standard feature creation we would look at four features regarding the amount of
goals scored by the home and away team during this season and their team value
classes. But when taking into account combination feature creation, we would also
look at features regarding the amount of goals scored by the home and away team
against the team value class of the opponent during this season. As we can see in
Figure 4.12, both of the feature categories are necessary to create these features.
Before we will describe the results, we will explain what data is being used for training
and testing.
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Figure 4.12: Goals Scored and Team Value Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist of
four features next to the target feature, ”FTR”. Namely, ”TVH”, ”TVA”, ”GSH”, and
”GSA”, as we can see in Table 4.32. ”FTR” represents the outcome of the football
match. It can only be a 0, 1 or 2 which represent a home win, a draw and an away
win, respectively. The features ”TVH” and ”TVA” represent the class of the home and
away team based on their team value. The features ”GSH” and ”GSA” represent the
goals scored this season by the home and away team. As mentioned before, ”TVH”
and ”TVA” can be integers from 1 to 5 where 1 represents the worst class and 5
represents the best class. ”GSH” and ”GSA” are integers as well but can range from
0 to infinity. In the worst case where a team would not score at all, it would still be
zero till the end of the season. In the best case where a team scores a lot, it would
be very high at the end of the season.

FTR TVH TVA GSH GSA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞)
0 4 1 14 9
2 1 1 7 10
2 2 1 5 14
0 5 4 9 29
1 1 1 16 12

Table 4.32: Goals Scored and Team Value Class: Combination Excluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
another two features, namely ”GSTVH” and ”GSTVA”. An example of the relevant
data containing all features can be found in Table 4.33. ”GSTVH” and ”GSTVA”
represent the amount of goals scored by the home and away team against the op-
ponent’s team value class. These features are integers. Their minimum is zero
when a team does not score against a specific class in the season. And there is no
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maximum due to the team being allowed to score as much as they can against a
specific class in the season.

FTR TVH TVA GSH GSA GSTVH GSTVA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞) (0-∞) (0-∞)
0 4 1 14 9 10 0
2 1 1 7 10 3 8
2 2 1 5 14 2 1
0 5 4 9 29 2 0
1 1 1 16 12 8 10

Table 4.33: Goals Scored and Team Value Class: Combination Included

Results

In Table 4.34, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see in
the table below, most algorithms benefit from the inclusion of the feature category
combination features. Especially, the random forest algorithm whose performance
is increased by 3.0%. The performance of logistic regression and support vector
machine do not change when including the feature category combination features.
On average, performance increases by 0.8% when including the feature category
combination features. This indicates that the inclusion can increase the accuracy of
a model that predicts the outcome of a football match.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 50.5% on average. This means that this fea-
ture selection increases the prediction accuracy by 4.6%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 51.3%. This means that the delta between the inclusion and exclusion of
the feature category combination features is 0.8%. When dividing this delta with
the delta between the feature selection that excludes the feature category combi-
nation features and the home win percentage, we can find the actual performance
increase or in other words the effect of the inclusion of the feature category combi-
nation features. For the selected feature category combination features the actual
performance increase is 17.4%. When using the same data in a more elaborate
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way, an increase of 17.4% can be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.447 0.477 0.030
XGBoost 0.483 0.488 0.005
Logistic Regression 0.538 0.538 0.000
Support Vector Machine 0.531 0.531 0.000
Ensemble 0.526 0.531 0.005
Average 0.505 0.513 0.008

Table 4.34: Goals Scored and Team Value Class: Results

4.8.2 Goals Conceded and Team Value Class

The next feature category combination feature set we are going to examine is the
combination between goals conceded this season and team value class. When
using standard feature creation we would look at four features regarding the amount
of goals conceded by the home and away team during this season and their team
value classes. But when taking into account combination feature creation, we would
also look at features regarding the amount of goals conceded by the home and away
team against the team value class of the opponent during this season. As we can
see in Figure 4.13, both of the feature categories are necessary to create these
features. Before we will describe the results, we will explain what data is being used
for training and testing.

Figure 4.13: Goals Conceded and Team Value Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist of
four features next to the target feature, ”FTR”. Namely, ”TVH”, ”TVA”, ”GCH”, and
”GCA”, as we can see in Table 4.35. ”FTR” represents the outcome of the football
match. It can only be a 0, 1 or 2 which represent a home win, a draw and an away
win, respectively. The features ”TVH” and ”TVA” represent the class of the home and
away team based on their team value. The features ”GCH” and ”GCA” represent the
goals conceded this season by the home and away team. As mentioned before,
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”TVH” and ”TVA” can be integers from 1 to 5 where 1 represents the worst class
and 5 represents the best class. ”GCH” and ”GCA” are integers as well but can
range from 0 to infinity. In the worst case where a team would concede many goals,
it would be very high at the end of the season. In the best case where a team
concedes no goals, it would be zero at the end of the season.

FTR TVH TVA GCH GCA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞)
0 4 1 8 15
2 1 1 14 7
2 2 1 4 11
0 5 4 7 8
1 1 1 12 11

Table 4.35: Goals Conceded and Team Value Class: Combination Excluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
another two features, namely ”GCTVH” and ”GCTVA”. An example of the relevant
data containing all features can be found in Table 4.36. ”GCTVH” and ”GCTVA”
represent the amount of goals conceded by the home and away team against the
opponent’s team value class. These features are integers. Their minimum is zero
when a team does not concede any goals against a specific class in the season.
And there is no maximum due to the opponent being allowed to score as much as
they can against a specific class in the season.

FTR TVH TVA GCH GCA GCTVH GCTVA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞) (0-∞) (0-∞)
0 4 1 8 15 3 4
2 1 1 14 7 3 2
2 2 1 4 11 2 1
0 5 4 7 8 1 0
1 1 1 12 11 2 10

Table 4.36: Goals Conceded and Team Value Class: Combination Included

Results

In Table 4.37, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature

89



selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see in
the table below, most algorithms benefit from the inclusion of the feature category
combination features. Especially, the random forest algorithm whose performance is
increased by 3.8%. The performance of XGBoost does not change when including
the feature category combination features. On average, performance increases by
1.0% when including the feature category combination features. This indicates that
the inclusion can increase the accuracy of a model that predicts the outcome of a
football match.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 50.3% on average. This means that this fea-
ture selection increases the prediction accuracy by 4.4%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 51.3%. This means that the delta between the inclusion and exclusion of
the feature category combination features is 1.0%. When dividing this delta with
the delta between the feature selection that excludes the feature category combi-
nation features and the home win percentage, we can find the actual performance
increase or in other words the effect of the inclusion of the feature category combi-
nation features. For the selected feature category combination features the actual
performance increase is 22.7%. When using the same data in a more elaborate
way, an increase of 22.7% can be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.437 0.475 0.038
XGBoost 0.486 0.486 0.000
Logistic Regression 0.537 0.539 0.002
Support Vector Machine 0.527 0.532 0.005
Ensemble 0.526 0.531 0.005
Average 0.503 0.513 0.010

Table 4.37: Goals Conceded and Team Value Class: Results

4.8.3 Goals Scored and Conceded and Team Value Class

The next feature category combination feature set we are going to examine is the
combination between goals scored and goals conceded this season and team value
class. When using standard feature creation we would look at six features regarding
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the amount of goals scored and goals conceded by the home and away team during
this season and their team value classes. But when taking into account combina-
tion feature creation, we would also look at features regarding the amount of goals
scored and goals conceded by the home and away team against the team value
class of the opponent during this season. As we can see in Figure 4.14, both of the
feature categories are necessary to create these features. Before we will describe
the results, we will explain what data is being used for training and testing.

Figure 4.14: Goals Scored and Conceded and Team Value Class

Combination Excluded

When taking into account standard feature creation, the relevant data will consist of
six features next to the target feature, ”FTR”. Namely, ”TVH”, ”TVA”, ”GSH”, GSA””,
”GCH”, and ”GCA”, as we can see in Table 4.38. ”FTR” represents the outcome of
the football match. It can only be a 0, 1 or 2 which represent a home win, a draw
and an away win, respectively. The features ”TVH” and ”TVA” represent the class
of the home and away team based on their team value. The features ”GSH” and
”GSA” represent the goals scored this season by the home and away team. The
features ”GCH” and ”GCA” represent the goals conceded this season by the home
and away team. As mentioned before, ”TVH” and ”TVA” can be integers from 1 to
5 where 1 represents the worst class and 5 represents the best class. ”GSH” and
”GSA” are integers as well but can range from 0 to infinity. In the worst case where
a team would not score at all, it would still be zero till the end of the season. In the
best case where a team scores a lot, it would be very high at the end of the season.
”GCH” and ”GCA” are integers as well and can also range from 0 to infinity. In the
worst case where a team would concede many goals, it would be very high at the
end of the season. In the best case where a team concedes no goals, it would be
zero at the end of the season.
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FTR TVH TVA GSH GSA GCH GCA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞) (0-∞) (0-∞)
0 4 1 14 9 8 15
2 1 1 7 10 14 7
2 2 1 5 14 4 11
0 5 4 9 29 7 8
1 1 1 16 12 12 11

Table 4.38: Goals Scored and Conceded and Team Value Class: Combination Ex-
cluded

Combination Included

When taking into account combination feature creation, the relevant data will contain
another four features, namely ”GSTVH”, ”GSTVA”, ”GCTVH”, and ”GCTVA”. An
example of the relevant data containing all features can be found in Table 4.39.
”GSTVH” and ”GSTVA” represent the amount of goals scored by the home and
away team against the opponent’s team value class. These features are integers.
Their minimum is zero when a team does not score against a specific class in the
season. And there is no maximum due to the team being allowed to score as much
as they can against a specific class in the season. ”GCTVH” and ”GCTVA” represent
the amount of goals conceded by the home and away team against the opponent’s
team value class. These features are integers. Their minimum is zero when a team
does not concede any goals against a specific class in the season. And there is no
maximum due to the opponent being allowed to score as much as they can against
a specific class in the season.

FTR TVH TVA GSH GSA GSTVH GSTVA GCH GCA GCTVH GCTVA
(0,1,2) (1-5) (1-5) (0-∞) (0-∞) (0-∞) (0-∞) (0-∞) (0-∞) (0-∞) (0-∞)
0 4 1 14 9 10 0 8 15 3 4
2 1 1 7 10 3 8 14 7 3 2
2 2 1 5 14 2 1 4 11 2 1
0 5 4 9 29 2 0 7 8 1 0
1 1 1 16 12 8 10 12 11 2 10

Table 4.39: Goals Scored and Conceded and Team Value Class: Combination In-
cluded

Results

In Table 4.40, the accuracies of the ten different models can be found. The two
different feature selections are used across five different algorithms. One feature
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selection that excludes the feature category combination features and one feature
selection that includes the feature category combination features. As we can see in
the table below, every algorithm except for XGBoost benefits from the inclusion of
the feature category combination features. On average, performance increases by
0.5% when including the feature category combination features. This indicates that
the inclusion can increase the accuracy of a model that predicts the outcome of a
football match.

What it does not say is whether this increase is worthwhile. To find that out,
we need the percentage of the class that is present the most. In other words, how
often you will be correct when guessing that the home team will win. This percent-
age is 45.9%. The feature selection that excludes the feature category combination
features has a prediction accuracy of 51.3% on average. This means that this fea-
ture selection increases the prediction accuracy by 5.4%. The feature selection that
includes the feature category combination features increases the prediction accu-
racy by 51.8%. The delta between the inclusion and exclusion of the feature cate-
gory combination features is 0.5%. When dividing this delta with the delta between
the feature selection that excludes the feature category combination features and
the home win percentage, we can find the actual performance increase or in other
words the effect of the inclusion of the feature category combination features. For
the selected feature category combination features the actual performance increase
is 9.3%. When using the same data in a more elaborate way, an increase of 9.3%
can not be seen as worthwhile.

Algorithm Combination Excluded Combination Included Delta
Random Forest 0.481 0.501 0.020
XGBoost 0.486 0.485 -0.001
Logistic Regression 0.537 0.538 0.001
Support Vector Machine 0.529 0.533 0.004
Ensemble 0.531 0.535 0.004
Average 0.513 0.518 0.005

Table 4.40: Goals Scored and Conceded and Team Value Class: Results

4.8.4 Summary

In this subsection, we will look at the results of the whole feature category combi-
nation. We made use of three different feature category combination feature sets
to evaluate whether the use of this feature category combination can improve the
prediction accuracy. In Table 4.41, we can find the delta between the prediction
accuracy when using the feature selection that excludes the feature category com-
bination features and the home win percentage. The delta will be positive when the
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prediction accuracy while using the feature selection that excludes the feature cat-
egory combination features is higher than the home win percentage. Also, we can
find the delta between the prediction accuracy when using the feature selection that
includes the feature category combination features and the home win percentage.
The delta will be positive when the prediction accuracy while using the feature selec-
tion that includes the feature category combination features is higher than the home
win percentage. When taking these two values into account, one can find out the
delta between the prediction accuracies when including and excluding the feature
category combination features. The delta will be positive when the prediction accu-
racy while using the feature selection that includes the feature category combination
features is higher than the prediction accuracy while using the feature selection that
excludes the feature category combination features. When dividing this delta with
the delta between the prediction accuracy when using the feature selection that ex-
cludes the feature category combination features and the home win percentage, we
can find the actual performance or in other words the effect of the inclusion of the
feature category combination features compared to the effect of the feature selection
that excludes them. This value is a percentage which can be positive and negative.
As we can see in the table below, for each of the feature category combination sets
the delta between the home win percentage and the prediction accuracy when us-
ing the feature selection that includes the feature category combination features is
larger than the delta between the home win percentage and the prediction accuracy
when using the feature selection that excludes the feature category combination
features. We can also observe that two of the three feature category combination
feature sets can be seen as worthwhile. The combination between goals scored and
conceded and team value class only had an actual performance increase of 9.3%
which means it cannot be seen as worthwhile. The combination between goals con-
ceded and team value class performed the best achieving an actual performance
increase of 22.7%. On average, the feature category combination achieved an ac-
tual performance increase of 16.5% which means that it can be seen as worthwhile.

Feature Category
Combination Features

Delta Combination
Excluded Home Win

Delta Combination
Included Home Win

Delta Combination Included
and Combination Excluded

Increase Actual
Performance

Goals Scored and
Team Value Class

4.6% 5.4% 0.8% 17.4%

Goals Conceded and
Team Value Class

4.4% 5.4% 1.0% 22.7%

Goals Scored and Conceded
and Team Value Class

5.4% 5.8% 0.5% 9.3%

Average 4.8% 5.5% 0.8% 16.5%

Table 4.41: Past Match Statistics and Team Value: Results
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4.9 Discussion

In this section, we will take a look at all feature category combinations that we have
explored in this chapter. We looked at four different feature category combinations,
namely team performance and team rating (TPTR), past match statistics and team
rating (PMSTR), team performance and team value (TPTV), and past match statis-
tics and team value (PMSTV). In Table 4.42, we can find the average delta between
the prediction accuracy when using the feature selection that excludes the feature
category combination features and the home win percentage. The delta will be pos-
itive when the prediction accuracy while using the feature selection that excludes
the feature category combination features is higher than the home win percentage.
Also, we can find the average delta between the prediction accuracy when using the
feature selection that includes the feature category combination features and the
home win percentage. The delta will be positive when the prediction accuracy while
using the feature selection that includes the feature category combination features is
higher than the home win percentage. When taking these two values into account,
one can find out the average delta between the prediction accuracies when including
and excluding the feature category combination features. The delta will be positive
when the prediction accuracy while using the feature selection that includes the
feature category combination features is higher than the prediction accuracy while
using the feature selection that excludes the feature category combination features.
When dividing this delta with the delta between the prediction accuracy when us-
ing the feature selection that excludes the feature category combination features
and the home win percentage, we can find the average actual performance or in
other words the effect of the inclusion of the feature category combination features
compared to the effect of the feature selection that excludes them. This value is a
percentage which can be positive and negative. As we can see in the table below,
for each of the feature category combinations the delta between the home win per-
centage and the prediction accuracy when using the feature selection that includes
the feature category combination features is larger than the delta between the home
win percentage and the prediction accuracy when using the feature selection that
excludes the feature category combination features. We can also observe that all
feature category combinations can be seen as worthwhile. On average, the feature
selections that include the feature category combination features perform 16.2%
better than the feature selections that exclude the feature category combination fea-
tures. The feature category combination team performance and team value is the
best performing combination achieving an average actual performance increase of
18.0%.
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Feature Category
Combination

Delta Combination
Excluded Home Win

Delta Combination
Included Home Win

Delta Combination Included
and Combination Excluded

Increase Actual
Performance

TPTR 4.3% 5.0% 0.7% 16.5%
PMSTR 4.9% 5.6% 0.7% 13.6%
TPTV 4.4% 5.2% 0.7% 18.0%
PMSTV 4.8% 5.5% 0.8% 16.5%
Average 4.6% 5,3% 0.7% 16.2%

Table 4.42: Feature Category Combinations: Results

4.10 Key Takeaways

In the beginning of this chapter, we explained that there are many possible feature
category combinations but that most feature categories do not fit well together due
to not providing new information or information which directly relates to the outcome
of a football match. This resulted in us choosing to explore four feature category
combinations that we believed would have the best chance of improving the predic-
tion models directly. Next to that, we reasoned which feature category combination
features could be useful and came up with twelve sets of feature category combi-
nation features. As became clear in the last section, these four feature category
combinations can be seen as worthwhile. On average, the feature selections that
include the feature category combination features performed 16.2% better than the
feature selections that exclude the feature category combination features. This leads
to the conclusion that the use of these feature category combinations and the cho-
sen feature category combination features can indeed be seen as worthwhile and
used to increase the accuracy of a model that predicts the outcome of a football
match. The feature category combination team performance and team value was
the best performing combination achieving an average actual performance increase
of 18.0%.
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Chapter 5

Ensembles: Modelling & Evaluating

This chapter describes what ensembles can be created out of the promising al-
gorithms that we found in our literature review and whether these can be used to
increase the prediction accuracy of a model that predicts the outcome of a football
match. During this chapter we will go through the modelling and evaluation phase of
the second CRISP-DM cycle, as illustrated in Table 3.1. Next to that, we will make
use of the last step of the machine learning pipeline which is displayed in Figure
3.2. In Section 5.1, we will explain the general idea behind ensembles consisting of
the promising algorithms and what possible ensembles we are going to evaluate. In
Section 5.2, we will describe how we are going to model and evaluate these ensem-
bles while taking into account several feature selections and the best parameters for
each algorithm to properly assess whether an ensemble can increase the prediction
accuracy in this area. In Section 5.3, we will discuss the used feature selection meth-
ods and explain how these work. In Section 5.4, the hyperparameter optimisation
will be described. In Section 5.5, the performance of the random forest algorithm
and the possible ensembles that make use of this algorithm will be compared. In
Section 5.6, the performance of the XGBoost algorithm and the possible ensembles
that make use of this algorithm will be compared. In Section 5.7, the performance of
logistic regression and the possible ensembles that make use of this algorithm will
be compared. In Section 5.8, the performance of the support vector machine and
the possible ensembles that make use of this algorithm will be compared. In Section
5.9, we will discuss our findings. In Section 5.10, we will describe the key takeaways
of this chapter.

5.1 Ensembles consisting of Promising Algorithms

In the literature review, it became clear that ensembles that make use of different
algorithms could potentially be used to increase the prediction accuracy of a model
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that predicts the outcome of a football match. Ensembles that make use of differ-
ent algorithms can used in the same way as any individual algorithm but make use
of multiple algorithms. Next to that, we found a group of algorithms which could
be labeled as promising due to consistently achieving a higher accuracy than other
algorithms. This suggests that ensembles consisting of promising algorithms have
a great chance of increasing the prediction accuracy in this area. There are many
ways to build an ensemble that consists of the promising algorithms. Namely, you
could use all of them of just a subset. Also, you could make the algorithms in an
ensemble equally weighted or make some more important. The total amount of com-
binations one could make with the promising algorithms is eleven. There are four
promising algorithms, namely, random forest, XGBoost, logistic regression and sup-
port vector machine. With these four, one could make six combinations containing
two algorithms, four combinations containing three algorithms and one combination
containing all algorithms. Next to the combinations, the weight distribution or impor-
tance of each algorithm could be used to create a better ensemble. These can be
any integer. They can be equally weighted or totally different. To get a good idea
about good weight distributions, we will take into account a range from 1 to 4. This
means that when testing the combination containing all algorithms, we will have to
test 256 different ensembles. As predicting the outcome of a football match is a clas-
sification problem, we chose to work with a voting classifier that makes use of hard
voting. In other words, the class with the most votes will be chosen. Each algorithm
that is a part of the ensemble that is being tested casts a vote for a prediction class.
This vote can be worth more than the other vote due to the weight distribution. All
votes are summed up and the class with most votes will be the prediction class of
the ensemble.

5.2 Modelling and Evaluation Process

To be able to assess whether ensembles can be used to increase the prediction ac-
curacy of a model that predicts the outcome of a football match, we will need to com-
pare the ensembles with the individual algorithms while taking into account multiple
scenarios in which these individual algorithms perform optimally. This means that
we will have to create several feature selections and apply hyperparameter optimi-
sation before we create the ensembles. In Figure 5.1, the needed feature selection
criteria, hyperparameter optimisation and comparison of the models are properly
displayed. As we can see in the figure, we make use of three different feature selec-
tion criteria. Two of these are independent and one is dependent on the algorithms.
This means that the feature selection criteria in total will result in six feature se-
lections. A complete feature selection, a feature selection created using Pearson
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correlation coefficient, and four feature selections created using the Fisher’s Score
ranking. The next step to make sure these algorithms perform optimally in these sce-
nario’s is hyperparameter optimisation. For every feature selection, we will look for
the best parameters for each algorithm in terms of accuracy. When these are found,
the ensembles can be created. The evaluation of the individual algorithms and the
ensembles will be divided into four parts where we compare each individual algo-
rithm with the ensembles that contain the individual algorithm. Such a comparison
will be divided into three parts where we first compare the individual algorithm and
the ensembles using two different algorithms. Followed by the comparison of the
individual algorithm and the ensembles using three different algorithms and, finally,
the comparison of the individual algorithm and the ensembles using four different
algorithms. The accuracies of the individual algorithms and the ensembles will be
compared over the relevant feature selections. Namely, the complete feature selec-
tion, the Pearson correlation coefficient feature selection and the relevant Fisher’s
Score feature selection.

When the comparisons have been made, we can find out whether the use of the
most beneficial ensembles is worthwhile or that the investment is not worth it. To find
that out we need to take a look at the actual performance increase. The actual per-
formance increase is the increase in prediction accuracy of the ensemble minus the
increase in prediction accuracy of the individual algorithm divided by the increase
in prediction accuracy of the individual algorithm. When the actual performance in-
crease is higher than 5.0%, we believe the use of the ensemble to be worthwhile
due to the only having to create the ensemble while not having to bother to collect
and familiarize yourself with the data. There won’t be any features that have to be
modified but the use of an ensemble would cost somewhat more resources due to
using multiple algorithms. As mentioned above, to calculate the actual performance
increase, we must find out what the increase in prediction accuracy due to the in-
dividual algorithm and the ensembles. To do that we need to take into account the
ratio of the class that is present the most. This class represents the home team win-
ning and the home win percentage is 45.9%. In case the prediction accuracy of the
individual algorithm is 49.9% the prediction accuracy increase is 4.0%. This means
that for ensemble to be labeled as worthwhile the increase in prediction accuracy
must be 4.2% or higher. In other words, the prediction accuracy must be 51.1% or
higher.
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Figure 5.1: Modelling and Evaluation Process

5.3 Feature Selections

To fully assess whether ensembles could provide a better accuracy in this area than
an individual algorithm, we made use of different feature selections. One feature
selection which contains all features used in Chapter4, a feature selection created
using Pearson correlation coefficient, and four feature selections created using the
Fisher’s Score ranking. To create all feature selections, except the complete feature
selection, we made use of two filter feature selection methods. One dependent on
the algorithm of the model and one independent of the algorithm of the model. We
chose for these two filter feature selection methods due to the big amount of features
we could use and their dependence/independence. Having many features makes it
very difficult to run every possible feature combination to find the best one due to the
big amount of possible combinations. Also, to get a good idea of whether ensem-
bles could provide a better the accuracy in this area than an individual algorithm,
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we decided that we needed a feature selection method which is dependent on the
algorithm of the model and a feature selection method which is independent of the
algorithm of the model.

5.3.1 Complete Feature Selection

The list of features we used in Chapter4 can be found in Table 5.1. The complete
feature selection (CFS) contains every of these 28 features.

TRH PTRA LPTVH GSTVA
TRA PTVH LPTVA GCH
TVH PTVA GSH GCA
TVA LPH GSA GCTRH
PH LPA GSTRH GCTRA
PA LPTRH GSTRA GCTVH
PTRH LPTRA GSTVH GCTVA

Table 5.1: Complete Feature Selection

5.3.2 Pearson Correlation Coefficient Feature Selection

The idea of Pearson correlation coefficient is that good features are highly correlated
with the target feature and uncorrelated amongst themselves. The Pearson correla-
tion coefficient feature selection (PCCFS) is created in two steps and independent
of the algorithm of the model. The first step is selecting features that are correlated
with the target feature. We call this selection the relevant features. The second step
is selecting the relevant features that are not correlated with any other features from
this set or are correlated the most with the target feature. In case they are correlated
with another feature in this set, we select the one that is correlated the most with the
target feature. We do this because when two features are correlated, we can predict
one from the other. Therefore, the model only really needs one of them.

As mentioned above, the first step is to find the features that are correlated with
the target feature. The easiest way to do this is create a heat map containing the
correlations between all features and thus also the target feature. The heat map
is displayed in Figure 5.2. When looking at this heat map, we can find out which
features are relevant features and are correlated with the target feature the most.
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Figure 5.2: Pearson Correlation Coefficient Heat Map

When selecting the relevant features we made use use of a threshold of 0.25.
The relevant features and their correlation with the target feature can be found in
Table 5.2.
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Feature Correlation FTR
TRH -0.291377
TRA 0.278276
TVH -0.286619
TVA 0.292344
LPH -0.265221
LPA 0.255368
LPTRA 0.275324
LPTVH -0.323730
LPTVA 0.333190

Table 5.2: Pearson Correlation Coefficient Relevant Features

The next step is to find out which of the relevant features are not correlated with
any other features from this set or are correlated the most with the target feature. To
do this, a heat map containing the correlations between the relevant features should
be created. The heat map is displayed in Figure 5.3.

Figure 5.3: Pearson Correlation Coefficient Heat Map Relevant Features

When selecting which relevant features correlated amongst themselves, we made
use of a threshold of 0.75. In Table 5.3, we can see what features are dropped due
to being correlated amongst the other relevant features. The procedure of dropping
features can be done in multiple ways but when starting the procedure with the fea-
ture that is correlating the most with the target feature, we make sure we do not
drop any features too soon. According to the heat map, there are more correlated
relevant features than these four cases. But when looking at these cases, we see
that it concerns already dropped features which means that we did not forget to drop
any features.
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Relevant Feature 1 Relevant Feature 2 Dropped Feature
TVH LPTVA TVH
TVA LPTVH TVA
TRH LPH LPH
TRA LPA LPA

Table 5.3: Pearson Correlation Coefficient Drop Correlating Relevant Features

After dropping the correlated and weak relevant features, there are five features
left. These features together form the Pearson correlation coefficient feature selec-
tion and can be found in Table 5.4.

TRH
TRA
LPTRA
LPTVH
LPTVA

Table 5.4: Pearson Correlation Coefficient Feature Selection

5.3.3 Fisher’s Score Feature Selections

Fisher’s score is one of the most widely used supervised feature selection methods.
It returns the ranks of the features based on the fisher’s score in descending order.
To find the most suitable feature selection for an algorithm, we start by adding fea-
tures to the potential feature selection based on their rank. The first potential feature
selection contains only the first feature based on the ranking. The second potential
feature selection contains the first and the second feature based on the ranking.
This means that we will have 28 potential feature selections. Finally, you choose
the potential feature selection with the highest accuracy for that particular algorithm.
This feature selection method is dependent on the algorithm of the model due to the
fact that the selection is highly influenced by the performance of an algorithm with
a subset of the features. The ranking of every feature we used in Chapter4 can be
found in Table 5.5.
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n Feature n Feature
1 LPTRH 15 GSTVH
2 GCTVA 16 GSTVA
3 GCTRA 17 PTVH
4 LPTRA 18 PTVA
5 GCTRH 19 GCA
6 GSA 20 LPA
7 LPTVH 21 PH
8 GCTVH 22 GCH
9 GSH 23 LPH
10 LPTVA 24 TRA
11 GSTRA 25 PA
12 PTRA 26 TVH
13 GSTRH 27 TRH
14 PTRH 28 TVA

Table 5.5: Fisher’s Score Ranking

Random Forest

As we can see in Table 5.6, the random forest algorithm performs best with the
feature selection containing the first 14 features of the fisher’s score ranking. There
are multiple feature selections which have an accuracy of 52.0% but these are larger
and therefore contain features that do not add any new information. From now on
this feature selection will be referred to as fisher-14 feature selection (F14FS).
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n Feature Random Forest n Feature Random Forest
1 LPTRH 0.501 15 GSTVH 0.514
2 GCTVA 0.434 16 GSTVA 0.516
3 GCTRA 0.442 17 PTVH 0.52
4 LPTRA 0.463 18 PTVA 0.516
5 GCTRH 0.473 19 GCA 0.519
6 GSA 0.478 20 LPA 0.507
7 LPTVH 0.496 21 PH 0.508
8 GCTVH 0.498 22 GCH 0.506
9 GSH 0.507 23 LPH 0.507
10 LPTVA 0.506 24 TRA 0.508
11 GSTRA 0.51 25 PA 0.505
12 PTRA 0.513 26 TVH 0.506
13 GSTRH 0.516 27 TRH 0.511
14 PTRH 0.52 28 TVA 0.507

Table 5.6: Fisher’s Score Random Forest

XGBoost

As we can see in Table 5.7, the XGBoost algorithm performs best with the feature
selection containing only the first feature of the fisher’s score ranking. From now
on this feature selection will be referred to as fisher-1 feature selection (F1FS). This
result is a quite remarkable and suggests that the algorithm in its current form is
overfitting. This means that it is possible that other feature selections could be more
suitable to fully assess whether ensembles could provide a better accuracy in this
area than the XGBoost algorithm. But do the fact that we do not apply hyperparame-
ter optimisation before creating the feature selections and create them based on the
default algorithm, the feature selection that will used is the fisher-1 feature selection.

106



n Feature XGBoost n Feature XGBoost
1 LPTRH 0.503 15 GSTVH 0.49
2 GCTVA 0.477 16 GSTVA 0.487
3 GCTRA 0.474 17 PTVH 0.485
4 LPTRA 0.474 18 PTVA 0.495
5 GCTRH 0.469 19 GCA 0.494
6 GSA 0.467 20 LPA 0.473
7 LPTVH 0.472 21 PH 0.471
8 GCTVH 0.471 22 GCH 0.479
9 GSH 0.479 23 LPH 0.485
10 LPTVA 0.48 24 TRA 0.488
11 GSTRA 0.49 25 PA 0.493
12 PTRA 0.487 26 TVH 0.475
13 GSTRH 0.487 27 TRH 0.482
14 PTRH 0.489 28 TVA 0.483

Table 5.7: Fisher’s Score XGBoost

Logistic Regression

As we can see in Table 5.8, the logistic regression algorithm performs best with the
feature selection containing the first 10 features of the fisher’s score ranking. There
are multiple feature selections which have an accuracy of 53.5% but these are larger
and therefore contain features that do not add any new information. From now on
this feature selection will be referred to as fisher-10 feature selection F10FS.
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n Feature Logistic Regression n Feature Logistic Regression
1 LPTRH 0.504 15 GSTVH 0.535
2 GCTVA 0.501 16 GSTVA 0.535
3 GCTRA 0.506 17 PTVH 0.534
4 LPTRA 0.519 18 PTVA 0.534
5 GCTRH 0.518 19 GCA 0.535
6 GSA 0.52 20 LPA 0.522
7 LPTVH 0.526 21 PH 0.523
8 GCTVH 0.527 22 GCH 0.524
9 GSH 0.534 23 LPH 0.524
10 LPTVA 0.535 24 TRA 0.526
11 GSTRA 0.534 25 PA 0.526
12 PTRA 0.534 26 TVH 0.529
13 GSTRH 0.534 27 TRH 0.528
14 PTRH 0.534 28 TVA 0.529

Table 5.8: Fisher’s Score Logistic Regression

Support Vector Machine

As we can see in Table 5.9, the support vector machine algorithm performs best
with the feature selection containing the first 12 features of the fisher’s score rank-
ing.From now on this feature selection will be referred to as fisher-12 feature selec-
tion F12FS.
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n Feature Support Vector Machine n Feature Support Vector Machine
1 LPTRH 0.504 15 GSTVH 0.535
2 GCTVA 0.505 16 GSTVA 0.535
3 GCTRA 0.509 17 PTVH 0.534
4 LPTRA 0.517 18 PTVA 0.534
5 GCTRH 0.518 19 GCA 0.535
6 GSA 0.528 20 LPA 0.522
7 LPTVH 0.533 21 PH 0.523
8 GCTVH 0.532 22 GCH 0.524
9 GSH 0.537 23 LPH 0.524
10 LPTVA 0.537 24 TRA 0.526
11 GSTRA 0.539 25 PA 0.526
12 PTRA 0.54 26 TVH 0.529
13 GSTRH 0.539 27 TRH 0.528
14 PTRH 0.539 28 TVA 0.529

Table 5.9: Fisher’s Score Support Vector Machine

5.4 Hyperparameter Optimisation

To be able to evaluate the individual algorithms and ensembles properly, we need
to make sure they perform optimally in for all feature selections. This can be done
by optimising the hyperparameters used by the algorithms. Our hyperparameter
optimisation process is displayed in Figure 5.4. It contains two steps and a best
parameter combination as a result. The first step is the randomised search which
is done for the random forest algorithm and the XGBoost algorithm for every feature
selection. The reason that a randomised search is necessary for these algorithm
is that they have many important parameters that can have quite a broad range of
values. Randomised search does not take a look at every parameter combination
but a random set. As a result of the randomised search, the parameter area which
is beneficial to the algorithm will have been discovered. The next step is the grid
search. The grid search is much more precise and does take a look at every pa-
rameter combination that exists in the range selected by us. It will look for the best
parameter combination for every possible combination between the algorithms and
feature selections. As we can see in the figure, there are six feature selections and
four algorithms which result in 24 best parameter combinations.
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Figure 5.4: Hyperparameter Optimisation Process

We took into account typical values for the parameters. The ranges and possible
values for each parameter are displayed in Table 5.10.

P
Random
Forest

P XGBoost P
Logistic
Regression

P
Support Vector
Machine

max depth 10-100, None colsample bytree 0.5-1.0 C 1e-3-1e5 C 1e-2-1e3
max features log2/sqrt learning rate 0.01-0.2 penalty none, l1, l2, elasticnet gamma 1e-4-1e1, scale
min samples leaf 1-30 max depth 1-10 solver newton-cg, lbfgs, liblinear
min samples split 1-30 min child weight 1-30
n estimators 100-2000 n estimators 100-2000

subsample 0.5-1.0

Table 5.10: Hyperparameter Optimisation Range

5.4.1 Complete Feature Selection

In Table 5.11, the best parameters for the algorithms while using the complete fea-
ture selection are displayed.

P
Random
Forest

P XGBoost P
Logistic
Regression

P
Support Vector
Machine

max depth 65 colsample bytree 0.9 C 0.001 C 1.0
max features sqrt learning rate 0.1 penalty l2 gamma 0.0001
min samples leaf 20 max depth 1 solver newton-cg
min samples split 15 min child weight 10
n estimators 1200 n estimators 100

subsample 0.7

Table 5.11: Hyperparameter Optimisation Complete
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5.4.2 Pearson Correlation Coefficient Feature Selection

In Table 5.12, the best parameters for the algorithms while using the Pearson corre-
lation coefficient feature selection are displayed.

P
Random
Forest

P XGBoost P
Logistic
Regression

P
Support Vector
Machine

max depth 10 colsample bytree 1 C 0.01 C 100.0
max features log2 learning rate 0.1 penalty l1 gamma 0.001
min samples leaf 32 max depth 1 solver liblinear
min samples split 18 min child weight 12
n estimators 1900 n estimators 400

subsample 0.8

Table 5.12: Hyperparameter Optimisation Pearson Correlation

5.4.3 Fisher-1 Feature Selection

In Table 5.13, the best parameters for the algorithms while using the fisher-1 feature
selection are displayed.

P
Random
Forest

P XGBoost P
Logistic
Regression

P
Support Vector
Machine

max depth 10 colsample bytree 0.6 C 0.001 C 10.0
max features log2 learning rate 0.1 penalty none gamma 0.1
min samples leaf 2 max depth 4 solver newton-cg
min samples split 10 min child weight 25
n estimators 500 n estimators 1000

subsample 0.5

Table 5.13: Hyperparameter Optimisation Fisher-1 Feature Selection

5.4.4 Fisher-10 Feature Selection

In Table 5.14, the best parameters for the algorithms while using the fisher-10 feature
selection are displayed.

P
Random
Forest

P XGBoost P
Logistic
Regression

P
Support Vector
Machine

max depth 25 colsample bytree 0.9 C 0.001 C 1.0
max features log2 learning rate 0.05 penalty none gamma 0.0001
min samples leaf 22 max depth 4 solver newton-cg
min samples split 32 min child weight 20
n estimators 1700 n estimators 100

subsample 0.7

Table 5.14: Hyperparameter Optimisation Fisher-10 Feature Selection
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5.4.5 Fisher-12 Feature Selection

In Table 5.15, the best parameters for the algorithms while using the fisher-12 feature
selection are displayed.

P
Random
Forest

P XGBoost P
Logistic
Regression

P
Support Vector
Machine

max depth None colsample bytree 0.75 C 0.1 C 1.0
max features sqrt learning rate 0.05 penalty l1 gamma scale
min samples leaf 23 max depth 4 solver liblinear
min samples split 3 min child weight 2
n estimators 200 n estimators 50

subsample 0.5

Table 5.15: Hyperparameter Optimisation Fisher-12 Feature Selection

5.4.6 Fisher-14 Feature Selection

In Table 5.16, the best parameters for the algorithms while using the fisher-14 feature
selection are displayed.

P
Random
Forest

P XGBoost P
Logistic
Regression

P
Support Vector
Machine

max depth 40 colsample bytree 0.6 C 0.01 C 1.0
max features log2 learning rate 0.05 penalty l2 gamma scale
min samples leaf 18 max depth 2 solver newton-cg
min samples split 13 min child weight 23
n estimators 1800 n estimators 200

subsample 0.5

Table 5.16: Hyperparameter Optimisation Fisher-14 Feature Selection

5.5 Random Forest and Ensembles

In this section, we will compare the individual algorithm called random forest with
ensembles that make use of this algorithm including at least one other algorithm.
We will start with a comparison between the individual algorithm and the ensembles
using two algorithms. We will take a look at the best and worst performing ensem-
bles to get an idea which weight distribution and composition of algorithms have
potential to increase the prediction accuracy of a model that predicts the outcome
of a football match. We will evaluate the ensembles by taking into account the com-
plete feature selection, the Pearson correlation coefficient feature selection and the
Fisher-14 feature selection. After looking at the ensembles using two algorithms,
we will take a look at the ensembles using three algorithms and the ensembles us-
ing four algorithms. Finally, we will take a look at the best compositions of these
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three categories to find out whether a certain ensemble composition using a certain
amount of algorithms performs better than the individual algorithm and the other
ensemble compositions.

5.5.1 Ensembles using Two Algorithms

In this subsection, we will take a look at the ensembles that make use of two algo-
rithms of which one is the random forest algorithm. The ensemble compositions that
we will take a look at are:

• Random Forest and XGBoost

• Random Forest and Logistic Regression

• Random Forest and Support Vector Machine

Each ensemble composition has two algorithms which can differ in importance. Both
algorithms can have a weight ranging from 1 to 4. This means that there are 16
possible ensembles for each ensemble composition. In appendix B.1, the accuracies
of the models using the random forest algorithm and the accuracies of the models
using the ensembles can be found.

Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.17. As we can see in this table, there are a lot of ensembles that perform
better than the individual algorithm. The ensemble composition containing random
forest and XGBoost performs best, especially when the XGBoost algorithm is more
important than the random forest algorithm. When they are equally weighted, the en-
semble perform slightly worse on average but still better than all other compositions.
The second best composition contains random forest and support vector machine.
This ensemble composition performs best when they are equally weighted, followed
by the ensembles where support vector machine is dominant. Next to that, the best
ensemble in this category achieves accuracies of 53.3%, 54.1% and 53.6% for the
complete, Pearson correlation coefficient and Fisher-14 feature selections, respec-
tively.
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ALG RF XGB LR SVM CFS PCCFS F14FS Total
RF 1 0 0 0 0.527 0.538 0.536 1.601
E-2 1 2 0 0 0.533 0.541 0.536 1.610
E-3 1 3 0 0 0.533 0.541 0.536 1.610
E-4 1 4 0 0 0.533 0.541 0.536 1.610
E-7 2 3 0 0 0.533 0.541 0.536 1.610
E-8 2 4 0 0 0.533 0.541 0.536 1.610
E-12 3 4 0 0 0.533 0.541 0.536 1.610
E-1 1 1 0 0 0.533 0.540 0.537 1.610
E-16 4 4 0 0 0.533 0.540 0.537 1.610
E-11 3 3 0 0 0.532 0.540 0.536 1.608
E-38 2 0 0 2 0.531 0.538 0.539 1.608
E-6 2 2 0 0 0.531 0.540 0.536 1.607
E-33 1 0 0 1 0.531 0.537 0.539 1.607
E-43 3 0 0 3 0.531 0.537 0.539 1.607
E-48 4 0 0 4 0.531 0.536 0.539 1.606
E-34 1 0 0 2 0.531 0.535 0.539 1.605
E-35 1 0 0 3 0.531 0.535 0.539 1.605
E-36 1 0 0 4 0.531 0.535 0.539 1.605
E-39 2 0 0 3 0.531 0.535 0.539 1.605
E-40 2 0 0 4 0.531 0.535 0.539 1.605
E-44 3 0 0 4 0.531 0.535 0.539 1.605

Table 5.17: Random Forest and Ensembles using Two Algorithms (Best 20)

Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.18. As we can see in this table, even in the 20 worst performing ensembles
there are ensembles that perform better than the individual algorithm. The ensem-
ble composition containing random forest and logistic regression performs worst,
especially when logistic regression is dominant. When it is the other way around it
performs slightly better. Also, the ensemble composition containing random forest
and XGBoost performs slightly better when random forest is dominant.
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ALG RF XGB LR SVM CFS PCCFS F14FS Total
RF 1 0 0 0 0.527 0.538 0.536 1.601
E-18 1 0 2 0 0.531 0.531 0.534 1.596
E-19 1 0 3 0 0.531 0.531 0.534 1.596
E-20 1 0 4 0 0.531 0.531 0.534 1.596
E-23 2 0 3 0 0.531 0.531 0.534 1.596
E-24 2 0 4 0 0.531 0.531 0.534 1.596
E-28 3 0 4 0 0.531 0.531 0.534 1.596
E-31 4 0 3 0 0.526 0.538 0.534 1.598
E-26 3 0 2 0 0.526 0.537 0.536 1.599
E-42 3 0 0 2 0.526 0.537 0.536 1.599
E-13 4 1 0 0 0.527 0.538 0.535 1.600
E-14 4 2 0 0 0.528 0.537 0.535 1.600
E-15 4 3 0 0 0.527 0.538 0.535 1.600
E-10 3 2 0 0 0.527 0.538 0.536 1.601
E-21 2 0 1 0 0.528 0.538 0.535 1.601
E-25 3 0 1 0 0.528 0.538 0.535 1.601
E-29 4 0 1 0 0.527 0.539 0.535 1.601
E-37 2 0 0 1 0.527 0.538 0.536 1.601
E-45 4 0 0 1 0.527 0.538 0.536 1.601
E-27 3 0 3 0 0.529 0.536 0.537 1.602
E-9 3 1 0 0 0.528 0.538 0.536 1.602

Table 5.18: Random Forest and Ensembles using Two Algorithms (Worst 20)

5.5.2 Ensembles using Three Algorithms

In this subsection, we will take a look at the ensembles that make use of three
algorithms of which one is the random forest algorithm. The ensemble compositions
that we will take a look at are:

• Random Forest, XGBoost and Logistic Regression

• Random Forest, XGBoost and Support Vector Machine

• Random Forest, Logistic Regression and Support Vector Machine

Each ensemble composition has three algorithms which can differ in importance.
All algorithms can have a weight ranging from 1 to 4. This means that there are 64
possible ensembles for each ensemble composition. In appendix B.2, the accuracies
of the models using the random forest algorithm and the accuracies of the models
using the ensembles can be found.

Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.19. As we can see in this table, there are a lot of ensembles that perform
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better than the individual algorithm. The ensemble composition containing random
forest, XGBoost and logistic regression and the ensemble composition containing
random forest, XGBoost and support vector machine perform great and best in this
category, especially when XGBoost is most important. Furthermore, the best en-
semble in this category achieves accuracies of 53.5%, 54.1% and 53.6% for the
complete, Pearson correlation coefficient and Fisher-14 feature selections, respec-
tively.

ALG RF XGB LR SVM CFS PCCFS F14FS Total
RF 1 0 0 0 0.527 0.538 0.536 1.601
E-53 1 2 1 0 0.535 0.541 0.536 1.612
E-78 2 4 2 0 0.535 0.541 0.536 1.612
E-122 1 3 0 2 0.535 0.541 0.536 1.612
E-63 1 4 3 0 0.535 0.540 0.536 1.611
E-73 2 3 1 0 0.534 0.541 0.536 1.611
E-109 4 4 1 0 0.533 0.541 0.537 1.611
E-117 1 2 0 1 0.534 0.540 0.537 1.611
E-127 1 4 0 3 0.535 0.541 0.535 1.611
E-137 2 3 0 1 0.535 0.540 0.536 1.611
E-140 2 3 0 4 0.534 0.540 0.537 1.611
E-142 2 4 0 2 0.535 0.540 0.536 1.611
E-155 3 3 0 3 0.534 0.541 0.536 1.611
E-57 1 3 1 0 0.533 0.541 0.536 1.610
E-58 1 3 2 0 0.534 0.540 0.536 1.610
E-61 1 4 1 0 0.533 0.541 0.536 1.610
E-62 1 4 2 0 0.533 0.541 0.536 1.610
E-77 2 4 1 0 0.533 0.541 0.536 1.610
E-93 3 4 1 0 0.534 0.540 0.536 1.610
E-94 3 4 2 0 0.533 0.541 0.536 1.610
E-96 3 4 4 0 0.534 0.540 0.536 1.610

Table 5.19: Random Forest and Ensembles using Three Algorithms (Best 20)

Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.20. As we can see in this table, even in the 20 worst performing ensembles
there are ensembles that perform better than the individual algorithm. The ensemble
composition containing random forest, XGBoost and logistic regression and the en-
semble composition containing random forest, logistic regression and support vector
machine perform worst when logistic regression is dominant.
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ALG RF XGB LR SVM CFS PCCFS F14FS Total
RF 1 0 0 0 0.527 0.538 0.536 1.601
E-51 1 1 3 0 0.531 0.531 0.534 1.596
E-52 1 1 4 0 0.531 0.531 0.534 1.596
E-56 1 2 4 0 0.531 0.531 0.534 1.596
E-68 2 1 4 0 0.531 0.531 0.534 1.596
E-185 1 0 3 1 0.531 0.531 0.534 1.596
E-189 1 0 4 1 0.531 0.531 0.534 1.596
E-190 1 0 4 2 0.531 0.531 0.534 1.596
E-205 2 0 4 1 0.531 0.531 0.534 1.596
E-145 3 1 0 1 0.528 0.537 0.535 1.600
E-161 4 1 0 1 0.527 0.538 0.535 1.600
E-165 4 2 0 1 0.528 0.538 0.534 1.600
E-81 3 1 1 0 0.527 0.538 0.536 1.601
E-162 4 1 0 2 0.527 0.539 0.535 1.601
E-98 4 1 2 0 0.527 0.539 0.536 1.602
E-209 3 0 1 1 0.528 0.538 0.536 1.602
E-225 4 0 1 1 0.528 0.538 0.536 1.602
E-101 4 2 1 0 0.528 0.539 0.535 1.602
E-191 1 0 4 3 0.53 0.535 0.538 1.603
E-213 3 0 2 1 0.53 0.536 0.537 1.603
E-65 2 1 1 0 0.529 0.540 0.535 1.604

Table 5.20: Random Forest and Ensembles using Three Algorithms (Worst 20)

5.5.3 Ensembles using Four Algorithms

In this subsection, we will take a look at the ensembles that make use of four algo-
rithms of which one is the random forest algorithm. The ensemble composition that
we will take a look at is:

• Random Forest, XGBoost, Logistic Regression and Support Vector Machine

This ensemble composition has four algorithms which can differ in importance. All
algorithms can have a weight ranging from 1 to 4. This means that there are 256
possible ensembles for this ensemble composition. In appendix B.3, the accuracies
of the models using the random forest algorithm and the accuracies of the models
using the ensembles can be found.

Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.21. As we can see in this table, there are a lot of ensembles that per-
form better than the individual algorithm. The ensembles where random forest and
XGBoost are most important perform the best. Furthermore, the best ensemble in
this category achieves accuracies of 53.4%, 54.1% and 53.7% for the complete,
Pearson correlation coefficient and Fisher-14 feature selections, respectively.
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ALG RF XGB LR SVM CFS PCCFS F14FS Total
RF 1 0 0 0 0.527 0.538 0.536 1.601
E-481 4 4 1 1 0.534 0.541 0.537 1.612
E-357 2 4 2 1 0.534 0.541 0.536 1.611
E-401 3 3 1 1 0.534 0.541 0.536 1.611
E-407 3 3 2 3 0.534 0.541 0.536 1.611
E-421 3 4 2 1 0.534 0.540 0.537 1.611
E-465 4 3 1 1 0.533 0.541 0.537 1.611
E-466 4 3 1 2 0.534 0.540 0.537 1.611
E-491 4 4 3 3 0.534 0.541 0.536 1.611
E-321 2 2 1 1 0.534 0.541 0.535 1.610
E-439 4 1 2 3 0.534 0.537 0.539 1.610
E-273 1 3 1 1 0.534 0.540 0.536 1.610
E-289 1 4 1 1 0.533 0.541 0.536 1.610
E-293 1 4 2 1 0.534 0.540 0.536 1.610
E-306 2 1 1 2 0.535 0.537 0.538 1.610
E-309 2 1 2 1 0.535 0.537 0.538 1.610
E-353 2 4 1 1 0.534 0.540 0.536 1.610
E-361 2 4 3 1 0.533 0.541 0.536 1.610
E-370 3 1 1 2 0.534 0.540 0.536 1.610
E-371 3 1 1 3 0.535 0.537 0.538 1.610
E-386 3 2 1 2 0.534 0.540 0.536 1.610

Table 5.21: Random Forest and Ensembles using Four Algorithms (Best 20)

Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.22. As we can see in this table, even in the 20 worst performing en-
sembles almost every ensemble performs better than the individual algorithm. The
ensembles where logistic regression is most important perform the worst. There is
one ensemble that performs bad where random forest is dominant. But this does not
suggest that ensembles where random forest is dominant perform badly due to the
fact that there is only one ensemble like this in the 20 worst performing ensembles.
This deviation is present due to the fact that we did not set the random state of the
random forest algorithm which means that every time the classifier is called other
and possibly unfavorable trees are created .
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ALG RF XGB LR SVM CFS PCCFS F14FS Total
RF 1 0 0 0 0.527 0.538 0.536 1.601
E-253 1 1 4 1 0.531 0.531 0.534 1.596
E-433 4 1 1 1 0.525 0.538 0.535 1.598
E-249 1 1 3 1 0.53 0.534 0.538 1.602
E-317 2 1 4 1 0.53 0.535 0.538 1.603
E-335 2 2 4 3 0.53 0.535 0.538 1.603
E-250 1 1 3 2 0.53 0.535 0.539 1.604
E-254 1 1 4 2 0.531 0.534 0.539 1.604
E-255 1 1 4 3 0.53 0.535 0.539 1.604
E-265 1 2 3 1 0.53 0.535 0.539 1.604
E-267 1 2 3 3 0.531 0.535 0.538 1.604
E-269 1 2 4 1 0.531 0.535 0.538 1.604
E-272 1 2 4 4 0.531 0.535 0.538 1.604
E-284 1 3 3 4 0.531 0.535 0.538 1.604
E-285 1 3 4 1 0.53 0.535 0.539 1.604
E-288 1 3 4 4 0.531 0.535 0.538 1.604
E-318 2 1 4 2 0.53 0.535 0.539 1.604
E-330 2 2 3 2 0.531 0.535 0.538 1.604
E-334 2 2 4 2 0.53 0.535 0.539 1.604
E-432 3 4 4 4 0.531 0.535 0.538 1.604
E-437 4 1 2 1 0.529 0.549 0.535 1.604

Table 5.22: Random Forest and Ensembles using Four Algorithms (Worst 20)

5.5.4 Best Ensemble Composition

Combining the best results of the ensemble compositions into one overview will give
us the opportunity to find out which subset of algorithms performs best. As we
can see in Table 5.23, for every ensemble composition there is an ensemble with
a specific importance distribution that performs better than the individual algorithm
for each feature selection. The best performing ensemble composition is the one
containing all algorithms. The best performing ensemble for this composition out-
performs the individual algorithm by 0.8% while using the complete feature selec-
tion. Also, there is an ensemble with this composition that outperforms the individual
algorithm by 0.3% when using the Pearson correlation coefficient feature selection.
Next to that, there is at least one ensemble with that composition that outperforms
the individual algorithm by 0.4% when using the Fisher-14 feature selection.
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RF XGB LR SVM CFS PCCFS F14FS Total
x 0.527 0.538 0.536 1.601
x x 0.533 0.541 0.537 1.611
x x 0.531 0.539 0.538 1.608
x x 0.531 0.538 0.539 1.608
x x x 0.535 0.541 0.537 1.613
x x x 0.535 0.541 0.539 1.615
x x x 0.532 0.540 0.540 1.612
x x x x 0.535 0.541 0.540 1.616

Table 5.23: Random Forest and Ensembles Best Composition

5.6 XGBoost and Ensembles

In this section, we will compare the individual algorithm called XGBoost with ensem-
bles that make use of this algorithm including at least one other algorithm. We will
start with a comparison between the individual algorithm and the ensembles using
two algorithms. We will take a look at the best and worst performing ensembles to
get an idea which weight distribution and composition of algorithms have potential to
increase the prediction accuracy of a model that predicts the outcome of a football
match. We will evaluate the ensembles by taking into account the complete fea-
ture selection, the Pearson correlation coefficient feature selection and the Fisher-1
feature selection. After looking at the ensembles using two algorithms, we will take
a look at the ensembles using three algorithms and the ensembles using four al-
gorithms. Finally, we will take a look at the best compositions of these three cate-
gories to find out whether a certain ensemble composition using a certain amount
of algorithms performs better than the individual algorithm and the other ensemble
compositions.

5.6.1 Ensembles using Two Algorithms

In this subsection, we will take a look at the ensembles that make use of two algo-
rithms of which one is the XGBoost algorithm. The ensemble compositions that we
will take a look at are:

• XGBoost and Random Forest

• XGBoost and Logistic Regression

• XGBoost and Support Vector Machine
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Each ensemble composition has two algorithms which can differ in importance. Both
algorithms can have a weight ranging from 1 to 4. This means that there are 16 pos-
sible ensembles for each ensemble composition. In appendix C.1, the accuracies
of the models using the XGBoost algorithm and the accuracies of the models using
the ensembles can be found.

Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found in
Table 5.24. As we can see in this table, there are a lot of ensembles that perform as
good as the individual algorithm but there is not any ensemble in this category that
performs better than the individual algorithm. The ensemble compositions where
XGBoost is dominant performs best. Furthermore, the best ensemble in this cat-
egory achieves accuracies of 53.3%, 54.1% and 50.4% for the complete, Pearson
correlation coefficient and Fisher-1 feature selections, respectively.

ALG RF XGB LR SVM CFS PCCFS F1FS Total
XGB 0 1 0 0 0.533 0.541 0.504 1.578
E-5 1 2 0 0 0.533 0.541 0.504 1.578
E-6 2 2 0 0 0.533 0.541 0.504 1.578
E-9 1 3 0 0 0.533 0.541 0.504 1.578
E-10 2 3 0 0 0.533 0.541 0.504 1.578
E-13 1 4 0 0 0.533 0.541 0.504 1.578
E-14 2 4 0 0 0.533 0.541 0.504 1.578
E-15 3 4 0 0 0.533 0.541 0.504 1.578
E-21 0 2 1 0 0.533 0.541 0.504 1.578
E-25 0 3 1 0 0.533 0.541 0.504 1.578
E-26 0 3 2 0 0.533 0.541 0.504 1.578
E-29 0 4 1 0 0.533 0.541 0.504 1.578
E-30 0 4 2 0 0.533 0.541 0.504 1.578
E-31 0 4 3 0 0.533 0.541 0.504 1.578
E-37 0 2 0 1 0.533 0.541 0.504 1.578
E-41 0 3 0 1 0.533 0.541 0.504 1.578
E-42 0 3 0 2 0.533 0.541 0.504 1.578
E-45 0 4 0 1 0.533 0.541 0.504 1.578
E-46 0 4 0 2 0.533 0.541 0.504 1.578
E-47 0 4 0 3 0.533 0.541 0.504 1.578
E-16 4 4 0 0 0.533 0.540 0.504 1.577

Table 5.24: XGBoost and Ensembles using Two Algorithms (Best 20)

Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.25. As we can see in this table, the ensemble composition containing
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XGBoost and logistic regression perform worst when logistic regression is dominant.
Followed by other ensemble compositions where XGBoost is not as important as the
other algorithm.

ALG RF XGB LR SVM CFS PCCFS F1FS Total
XGB 0 1 0 0 0.533 0.541 0.504 1.578
E-18 0 1 2 0 0.531 0.531 0.504 1.566
E-19 0 1 3 0 0.531 0.531 0.504 1.566
E-20 0 1 4 0 0.531 0.531 0.504 1.566
E-23 0 2 3 0 0.531 0.531 0.504 1.566
E-24 0 2 4 0 0.531 0.531 0.504 1.566
E-28 0 3 4 0 0.531 0.531 0.504 1.566
E-8 4 2 0 0 0.527 0.538 0.503 1.568
E-3 3 1 0 0 0.527 0.538 0.504 1.569
E-7 3 2 0 0 0.528 0.538 0.504 1.570
E-34 0 1 0 2 0.531 0.535 0.504 1.570
E-35 0 1 0 3 0.531 0.535 0.504 1.570
E-36 0 1 0 4 0.531 0.535 0.504 1.570
E-39 0 2 0 3 0.531 0.535 0.504 1.570
E-40 0 2 0 4 0.531 0.535 0.504 1.570
E-44 0 3 0 4 0.531 0.535 0.504 1.570
E-4 4 1 0 0 0.529 0.538 0.503 1.570
E-2 2 1 0 0 0.529 0.538 0.504 1.571
E-12 4 3 0 0 0.528 0.539 0.504 1.571
E-33 0 1 0 1 0.533 0.537 0.504 1.574
E-38 0 2 0 2 0.533 0.537 0.504 1.574

Table 5.25: XGBoost and Ensembles using Two Algorithms (Worst 20)

5.6.2 Ensembles using Three Algorithms

In this subsection, we will take a look at the ensembles that make use of three
algorithms of which one is the XGBoost algorithm. The ensemble compositions that
we will take a look at are:

• XGBoost, Random Forest and Logistic Regression

• XGBoost, Random Forest and Support Vector Machine

• XGBoost, Logistic Regression and Support Vector Machine

Each ensemble composition has three algorithms which can differ in importance. All
algorithms can have a weight ranging from 1 to 4. This means that there are 64 pos-
sible ensembles for each ensemble composition. In appendix C.2, the accuracies
of the models using the XGBoost algorithm and the accuracies of the models using
the ensembles can be found.
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Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.26. As we can see in this table, there are some ensembles that perform
better than the individual algorithm and a lot of ensembles that perform equally well.
The ensemble composition containing XGBoost, random forest and logistic regres-
sion and the ensemble composition containing XGBoost, random forest and support
vector machine perform best when XGBoost is dominant.The ensemble composi-
tion containing XGBoost, random forest and support vector machine also performed
well with an ensemble where random forest and XGBoost where dominant. Next
to that, the best ensemble in this category achieves accuracies of 53.6%, 54.0%
and 50.4% for the complete, Pearson correlation coefficient and Fisher-1 feature
selections, respectively.

ALG RF XGB LR SVM CFS PCCFS F1FS Total
XGB 0 1 0 0 0.533 0.541 0.504 1.578
E-99 1 4 3 0 0.536 0.540 0.504 1.580
E-171 3 4 0 3 0.535 0.541 0.504 1.580
E-65 1 2 1 0 0.535 0.540 0.504 1.579
E-154 3 3 0 2 0.534 0.541 0.504 1.579
E-70 2 2 2 0 0.534 0.540 0.504 1.578
E-81 1 3 1 0 0.533 0.541 0.504 1.578
E-82 1 3 2 0 0.534 0.540 0.504 1.578
E-85 2 3 1 0 0.534 0.540 0.504 1.578
E-86 2 3 2 0 0.534 0.540 0.504 1.578
E-97 1 4 1 0 0.533 0.541 0.504 1.578
E-98 1 4 2 0 0.533 0.541 0.504 1.578
E-101 2 4 1 0 0.533 0.541 0.504 1.578
E-102 2 4 2 0 0.534 0.540 0.504 1.578
E-103 2 4 3 0 0.533 0.541 0.504 1.578
E-105 3 4 1 0 0.534 0.54 0.504 1.578
E-129 1 2 0 1 0.534 0.540 0.504 1.578
E-140 3 2 0 4 0.534 0.540 0.504 1.578
E-145 1 3 0 1 0.533 0.541 0.504 1.578
E-146 1 3 0 2 0.534 0.540 0.504 1.578
E-149 2 3 0 1 0.534 0.540 0.504 1.578

Table 5.26: XGBoost and Ensembles using Three Algorithms (Best 20)

Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.27. As we can see in this table, The ensemble composition containing
XGBoost, random forest and logistic regression and the ensemble composition con-
taining XGBoost, random forest and support vector machine perform worst when
logistic regression is dominant. Followed by the ensemble composition containing
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XGBoost, random forest and logistic regression where random forest is dominant.

ALG RF XGB LR SVM CFS PCCFS F1FS Total
XGB 0 1 0 0 0.533 0.541 0.504 1.578
E-51 1 1 3 0 0.531 0.531 0.504 1.566
E-52 1 1 4 0 0.531 0.531 0.504 1.566
E-56 2 1 4 0 0.531 0.531 0.504 1.566
E-68 1 2 4 0 0.531 0.531 0.504 1.566
E-185 0 1 3 1 0.531 0.531 0.504 1.566
E-189 0 1 4 1 0.531 0.531 0.504 1.566
E-190 0 1 4 2 0.531 0.531 0.504 1.566
E-205 0 2 4 1 0.531 0.531 0.504 1.566
E-141 4 2 0 1 0.527 0.537 0.504 1.568
E-57 3 1 1 0 0.527 0.538 0.504 1.569
E-62 4 1 2 0 0.528 0.537 0.504 1.569
E-77 4 2 1 0 0.528 0.537 0.504 1.569
E-115 1 1 0 3 0.531 0.535 0.504 1.570
E-116 1 1 0 4 0.531 0.535 0.504 1.570
E-120 2 1 0 4 0.531 0.535 0.504 1.570
E-132 1 2 0 4 0.531 0.535 0.504 1.570
E-177 0 1 1 1 0.531 0.535 0.504 1.570
E-178 0 1 1 2 0.531 0.535 0.504 1.570
E-179 0 1 1 3 0.531 0.535 0.504 1.570
E-180 0 1 1 4 0.531 0.535 0.504 1.570

Table 5.27: XGBoost and Ensembles using Three Algorithms (Worst 20)

5.6.3 Ensembles using Four Algorithms

In this subsection, we will take a look at the ensembles that make use of four algo-
rithms of which one is the XGBoost algorithm. The ensemble composition that we
will take a look at is:

• XGBoost, Random Forest, Logistic Regression and Support Vector Machine

This ensemble composition has four algorithms which can differ in importance. All
algorithms can have a weight ranging from 1 to 4. This means that there are 256
possible ensembles for this ensemble composition. In appendix C.3, the accuracies
of the models using the XGBoost algorithm and the accuracies of the models using
the ensembles can be found.

Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.28. As we can see in this table, there are some ensembles that perform
better than the individual algorithm and a lot of ensembles that perform equally well.
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The ensembles where XGBoost and random forest are dominant perform best. Fur-
thermore, the best ensemble in this category achieves accuracies of 53.3%, 54.2%
and 50.4% for the complete, Pearson correlation coefficient and Fisher-1 feature
selections, respectively.

ALG RF XGB LR SVM CFS PCCFS F1FS Total
XGB 0 1 0 0 0.533 0.541 0.504 1.578
E-482 4 4 1 2 0.533 0.542 0.504 1.579
E-486 4 4 2 2 0.534 0.541 0.504 1.579
E-277 3 1 2 1 0.534 0.540 0.504 1.578
E-321 2 2 1 1 0.533 0.541 0.504 1.578
E-322 2 2 1 2 0.534 0.540 0.504 1.578
E-338 3 2 1 2 0.534 0.540 0.504 1.578
E-355 4 2 1 3 0.534 0.540 0.504 1.578
E-369 1 3 1 1 0.534 0.540 0.504 1.578
E-387 2 3 1 3 0.533 0.541 0.504 1.578
E-389 2 3 2 1 0.534 0.540 0.504 1.578
E-402 3 3 1 2 0.534 0.540 0.504 1.578
E-407 3 3 2 3 0.534 0.540 0.504 1.578
E-418 4 3 1 2 0.534 0.540 0.504 1.578
E-419 4 3 1 3 0.534 0.540 0.504 1.578
E-423 4 3 2 3 0.534 0.540 0.504 1.578
E-433 1 4 1 1 0.533 0.541 0.504 1.578
E-434 1 4 1 2 0.534 0.540 0.504 1.578
E-437 1 4 2 1 0.534 0.540 0.504 1.578
E-449 2 4 1 1 0.534 0.540 0.504 1.578
E-450 2 4 1 2 0.534 0.540 0.504 1.578

Table 5.28: XGBoost and Ensembles using Four Algorithms (Best 20)

Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.29. As we can see in this table, The ensembles where logistic regression
is very dominant perform worst of all.

125



ALG RF XGB LR SVM CFS PCCFS F1FS Total
XGB 0 1 0 0 0.533 0.541 0.504 1.578
E-253 1 1 4 1 0.531 0.531 0.504 1.566
E-254 1 1 4 2 0.530 0.534 0.504 1.568
E-317 1 2 4 1 0.530 0.534 0.504 1.568
E-249 1 1 3 1 0.531 0.534 0.504 1.569
E-250 1 1 3 2 0.530 0.535 0.504 1.569
E-265 2 1 3 1 0.530 0.535 0.504 1.569
E-285 3 1 4 1 0.530 0.535 0.504 1.569
E-334 2 2 4 2 0.530 0.535 0.504 1.569
E-335 2 2 4 3 0.530 0.535 0.504 1.569
E-243 1 1 1 3 0.531 0.535 0.504 1.570
E-244 1 1 1 4 0.531 0.535 0.504 1.570
E-245 1 1 2 1 0.531 0.535 0.504 1.570
E-248 1 1 2 4 0.531 0.535 0.504 1.570
E-255 1 1 4 3 0.531 0.535 0.504 1.570
E-260 2 1 1 4 0.531 0.535 0.504 1.570
E-266 2 1 3 2 0.531 0.535 0.504 1.570
E-267 2 1 3 3 0.531 0.535 0.504 1.570
E-269 2 1 4 1 0.531 0.535 0.504 1.570
E-270 2 1 4 2 0.531 0.535 0.504 1.570
E-271 2 1 4 3 0.531 0.535 0.504 1.570

Table 5.29: XGBoost and Ensembles using Four Algorithms (Worst 20)

5.6.4 Best Ensemble Composition

Combining the best results of the ensemble compositions into one overview will give
us the opportunity to find out which subset of algorithms performs best. As we can
see in Table 5.30, for most ensemble compositions there is an ensemble with a spe-
cific importance distribution that performs better than the individual algorithm for the
complete feature selection. For the Pearson correlation coefficient feature selection
this is not the case, there is only one ensemble composition that achieved a higher
performance than the individual algorithm. For the Fisher-1 feature selections the
best accuracies are all equal to the accuracy of the individual algorithm. The best
performing ensemble compositions are the ensemble composition containing all al-
gorithms and the ensemble composition containing random forest, XGBoost and
logisitic regression. The best performing ensembles for both compositions outper-
form the individual algorithm while using the complete feature selection. The former
by 0.2% and the latter by 0.3%. Also, there is an ensemble with the former com-
position that outperforms the individual algorithm by 0.1% when using the Pearson
correlation coefficient feature selection. The latter performs equal to the individual
algorithm. Next to that, both compositions perform equal to the individual algorithm
when using the Fisher-1 feature selection.
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RF XGB LR SVM CFS PCCFS F1FS Total
x 0.533 0.541 0.504 1.578

x x 0.533 0.541 0.504 1.578
x x 0.534 0.541 0.504 1.579
x x 0.533 0.541 0.504 1.578

x x x 0.536 0.541 0.504 1.581
x x x 0.535 0.541 0.504 1.580

x x x 0.534 0.541 0.504 1.579
x x x x 0.535 0.542 0.504 1.581

Table 5.30: XGBoost and Ensembles Best Composition

5.7 Logistic Regression and Ensembles

In this section, we will compare the individual algorithm called logistic regression
with ensembles that make use of this algorithm including at least one other algo-
rithm. We will start with a comparison between the individual algorithm and the en-
sembles using two algorithms. We will take a look at the best and worst performing
ensembles to get an idea which weight distribution and composition of algorithms
have potential to increase the prediction accuracy of a model that predicts the out-
come of a football match. We will evaluate the ensembles by taking into account the
complete feature selection, the Pearson correlation coefficient feature selection and
the Fisher-10 feature selection. After looking at the ensembles using two algorithms,
we will take a look at the ensembles using three algorithms and the ensembles us-
ing four algorithms. Finally, we will take a look at the best compositions of these
three categories to find out whether a certain ensemble composition using a certain
amount of algorithms performs better than the individual algorithm and the other
ensemble compositions.

5.7.1 Ensembles using Two Algorithms

In this subsection, we will take a look at the ensembles that make use of two algo-
rithms of which one is the logistic regression algorithm. The ensemble compositions
that we will take a look at are:

• Logistic Regression and Random Forest

• Logistic Regression and XGBoost

• Logistic Regression and Support Vector Machine
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Each ensemble composition has two algorithms which can differ in importance. Both
algorithms can have a weight ranging from 1 to 4. This means that there are 16 pos-
sible ensembles for each ensemble composition. In appendix D.1, the accuracies of
the models using the logistic regression algorithm and the accuracies of the models
using the ensembles can be found.

Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.31. As we can see in this table, there are a lot of ensembles that perform
better than the individual algorithm. The ensemble composition containing logistic
regression and XGBoost performs best when XGBoost is dominant. Followed by
the same ensemble composition having an equal weight distribution. Next to that,
the best ensemble in this category achieves accuracies of 53.3%, 54.1% and 53.6%
for the complete, Pearson correlation coefficient and Fisher-10 feature selections,
respectively.

ALG RF XGB LR SVM CFS PCCFS F10FS Total
LR 0 0 1 0 0.531 0.531 0.535 1.597
E-2 0 2 1 0 0.533 0.541 0.536 1.610
E-3 0 3 1 0 0.533 0.541 0.536 1.610
E-4 0 4 1 0 0.533 0.541 0.536 1.610
E-7 0 3 2 0 0.533 0.541 0.536 1.610
E-8 0 4 2 0 0.533 0.541 0.536 1.610
E-12 0 4 3 0 0.533 0.541 0.536 1.610
E-1 0 1 1 0 0.534 0.537 0.536 1.607
E-6 0 2 2 0 0.534 0.537 0.536 1.607
E-11 0 3 3 0 0.534 0.537 0.536 1.607
E-16 0 4 4 0 0.534 0.537 0.536 1.607
E-33 0 0 1 1 0.531 0.535 0.538 1.604
E-38 0 0 2 2 0.531 0.535 0.538 1.604
E-17 1 0 1 0 0.530 0.536 0.537 1.603
E-27 3 0 3 0 0.530 0.536 0.537 1.603
E-34 0 0 1 2 0.531 0.535 0.537 1.603
E-35 0 0 1 3 0.531 0.535 0.537 1.603
E-36 0 0 1 4 0.531 0.535 0.537 1.603
E-39 0 0 2 3 0.531 0.535 0.537 1.603
E-40 0 0 2 4 0.531 0.535 0.537 1.603
E-44 0 0 3 4 0.531 0.535 0.537 1.603

Table 5.31: Logistic Regression and Ensembles using Two Algorithms (Best 20)

Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.32. As we can see in this table, even in the 20 worst performing ensembles
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there are ensembles that perform better than the individual algorithm. None of the
ensembles perform worse than the individual algorithm. The ensemble compositions
where logistic regression is very dominant perform worst.

ALG RF XGB LR SVM CFS PCCFS F10FS Total
LR 0 0 1 0 0.531 0.531 0.535 1.597
E-5 0 1 2 0 0.531 0.531 0.535 1.597
E-9 0 1 3 0 0.531 0.531 0.535 1.597
E-10 0 2 3 0 0.531 0.531 0.535 1.597
E-13 0 1 4 0 0.531 0.531 0.535 1.597
E-14 0 2 4 0 0.531 0.531 0.535 1.597
E-15 0 3 4 0 0.531 0.531 0.535 1.597
E-21 1 0 2 0 0.531 0.531 0.535 1.597
E-25 1 0 3 0 0.531 0.531 0.535 1.597
E-26 2 0 3 0 0.531 0.531 0.535 1.597
E-29 1 0 4 0 0.531 0.531 0.535 1.597
E-30 2 0 4 0 0.531 0.531 0.535 1.597
E-31 3 0 4 0 0.531 0.531 0.535 1.597
E-37 0 0 2 1 0.531 0.531 0.535 1.597
E-41 0 0 3 1 0.531 0.531 0.535 1.597
E-42 0 0 3 2 0.531 0.531 0.535 1.597
E-45 0 0 4 1 0.531 0.531 0.535 1.597
E-46 0 0 4 2 0.531 0.531 0.535 1.597
E-47 0 0 4 3 0.531 0.531 0.535 1.597
E-19 3 0 1 0 0.527 0.537 0.535 1.599
E-23 3 0 2 0 0.528 0.538 0.534 1.600

Table 5.32: Logistic Regression and Ensembles using Two Algorithms (Worst 20)

5.7.2 Ensembles using Three Algorithms

In this subsection, we will take a look at the ensembles that make use of three algo-
rithms of which one is the logistic regression algorithm. The ensemble compositions
that we will take a look at are:

• Logistic Regression, Random Forest and XGBoost

• Logistic Regression, Random Forest and Support Vector Machine

• Logistic Regression, XGBoost and Support Vector Machine

Each ensemble composition has three algorithms which can differ in importance. All
algorithms can have a weight ranging from 1 to 4. This means that there are 64 pos-
sible ensembles for each ensemble composition. In appendix D.2, the accuracies of
the models using the logistic regression algorithm and the accuracies of the models
using the ensembles can be found.

129



Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.33. As we can see in this table, there are a lot of ensembles that perform
better than the individual algorithm. The ensemble composition containing random
forest, XGBoost and logistic regression and the ensemble composition XGBoost,
logistic regression and support vector machine perform best when XGBoost is dom-
inant. Followed by the ensemble composition containing random forest, XGBoost
and logistic regression where logistic regression is somewhat dominant. Next to
that, the best ensemble in this category achieves accuracies of 53.4%, 54.1% and
53.5% for the complete, Pearson correlation coefficient and Fisher-10 feature selec-
tions, respectively.

ALG RF XGB LR SVM CFS PCCFS F10FS Total
LR 0 0 1 0 0.531 0.531 0.535 1.597
E-93 1 4 3 0 0.534 0.541 0.535 1.610
E-53 1 2 1 0 0.535 0.541 0.534 1.610
E-57 1 3 1 0 0.533 0.541 0.536 1.610
E-61 1 4 1 0 0.533 0.541 0.536 1.610
E-62 2 4 1 0 0.533 0.541 0.536 1.610
E-77 1 4 2 0 0.533 0.541 0.536 1.610
E-78 2 4 2 0 0.535 0.541 0.534 1.610
E-121 0 3 1 1 0.533 0.541 0.536 1.610
E-125 0 4 1 1 0.533 0.541 0.536 1.610
E-126 0 4 1 2 0.533 0.541 0.536 1.610
E-141 0 4 2 1 0.533 0.541 0.536 1.610
E-58 2 3 1 0 0.534 0.541 0.534 1.609
E-73 1 3 2 0 0.535 0.540 0.534 1.609
E-63 3 4 1 0 0.534 0.540 0.535 1.609
E-86 2 2 3 0 0.532 0.541 0.536 1.609
E-103 3 2 4 0 0.533 0.540 0.536 1.609
E-107 3 3 4 0 0.533 0.540 0.536 1.609
E-49 1 1 1 0 0.533 0.540 0.535 1.608
E-69 1 2 2 0 0.533 0.540 0.535 1.608
E-75 3 3 2 0 0.532 0.541 0.535 1.608

Table 5.33: Logistic Regression and Ensembles using Three Algorithms (Best 20)

Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.34. As we can see in this table, even in the 20 worst performing ensem-
bles there are ensembles that perform better than the individual algorithm. None
of the ensembles perform worse than the individual algorithm. The ensemble com-
positions where logistic regression is very dominant performs worst. Followed by
the ensemble composition containing random forest, XGBoost and logistic regres-
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sion and the ensemble composition containing random forest, logistic regression
and support vector machine where random forest is dominant.

ALG RF XGB LR SVM CFS PCCFS F10FS Total
LR 0 0 1 0 0.531 0.531 0.535 1.597
E-81 1 1 3 0 0.531 0.531 0.535 1.597
E-97 1 1 4 0 0.531 0.531 0.535 1.597
E-98 2 1 4 0 0.531 0.531 0.535 1.597
E-101 1 2 4 0 0.531 0.531 0.535 1.597
E-145 0 1 3 1 0.531 0.531 0.535 1.597
E-161 0 1 4 1 0.531 0.531 0.535 1.597
E-162 0 1 4 2 0.531 0.531 0.535 1.597
E-165 0 2 4 1 0.531 0.531 0.535 1.597
E-209 1 0 3 1 0.531 0.531 0.535 1.597
E-225 1 0 4 1 0.531 0.531 0.535 1.597
E-226 1 0 4 2 0.531 0.531 0.535 1.597
E-229 2 0 4 1 0.531 0.531 0.535 1.597
E-52 4 1 1 0 0.527 0.538 0.535 1.600
E-68 4 1 2 0 0.527 0.538 0.535 1.600
E-190 4 0 1 2 0.528 0.538 0.534 1.600
E-237 4 0 4 1 0.530 0.535 0.535 1.600
E-56 4 2 1 0 0.528 0.538 0.535 1.601
E-113 0 1 1 1 0.531 0.535 0.535 1.601
E-118 0 2 1 2 0.531 0.535 0.535 1.601
E-123 0 3 1 3 0.531 0.535 0.535 1.601

Table 5.34: Logistic Regression and Ensembles using Three Algorithms (Worst 20)

5.7.3 Ensembles using Four Algorithms

In this subsection, we will take a look at the ensembles that make use of four algo-
rithms of which one is the logistic regression algorithm. The ensemble composition
that we will take a look at is:

• Logistic Regression, XGBoost, Random Forest and Support Vector Machine

This ensemble composition has four algorithms which can differ in importance. All
algorithms can have a weight ranging from 1 to 4. This means that there are 256
possible ensembles for this ensemble composition. In appendix D.3, the accura-
cies of the models using the logistic regression algorithm and the accuracies of the
models using the ensembles can be found.

Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.35. As we can see in this table, there are a lot of ensembles that per-
form better than the individual algorithm. The ensembles where random forest and
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XGBoost are somewhat dominant performs best. Followed by the ensembles where
random forest and XGBoost are very dominant. There are also some good perform-
ing ensembles where XGBoost is the only dominant algorithm and ensembles where
XGBoost and support vector machine are dominant. Next to that, the best ensemble
in this category achieves accuracies of 53.4%, 54.1% and 53.7% for the complete,
Pearson correlation coefficient and Fisher-10 feature selections, respectively.

ALG RF XGB LR SVM CFS PCCFS F10FS Total
LR 0 0 1 0 0.531 0.531 0.535 1.597
E-431 4 4 3 3 0.534 0.541 0.537 1.612
E-271 4 2 1 3 0.535 0.540 0.536 1.611
E-301 4 4 1 1 0.534 0.541 0.536 1.611
E-281 3 3 1 1 0.534 0.541 0.535 1.610
E-361 3 4 2 1 0.534 0.541 0.535 1.610
E-261 2 2 1 1 0.534 0.540 0.536 1.610
E-286 4 3 1 2 0.534 0.540 0.536 1.610
E-289 1 4 1 1 0.533 0.541 0.536 1.610
E-300 3 4 1 4 0.534 0.540 0.536 1.610
E-346 3 3 2 2 0.533 0.541 0.536 1.610
E-354 1 4 2 2 0.533 0.541 0.536 1.610
E-366 4 4 2 2 0.534 0.540 0.536 1.610
E-368 4 4 2 4 0.534 0.540 0.536 1.610
E-278 2 3 1 2 0.533 0.540 0.537 1.610
E-288 4 3 1 4 0.533 0.540 0.537 1.610
E-294 2 4 1 2 0.534 0.541 0.534 1.609
E-267 3 2 1 3 0.533 0.540 0.536 1.609
E-283 3 3 1 3 0.534 0.540 0.535 1.609
E-290 1 4 1 2 0.534 0.540 0.535 1.609
E-298 3 4 1 2 0.534 0.540 0.535 1.609

Table 5.35: Logistic Regression and Ensembles using Four Algorithms (Best 20)

Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.36. As we can see in this table, even in the 20 worst performing ensem-
bles almost every ensemble performs better than the individual algorithm. None of
the ensembles perform worse than the individual algorithm. The ensembles where
logistic regression is quite dominant perform worst. There is one ensemble that
performs bad where random forest is dominant. But this does not suggest that en-
sembles where random forest is dominant perform badly due to the fact that there is
not another ensemble like this in the 20 worst performing ensembles. This deviation
is present due to the fact that we did not set the random state of the random for-
est algorithm which means that every time the classifier is called other and possibly
unfavorable trees are created .
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ALG RF XGB LR SVM CFS PCCFS F10FS Total
LR 0 0 1 0 0.531 0.531 0.535 1.597
E-433 1 1 4 1 0.531 0.531 0.535 1.597
E-253 4 1 1 1 0.528 0.538 0.534 1.600
E-455 2 2 4 3 0.529 0.535 0.536 1.600
E-370 1 1 3 2 0.531 0.535 0.535 1.601
E-373 2 1 3 1 0.530 0.535 0.536 1.601
E-378 3 1 3 2 0.531 0.535 0.535 1.601
E-387 1 2 3 3 0.531 0.535 0.535 1.601
E-404 1 3 3 4 0.531 0.535 0.535 1.601
E-435 1 1 4 3 0.530 0.535 0.536 1.601
E-438 2 1 4 2 0.530 0.535 0.536 1.601
E-440 2 1 4 4 0.531 0.535 0.535 1.601
E-441 3 1 4 1 0.530 0.535 0.536 1.601
E-443 3 1 4 3 0.531 0.535 0.535 1.601
E-452 1 2 4 4 0.531 0.535 0.535 1.601
E-454 2 2 4 2 0.530 0.535 0.536 1.601
E-468 1 3 4 4 0.531 0.535 0.535 1.601
E-470 2 3 4 2 0.530 0.535 0.536 1.601
E-434 1 1 4 2 0.530 0.535 0.537 1.602
E-305 1 1 2 1 0.531 0.535 0.536 1.602
E-322 1 2 2 2 0.531 0.535 0.536 1.602

Table 5.36: Logistic Regression and Ensembles using Four Algorithms (Worst 20)

5.7.4 Best Ensemble Composition

Combining the best results of the ensemble compositions into one overview will give
us the opportunity to find out which subset of algorithms performs best. As we
can see in Table 5.37, for every ensemble composition there is an ensemble with a
specific importance distribution that performs equal to or better than the individual
algorithm for each feature selection. The best performing ensemble compositions
are the ensemble composition containing all algorithms and the ensemble compo-
sition using random forest, XGBoost and logisitic regression. The best performing
ensembles for both compositions outperform the individual algorithm by 0.4% while
using the complete feature selection. Also, there is an ensemble for both composi-
tions outperforms the individual algorithm by 1.0% when using the Pearson corre-
lation coefficient feature selection. Next to that, there is at least one ensemble for
both compositions that outperforms the individual algorithm by 0.2% when using the
Fisher-10 feature selection.
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RF XGB LR SVM CFS PCCFS F10FS Total
x 0.531 0.531 0.535 1.597

x x 0.534 0.541 0.536 1.611
x x 0.531 0.539 0.537 1.607

x x 0.531 0.535 0.538 1.604
x x x 0.535 0.541 0.537 1.613

x x x 0.534 0.541 0.537 1.612
x x x 0.533 0.539 0.538 1.610
x x x x 0.535 0.541 0.537 1.613

Table 5.37: Logistic Regression and Ensembles Best Composition

5.8 Support Vector Machine and Ensembles

In this section, we will compare the individual algorithm called support vector ma-
chine with ensembles that make use of this algorithm including at least one other
algorithm. We will start with a comparison between the individual algorithm and
the ensembles using two algorithms. We will take a look at the best and worst
performing ensembles to get an idea which weight distribution and composition of
algorithms have potential to increase the prediction accuracy of a model that pre-
dicts the outcome of a football match. We will evaluate the ensembles by taking into
account the complete feature selection, the Pearson correlation coefficient feature
selection and the Fisher-12 feature selection. After looking at the ensembles using
two algorithms, we will take a look at the ensembles using three algorithms and the
ensembles using four algorithms. Finally, we will take a look at the best composi-
tions of these three categories to find out whether a certain ensemble composition
using a certain amount of algorithms performs better than the individual algorithm
and the other ensemble compositions.

5.8.1 Ensembles using Two Algorithms

In this subsection, we will take a look at the ensembles that make use of two algo-
rithms of which one is the support vector machine algorithm. The ensemble compo-
sitions that we will take a look at are:

• Support Vector Machine and Random Forest

• Support Vector Machine and XGBoost

• Support Vector Machine and Logistic Regression
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Each ensemble composition has two algorithms which can differ in importance. Both
algorithms can have a weight ranging from 1 to 4. This means that there are 16 pos-
sible ensembles for each ensemble composition. In appendix E.1, the accuracies
of the models using the support vector machine algorithm and the accuracies of the
models using the ensembles can be found.

Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.38. As we can see in this table, there are a lot of ensembles that perform
better than the individual algorithm. The ensemble composition containing support
vector machine and XGBoost perform best when XGBoost is dominant. Followed
by the equally weighted ensemble of support vector machine and XGBoost. Next
to that, the best ensemble in this category achieves accuracies of 53.3%, 54.1%
and 53.7% for the complete, Pearson correlation coefficient and Fisher-12 feature
selections, respectively.

ALG RF XGB LR SVM CFS PCCFS F12FS Total
SVM 0 0 0 1 0.531 0.535 0.540 1.606
E-2 0 2 0 1 0.533 0.541 0.537 1.611
E-3 0 3 0 1 0.533 0.541 0.537 1.611
E-4 0 4 0 1 0.533 0.541 0.537 1.611
E-7 0 3 0 2 0.533 0.541 0.537 1.611
E-8 0 4 0 2 0.533 0.541 0.537 1.611
E-12 0 4 0 3 0.533 0.541 0.537 1.611
E-1 0 1 0 1 0.533 0.537 0.540 1.610
E-6 0 2 0 2 0.533 0.537 0.540 1.610
E-11 0 3 0 3 0.533 0.537 0.540 1.610
E-16 0 4 0 4 0.533 0.537 0.540 1.610
E-33 1 0 0 1 0.531 0.537 0.540 1.608
E-38 2 0 0 2 0.531 0.537 0.539 1.607
E-48 4 0 0 4 0.531 0.536 0.540 1.607
E-5 0 1 0 2 0.531 0.535 0.540 1.606
E-9 0 1 0 3 0.531 0.535 0.540 1.606
E-10 0 2 0 3 0.531 0.535 0.540 1.606
E-13 0 1 0 4 0.531 0.535 0.540 1.606
E-14 0 2 0 4 0.531 0.535 0.540 1.606
E-15 0 3 0 4 0.531 0.535 0.540 1.606
E-17 0 0 1 1 0.531 0.535 0.540 1.606

Table 5.38: Support Vector Machine and Ensembles using Two Algorithms (Best
20)
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Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.39. As we can see in this table, even in the 20 worst performing en-
sembles there are ensembles that perform equal to the individual algorithm. The
ensemble composition containing logistic regression and support vector machine
perform worst when logistic regression is dominant. Followed by the ensemble com-
position containing random forest and support vector machine when random forest
is dominant.

ALG RF XGB LR SVM CFS PCCFS F12FS Total
SVM 0 0 0 1 0.531 0.535 0.540 1.606
E-18 0 0 2 1 0.531 0.531 0.535 1.597
E-19 0 0 3 1 0.531 0.531 0.535 1.597
E-20 0 0 4 1 0.531 0.531 0.535 1.597
E-23 0 0 3 2 0.531 0.531 0.535 1.597
E-24 0 0 4 2 0.531 0.531 0.535 1.597
E-28 0 0 4 3 0.531 0.531 0.535 1.597
E-35 3 0 0 1 0.528 0.538 0.534 1.600
E-39 3 0 0 2 0.528 0.538 0.534 1.600
E-44 4 0 0 3 0.529 0.537 0.534 1.600
E-36 4 0 0 1 0.527 0.539 0.535 1.601
E-40 4 0 0 2 0.528 0.538 0.535 1.601
E-34 2 0 0 1 0.528 0.538 0.536 1.602
E-27 0 0 3 3 0.531 0.534 0.540 1.605
E-43 3 0 0 3 0.530 0.537 0.538 1.605
E-5 0 1 0 2 0.531 0.535 0.540 1.606
E-9 0 1 0 3 0.531 0.535 0.540 1.606
E-10 0 2 0 3 0.531 0.535 0.540 1.606
E-13 0 1 0 4 0.531 0.535 0.540 1.606
E-14 0 2 0 4 0.531 0.535 0.540 1.606
E-15 0 3 0 4 0.531 0.535 0.540 1.606

Table 5.39: Support Vector Machine and Ensembles using Two Algorithms (Worst
20)

5.8.2 Ensembles using Three Algorithms

In this subsection, we will take a look at the ensembles that make use of three
algorithms of which one is the support vector machine algorithm. The ensemble
compositions that we will take a look at are:

• Support Vector Machine, Random Forest and XGBoost

• Support Vector Machine, Random Forest and Logistic Regression

• Support Vector Machine, XGBoost and Logistic Regression
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Each ensemble composition has three algorithms which can differ in importance. All
algorithms can have a weight ranging from 1 to 4. This means that there are 64 pos-
sible ensembles for each ensemble composition. In appendix E.2, the accuracies
of the models using the support vector machine algorithm and the accuracies of the
models using the ensembles can be found.

Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.40. As we can see in this table, there are a lot of ensembles that perform
better than the individual algorithm. The ensemble composition containing random
forest, XGBoost and support vector machine when XGBoost is dominant or when
XGBoost and random forest are dominant. The ensemble composition containing lo-
gistic regression, XGBoost and support vector machine perform slightly worse when
XGBoost is dominant. Next to that, the best ensemble in this category achieves
accuracies of 53.6%, 54.0% and 53.7% for the complete, Pearson correlation coef-
ficient and Fisher-12 feature selections, respectively.

ALG RF XGB LR SVM CFS PCCFS F12FS Total
SVM 0 0 0 1 0.531 0.535 0.540 1.606
E-157 1 4 0 3 0.536 0.540 0.537 1.613
E-117 1 2 0 1 0.534 0.540 0.538 1.612
E-122 2 3 0 1 0.535 0.540 0.537 1.612
E-123 3 3 0 1 0.533 0.540 0.539 1.612
E-128 4 4 0 1 0.534 0.540 0.538 1.612
E-134 2 2 0 2 0.534 0.540 0.538 1.612
E-142 2 4 0 2 0.534 0.541 0.537 1.612
E-143 3 4 0 2 0.535 0.540 0.537 1.612
E-158 2 4 0 3 0.534 0.540 0.538 1.612
E-159 3 4 0 3 0.534 0.541 0.537 1.612
E-57 0 3 1 1 0.533 0.541 0.537 1.611
E-61 0 4 1 1 0.533 0.541 0.537 1.611
E-62 0 4 2 1 0.533 0.541 0.537 1.611
E-77 0 4 1 2 0.533 0.541 0.537 1.611
E-118 2 2 0 1 0.534 0.540 0.537 1.611
E-121 1 3 0 1 0.533 0.541 0.537 1.611
E-125 1 4 0 1 0.533 0.541 0.537 1.611
E-126 2 4 0 1 0.533 0.541 0.537 1.611
E-127 3 4 0 1 0.534 0.540 0.537 1.611
E-133 1 2 0 2 0.534 0.540 0.537 1.611

Table 5.40: Support Vector Machine and Ensembles using Three Algorithms (Best
20)
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Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.41. As we can see in this table, even in the 20 worst performing en-
sembles there are ensembles that perform better than the individual algorithm. The
ensemble composition containing logistic regression, XGBoost and support vector
machine and the ensemble composition containing logistic regression, random for-
est and support vector machine perform worst when logistic regression is dominant.
Followed by several ensemble compositions where random forest is very dominant.

ALG RF XGB LR SVM CFS PCCFS F12FS Total
SVM 0 0 0 1 0.531 0.535 0.540 1.606
E-51 0 1 3 1 0.531 0.531 0.535 1.597
E-52 0 1 4 1 0.531 0.531 0.535 1.597
E-56 0 2 4 1 0.531 0.531 0.535 1.597
E-68 0 1 4 2 0.531 0.531 0.535 1.597
E-185 1 0 3 1 0.531 0.531 0.535 1.597
E-189 1 0 4 1 0.531 0.531 0.535 1.597
E-190 2 0 4 1 0.531 0.531 0.535 1.597
E-205 1 0 4 2 0.531 0.531 0.535 1.597
E-180 4 0 1 1 0.529 0.538 0.533 1.600
E-115 3 1 0 1 0.528 0.538 0.535 1.601
E-120 4 2 0 1 0.529 0.539 0.533 1.601
E-179 3 0 1 1 0.530 0.537 0.534 1.601
E-184 4 0 2 1 0.528 0.539 0.534 1.601
E-196 4 0 1 2 0.528 0.538 0.536 1.602
E-116 4 1 0 1 0.528 0.539 0.535 1.602
E-132 4 1 0 2 0.528 0.539 0.535 1.602
E-178 2 0 1 1 0.531 0.536 0.536 1.603
E-188 4 0 3 1 0.531 0.536 0.537 1.604
E-191 3 0 4 1 0.531 0.535 0.538 1.604
E-192 4 0 4 1 0.531 0.535 0.538 1.604

Table 5.41: Support Vector Machine and Ensembles using Three Algorithms (Worst
20)

5.8.3 Ensembles using Four Algorithms

In this subsection, we will take a look at the ensembles that make use of four algo-
rithms of which one is the support vector machine algorithm. The ensemble compo-
sition that we will take a look at is:

• Support Vector Machine, Logistic Regression, XGBoost and Random Forest

This ensemble composition has four algorithms which can differ in importance. All
algorithms can have a weight ranging from 1 to 4. This means that there are 256
possible ensembles for this ensemble composition. In appendix E.3, the accuracies
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of the models using the support vector machine algorithm and the accuracies of the
models using the ensembles can be found.

Best Ensembles

The 20 best performing ensembles and the accuracies of the models can be found
in Table 5.42. As we can see in this table, there are a lot of ensembles that perform
better than the individual algorithm. The ensembles where XGBoost and random
forest are dominant. Followed by the ensembles where XGBoost is solely domi-
nant. Next to that, the best ensemble in this category achieves accuracies of 53.4%,
54.1% and 53.8% for the complete, Pearson correlation coefficient and Fisher-12
feature selections, respectively.

ALG RF XGB LR SVM CFS PCCFS F12FS Total
SVM 0 0 0 1 0.531 0.535 0.540 1.606
E-292 4 4 1 1 0.534 0.541 0.538 1.613
E-343 3 3 2 2 0.534 0.540 0.539 1.613
E-476 4 3 3 4 0.535 0.537 0.541 1.613
E-273 1 3 1 1 0.535 0.540 0.537 1.612
E-274 2 3 1 1 0.533 0.541 0.538 1.612
E-278 2 3 2 1 0.534 0.540 0.538 1.612
E-290 2 4 1 1 0.534 0.540 0.538 1.612
E-293 1 4 2 1 0.534 0.541 0.537 1.612
E-295 3 4 2 1 0.534 0.541 0.537 1.612
E-298 2 4 3 1 0.534 0.540 0.538 1.612
E-339 3 3 1 2 0.535 0.540 0.537 1.612
E-372 4 1 1 3 0.534 0.540 0.538 1.612
E-386 2 2 1 3 0.534 0.537 0.541 1.612
E-436 4 1 1 4 0.535 0.537 0.540 1.612
E-241 1 1 1 1 0.535 0.537 0.539 1.611
E-261 1 2 2 1 0.534 0.537 0.540 1.611
E-280 4 3 2 1 0.531 0.541 0.539 1.611
E-281 1 3 3 1 0.534 0.537 0.540 1.611
E-289 1 4 1 1 0.533 0.541 0.537 1.611
E-294 2 4 2 1 0.534 0.540 0.537 1.611

Table 5.42: Support Vector Machine and Ensembles using Four Algorithms (Best
20)

Worst Ensembles

The 20 worst performing ensembles and the accuracies of the models can be found
in Table 5.43. As we can see in this table, even in the 20 worst performing en-
sembles almost every ensemble performs better than the individual algorithm. The
ensemble where logistic regression is very dominant performs worst. Followed by
the ensemble where random forest is very dominant.
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ALG RF XGB LR SVM CFS PCCFS F12FS Total
SVM 0 0 0 1 0.531 0.535 0.540 1.606
E-253 1 1 4 1 0.531 0.531 0.535 1.597
E-244 4 1 1 1 0.528 0.539 0.534 1.601
E-243 3 1 1 1 0.530 0.539 0.535 1.604
E-248 4 1 2 1 0.529 0.541 0.534 1.604
E-254 2 1 4 1 0.530 0.535 0.539 1.604
E-255 3 1 4 1 0.530 0.535 0.539 1.604
E-269 1 2 4 1 0.531 0.535 0.538 1.604
E-317 1 1 4 2 0.531 0.534 0.539 1.604
E-245 1 1 2 1 0.530 0.535 0.540 1.605
E-249 1 1 3 1 0.531 0.535 0.539 1.605
E-250 2 1 3 1 0.531 0.535 0.539 1.605
E-270 2 2 4 1 0.530 0.535 0.540 1.605
E-313 1 1 3 2 0.530 0.535 0.540 1.605
E-334 2 2 4 2 0.530 0.535 0.540 1.605
E-350 2 3 4 2 0.530 0.535 0.540 1.605
E-375 3 1 2 3 0.531 0.535 0.539 1.605
E-398 2 2 4 3 0.530 0.535 0.540 1.605
E-447 3 1 4 4 0.531 0.535 0.539 1.605
E-457 1 2 3 4 0.531 0.535 0.539 1.605
E-463 3 2 4 4 0.532 0.535 0.538 1.605

Table 5.43: Support Vector Machine and Ensembles using Four Algorithms (Worst
20)

5.8.4 Best Ensemble Composition

Combining the best results of the ensemble compositions into one overview will give
us the opportunity to find out which subset of algorithms performs best. As we can
see in Table 5.30, for most ensemble compositions there is an ensemble with a spe-
cific importance distribution that performs better than the individual algorithm for the
complete feature selection and the Pearson correlation coefficient feature selection.
For the Fisher-12 feature selections this is not the case, there are only two ensemble
compositions that achieved a higher performance than the individual algorithm. The
best performing ensemble compositions are the the ensemble composition contain-
ing all algorithms and the ensemble composition containing random forest, XGBoost
and support vector machine. The best performing ensembles for both compositions
outperform the individual algorithm while using the complete feature selection. The
former by 0.4% and the latter by 0.5%. Also, there is an ensemble for both com-
positions that outperforms the individual algorithm by 0.6% when using the Pearson
correlation coefficient feature selection. Next to that, there is at least one ensem-
ble with the ensemble composition containing all algorithms that outperforms the
individual algorithm by 0.1% when using the Fisher-14 feature selection. The other
composition performs equal to the individual algorithm.
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RF XGB LR SVM CFS PCCFS F12FS Total
x 0.531 0.535 0.540 1.606

x x 0.533 0.541 0.540 1.614
x x 0.531 0.535 0.540 1.606

x x 0.531 0.539 0.540 1.610
x x x 0.534 0.541 0.540 1.615

x x x 0.536 0.541 0.540 1.617
x x x 0.533 0.539 0.541 1.613
x x x x 0.535 0.541 0.541 1.617

Table 5.44: Support Vector Machine and Ensembles Best Composition

5.9 Discussion

In this section, we will discuss the findings and answer the relevant research ques-
tions for each algorithm separately. We will describe how ensembles of the promis-
ing algorithms or a subset of the promising algorithms can be used to improve the
prediction accuracy of a model that predicts the outcome of a football match. We will
discuss which subset of the promising algorithms could be beneficial in an ensemble
and what the importance distribution should be of such an ensemble. We looked at
these things in three different categories representing smaller and larger ensembles
to find out how to improve the prediction accuracy when resources are limited and
when resources are unlimited. As mentioned before, we will discuss each individ-
ual algorithm and the relevant ensembles separately. This means that we will only
consider ensembles of which the algorithm is a part of.

5.9.1 Random Forest

The ensemble composition containing all algorithms achieved the highest prediction
accuracy over the three feature selections. This does not mean that any ensemble
making use of this composition will always outperform the others and the individual
algorithm. It simply means that we could create an ensemble with this composi-
tion while taking into account a specific importance distribution that would achieve
the highest prediction accuracy for at least one of these feature selections. To find
out more about the ensembles that performed best for all feature selections, we will
have to take a closer look at the three categories. We will start with the bigger en-
sembles containing all algorithms which can be very beneficial when resources are
not an issue. The best performing ensembles in this category outperformed the in-
dividual algorithm for all three feature selections. They made use of an importance
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distribution where random forest and XGBoost were very dominant. Next to that, the
best ensemble achieved accuracies of 53.4%, 54.1% and 53.7% for the complete,
Pearson correlation coefficient and Fisher-14 feature selections, respectively. When
resources are somewhat more limited, a smaller ensemble could also be beneficial.
In the category containing only ensembles using three algorithms, the best ensem-
bles were the ones using the composition containing random forest, XGBoost and
support vector machine and the composition containing random forest, XGBoost
and logistic regression. The most important about these ensembles is that the XG-
Boost algorithm is very dominant in all of them. The best ensemble in this category
achieved accuracies of 53.5%, 54.1% and 53.6% for the complete, Pearson cor-
relation coefficient and Fisher-14 feature selections, respectively. In the category
containing only ensembles using two algorithms, the best ensembles were the ones
using the composition containing random forest and XGBoost. They made use of
an importance distribution where XGBoost was quite dominant. The best ensemble
in this category achieved accuracies of 53.3%, 54.1% and 53.6% for the complete,
Pearson correlation coefficient and Fisher-14 feature selections, respectively.

Our goal was to find out how to use ensembles to improve the prediction accu-
racy. For us to achieve this goal, we needed to find ensembles that outperformed the
individual algorithm which achieved accuracies of 52.7%, 53.8% and 53.6% for the
complete, Pearson correlation coefficient and Fisher-14 feature selections, respec-
tively. The best ensembles of each category outperformed the individual algorithm
for the complete and Pearson correlation coefficient feature selections. They per-
formed equally well for the Fisher-14 feature selection. This means that we found a
way to use ensembles to increase the prediction accuracy. The next step is to take
a look at what subset of the promising algorithms and which importance distribution
can be most beneficial to an ensemble. When comparing the best ensembles of
each category with each other, we see that the ensemble using two algorithms per-
formed slightly worse than the other two taking into account all feature selections.
The others performed equally well but when also taking into account the amount
of resources used, the most beneficial ensemble is the one using the composition
containing random forest, XGBoost and support vector machine or the composition
containing random forest, XGBoost and logistic regression while making use of an
importance distribution where XGBoost was very dominant.

Now we have established that ensembles can be used to increase accuracy of
a model that predicts the outcome of a football match and what the most beneficial
ensembles should look like, we can find out whether the use of these particular
ensembles is worthwhile or that the investment is not worth it at all. To find that out
we need to take a look at the actual performance increase. The actual performance
increase is the increase in prediction accuracy of the ensemble minus the increase
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in prediction accuracy of the individual algorithm divided by the increase in prediction
accuracy of the individual algorithm. As mentioned before, to find out the increase
in prediction accuracy, we need to take into account the ratio of the class that is
present the most. This class represents the home team winning and the home
win percentage is 45.9%. The individual algorithm is responsible for an increase of
6.8%, 7.9%, and 7.7% for the complete, Pearson correlation coefficient and Fisher-
14 feature selections, respectively. The best ensemble is responsible for an increase
of 7.6%, 8.2% and 7.7% for the complete, Pearson correlation coefficient and Fisher-
14 feature selections, respectively. This means that the actual performance increase
is 11.8%, 3.8%, 0% for the complete, Pearson correlation coefficient and Fisher-14
feature selections, respectively. The average actual performance increase is 5.2%.
This means that making use of the most beneficial ensemble will be worthwhile in
this case.

5.9.2 XGBoost

The ensemble composition containing all algorithms and the ensemble composition
containing random forest, XGBoost and logisitic regression achieved the highest
prediction accuracy over the three feature selections. This does not mean that any
ensemble making use of these compositions will always outperform the others and
the individual algorithm. It simply means that we could create an ensemble with one
of these compositions while taking into account a specific importance distribution
that would achieve the highest prediction accuracy for at least one of these feature
selections. To find out more about the ensembles that performed best for all feature
selections, we will have to take a closer look at the three categories. We will start
with the bigger ensembles containing all algorithms which can be very beneficial
when resources are not an issue. The best performing ensembles in this category
outperformed the individual algorithm for one of the three feature selection. They
performed equally well for the other feature selections compared to the individual
algorithm. The ensembles made use of an importance distribution where random
forest and XGBoost were very dominant. Next to that, the best ensemble achieved
accuracies of 53.3%, 54.2% and 50.4% for the complete, Pearson correlation coef-
ficient and Fisher-1 feature selections, respectively. When resources are somewhat
more limited, a smaller ensemble could also be beneficial. In the category containing
only ensembles using three algorithms, the best ensembles were the ones using the
composition containing random forest, XGBoost and support vector machine and
the composition containing random forest, XGBoost and logistic regression. The
most important about these ensembles is that the XGBoost algorithm is dominant
in all of them. The best ensemble in this category achieved accuracies of 53.6%,
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54.0% and 50.4% for the complete, Pearson correlation coefficient and Fisher-1 fea-
ture selections, respectively. In the category containing only ensembles using two
algorithms, the best ensembles were the ones that made use of an importance dis-
tribution where XGBoost was quite dominant. All composition performed equally
well. The best ensemble in this category achieved accuracies of 53.3%, 54.1% and
50.4% for the complete, Pearson correlation coefficient and Fisher-1 feature selec-
tions, respectively.

Our goal was to find out how to use ensembles to improve the prediction accu-
racy. For us to achieve this goal, we needed to find ensembles that outperformed the
individual algorithm which achieved accuracies of 53.3%, 54.1% and 50.4% for the
complete, Pearson correlation coefficient and Fisher-1 feature selections, respec-
tively. The best ensemble for the smallest category did not outperform the individual
algorithm for any feature selection. The best ensembles of other categories did.
Even though they only increased the accuracy for one feature selection, they did in-
crease the prediction accuracy. The ensemble containing all algorithm outperformed
the individual algorithm by 0.1% for the Pearson correlation coefficient feature se-
lection and the ensemble containing random forest, XGBoost and logistic regression
outperformed the individual algorithm by 0.3% for the complete feature selection.
This means that we found a way to use ensembles to increase the prediction ac-
curacy. The next step is to take a look at what subset of the promising algorithms
and which importance distribution can be most beneficial to an ensemble. When
comparing the best ensembles of each category with each other, we see that the
ensembles using two algorithms performed slightly worse than the other two. Also,
we see that the ensemble using three algorithms performed slightly better than the
ensemble using all algorithms. This means that the most beneficial ensemble is the
one using the composition containing random forest, XGBoost and support vector
machine or the composition containing random forest, XGBoost and logistic regres-
sion while making use of an importance distribution where XGBoost was dominant.

Now we have established that ensembles can be used to increase accuracy of
a model that predicts the outcome of a football match and what the most beneficial
ensembles should look like, we can find out whether the use of these particular
ensembles is worthwhile or that the investment is not worth it at all. To find that out
we need to take a look at the actual performance increase. The actual performance
increase is the increase in prediction accuracy of the ensemble minus the increase
in prediction accuracy of the individual algorithm divided by the increase in prediction
accuracy of the individual algorithm. As mentioned before, to find out the increase
in prediction accuracy, we need to take into account the ratio of the class that is
present the most. This class represents the home team winning and the home
win percentage is 45.9%. The individual algorithm is responsible for an increase of
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7.4%, 8.2%, and 4.5% for the complete, Pearson correlation coefficient and Fisher-1
feature selections, respectively. The best ensemble is responsible for an increase of
7.7%, 8.1% and 4.5% for the complete, Pearson correlation coefficient and Fisher-1
feature selections, respectively. This means that the actual performance increase
is 4.1%, -1.2%, 0% for the complete, Pearson correlation coefficient and Fisher-1
feature selections, respectively. The average actual performance increase is 1.0%.
This means that making use of the most beneficial ensemble will not be worthwhile
in this case.

5.9.3 Logistic Regression

The ensemble composition containing all algorithms and the ensemble composition
containing random forest, XGBoost and logisitic regression achieved the highest
prediction accuracy over the three feature selections. This does not mean that any
ensemble making use of these compositions will always outperform the others and
the individual algorithm. It simply means that we could create an ensemble with one
of these compositions while taking into account a specific importance distribution
that would achieve the highest prediction accuracy for at least one of these feature
selections. To find out more about the ensembles that performed best for all feature
selections, we will have to take a closer look at the three categories. We will start
with the bigger ensembles containing all algorithms which can be very beneficial
when resources are not an issue. The best performing ensembles in this category
outperformed the individual algorithm all feature selection. The ensembles made
use of an importance distribution where random forest and XGBoost were somewhat
dominant. Next to that, the best ensemble achieved accuracies of 53.4%, 54.1%
and 53.7% for the complete, Pearson correlation coefficient and Fisher-10 feature
selections, respectively. When resources are somewhat more limited, a smaller en-
semble could also be beneficial. In the category containing only ensembles using
three algorithms, the best ensembles were the ones using the composition contain-
ing random forest, XGBoost and logistic regression and the composition containing
XGBoost, logistic regression and support vector machine. The most important about
these ensembles is that the XGBoost algorithm is dominant in all of them. The best
ensemble in this category achieved accuracies of 53.4%, 54.1% and 53.5% for the
complete, Pearson correlation coefficient and Fisher-10 feature selections, respec-
tively. In the category containing only ensembles using two algorithms, the best
ensembles were the ones using the composition containing logistic regression and
XGBoost. They made use of an importance distribution where XGBoost was quite
dominant. The best ensemble in this category achieved accuracies of 53.3%, 54.1%
and 53.6% for the complete, Pearson correlation coefficient and Fisher-10 feature
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selections, respectively.
Our goal was to find out how to use ensembles to improve the prediction accu-

racy. For us to achieve this goal, we needed to find ensembles that outperformed the
individual algorithm which achieved accuracies of 53.1%, 53.1% and 53.5% for the
complete, Pearson correlation coefficient and Fisher-10 feature selections, respec-
tively. The best ensembles of each category outperformed the individual algorithm
for the complete and Pearson correlation coefficient feature selections. They mostly
outperformed the individual algorithm for the Fisher-10 feature selection. The best
ensemble that made use of three algorithms performed equally well on that fea-
ture selection. This means that we found a way to use ensembles to increase the
prediction accuracy. The next step is to take a look at what subset of the promising
algorithms and which importance distribution can be most beneficial to an ensemble.
When comparing the best ensembles of each category with each other, we see that
the ensemble using four algorithms performed better than the others. This means
that the most beneficial ensemble is the one using all algorithms while making use
of an importance distribution where random forest and XGBoost were somewhat
dominant.

Now we have established that ensembles can be used to increase accuracy of
a model that predicts the outcome of a football match and what the most beneficial
ensembles should look like, we can find out whether the use of these particular
ensembles is worthwhile or that the investment is not worth it at all. To find that out
we need to take a look at the actual performance increase. The actual performance
increase is the increase in prediction accuracy of the ensemble minus the increase
in prediction accuracy of the individual algorithm divided by the increase in prediction
accuracy of the individual algorithm. As mentioned before, to find out the increase
in prediction accuracy, we need to take into account the ratio of the class that is
present the most. This class represents the home team winning and the home
win percentage is 45.9%. The individual algorithm is responsible for an increase of
7.2%, 7.2%, and 7.6% for the complete, Pearson correlation coefficient and Fisher-
10 feature selections, respectively. The best ensemble is responsible for an increase
of 7.5%, 8.2% and 7.8% for the complete, Pearson correlation coefficient and Fisher-
10 feature selections, respectively. This means that the actual performance increase
is 4.2%, 13.9%, 2.6% for the complete, Pearson correlation coefficient and Fisher-10
feature selections, respectively. The average actual performance increase is 6.9%.
This means that making use of the most beneficial ensemble will be worthwhile in
this case.
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5.9.4 Support Vector Machine

The ensemble composition containing all algorithms and the ensemble composition
containing random forest, XGBoost and support vector machine achieved the high-
est prediction accuracy over the three feature selections. This does not mean that
any ensemble making use of these compositions will always outperform the others
and the individual algorithm. It simply means that we could create an ensemble
with one of these compositions while taking into account a specific importance dis-
tribution that would achieve the highest prediction accuracy for at least one of these
feature selections. To find out more about the ensembles that performed best for
all feature selections, we will have to take a closer look at the three categories.
We will start with the bigger ensembles containing all algorithms which can be very
beneficial when resources are not an issue. The best performing ensembles in this
category outperformed the individual algorithm two of the three feature selection.
The ensembles made use of several importance distributions. Namely, one where
random forest and XGBoost were very dominant, one where random forest and XG-
Boost were somewhat dominant and one where random forest and support vector
machine were somewhat dominant. Next to that, the best ensemble achieved accu-
racies of 53.4%, 54.1% and 53.8% for the complete, Pearson correlation coefficient
and Fisher-12 feature selections, respectively. When resources are somewhat more
limited, a smaller ensemble could also be beneficial. In the category containing
only ensembles using three algorithms, the best ensembles were the ones using the
composition containing random forest, XGBoost and support vector machine. The
most important about these ensembles is that the XGBoost algorithm is dominant
in all of them. The best ensemble in this category achieved accuracies of 53.6%,
54.0% and 53.7% for the complete, Pearson correlation coefficient and Fisher-12
feature selections, respectively. In the category containing only ensembles using
two algorithms, the best ensembles were the ones using the composition containing
support vector machine and XGBoost. They made use of an importance distribution
where XGBoost was quite dominant. The best ensemble in this category achieved
accuracies of 53.3%, 54.1% and 53.7% for the complete, Pearson correlation coef-
ficient and Fisher-12 feature selections, respectively.

Our goal was to find out how to use ensembles to improve the prediction accu-
racy. For us to achieve this goal, we needed to find ensembles that outperformed the
individual algorithm which achieved accuracies of 53.1%, 53.5% and 54.0% for the
complete, Pearson correlation coefficient and Fisher-12 feature selections, respec-
tively. The best ensembles of each category strongly outperformed the individual al-
gorithm for the complete and Pearson correlation coefficient feature selections. But
they got outperformed of the individual algorithm for the Fisher-12 feature selection.
Even though they did get outperformed for one feature selection, they strongly out-
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performed the individual algorithm for the other two feature selections. This means
that we found a way to use ensembles to increase the prediction accuracy. The next
step is to take a look at what subset of the promising algorithms and which impor-
tance distribution can be most beneficial to an ensemble.When comparing the best
ensembles of each category with each other, we see that the ensemble using two
algorithms performed slightly worse than the other two when taking into account all
feature selections. The other two performed equally well but when also taking into
account the amount of resources used, the most beneficial ensemble is the one us-
ing the composition containing random forest, XGBoost and support vector machine
while making use of an importance distribution where XGBoost was dominant.

Now we have established that ensembles can be used to increase accuracy of
a model that predicts the outcome of a football match and what the most beneficial
ensembles should look like, we can find out whether the use of these particular
ensembles is worthwhile or that the investment is not worth it. To find that out we
need to take a look at the actual performance increase. The actual performance
increase is the increase in prediction accuracy of the ensemble minus the increase
in prediction accuracy of the individual algorithm divided by the increase in prediction
accuracy of the individual algorithm. As mentioned before, to find out the increase
in prediction accuracy, we need to take into account the ratio of the class that is
present the most. This class represents the home team winning and the home
win percentage is 45.9%. The individual algorithm is responsible for an increase of
7.2%, 7.6%, and 8.1% for the complete, Pearson correlation coefficient and Fisher-
12 feature selections, respectively. The best ensemble is responsible for an increase
of 7.7%, 8.1% and 7.8% for the complete, Pearson correlation coefficient and Fisher-
12 feature selections, respectively. This means that the actual performance increase
is 6.9%, 6.6%, -3.7% for the complete, Pearson correlation coefficient and Fisher-12
feature selections, respectively. The average actual performance increase is 3.3%.
This means that making use of the most beneficial ensemble will not be worthwhile
in this case.

5.10 Key Takeaways

The goal of this chapter was to find out how to make use of ensembles to improve
the prediction accuracy of a model that predicts the outcome of a football match.
We were interested in what subset of the promising algorithms could be most bene-
ficial and what the importance distribution should be between these algorithms. We
looked into these curiosities by comparing each promising algorithm with the rele-
vant ensembles separately. The detailed discussion regarding this can be found in
Section 5.9. We found out that the most beneficial ensemble is using the composi-
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tion containing random forest, XGBoost and support vector machine, the composi-
tion containing random forest, XGBoost and logistic regression or the composition
containing all algorithms, each making use of an importance distribution where XG-
Boost was dominant. Next to that, we found out that for every individual algorithm,
there is an ensemble that realises an increase in prediction accuracy. Also, we found
out that only for some of the models that make use of an individual algorithm, it is
worthwhile to make use of the found ensembles. For already really well perform-
ing individual algorithms, it seems that it is not worth the resources and effort to
make use of these ensembles. In other words, the actual performance increase was
too small to be seen as worthwhile. In cases where resources are not limited, the
minimum actual performance increase could be lower which means that in such a
scenario the use of ensembles could be seen as worthwhile.
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Chapter 6

Conclusions and Critical Reflection

The goal of this research was to find new ways to improve the prediction accuracy
of a model that predicts the outcome of a football match. In our literature review,
we found out that there has been quite some research focusing on finding new and
effective feature categories or algorithms. Most of these would make use of the
known effective feature categories, like match attributes, match statistics and team
performance, while introducing a new feature category. Also, some of these would
experiment with a new algorithm to find out whether it would have potential. Studies
like [1], [2] and [3] made use of these ways to improve the prediction accuracy and
have had some success over the years. [1] made use of weather as a new feature
category, while [2] focused on team/player ratings and team/player values. [3] did
not focus on a new feature category but used the known effective ones, while ex-
perimenting with long short-term memory. As mentioned, these ways to improve the
accuracy have had their success over the years but at a certain point the pile with
new feature categories and algorithms will run out. In that case, we need to find
other ways to improve the prediction accuracy of a model that predicts the outcome
of a football match.

In this thesis, we propose two ways to improve the prediction accuracy other
than finding new feature categories or algorithms. The first way is the use of feature
category combinations. A feature category combination is a combination between
two feature categories. The combination of these two categories could result into a
new set of features which exists next to the feature category features themselves.
This means that with the same data, we tend to create more value. We do this by
taking a second look at the feature categories and reason which features could be
created considering the data of both feature categories. This approach could lead to
new features which could lead to an improved prediction accuracy. The second way
we propose to improve the prediction accuracy is the use of ensembles. Specifically,
ensembles that make use of the promising algorithms that we found in our literature
review. Ensembles can be used like any individual algorithm but, in this case, make
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use of multiple algorithms to predict the outcome. Ensembles can make use of all
promising algorithms or just a subset. Also, the algorithms that are a part of such an
ensemble can be equally important or the ensemble could make use of a different
importance distribution. The use of different algorithms in an ensemble could lead
to an improved prediction accuracy.

We chose to explore four feature category combinations that we believed would
have the best chance of improving the prediction models directly. Next to that, we
reasoned which feature category combination features could be useful and came
up with twelve sets of feature category combination features. The chosen four fea-
ture category combinations had a positive effect on the prediction accuracy. Even
though not all feature category combination feature sets had an actual performance
increase of 10.0% or higher, on average the feature selections that include the fea-
ture category combination features performed 16.2% better than the feature selec-
tions that exclude the feature category combination features. This leads to the con-
clusion that the use of these feature category combinations can indeed be seen as
worthwhile and used to increase the accuracy of a model that predicts the outcome
of a football match. The feature category combination team performance and team
value is the best performing combination achieving an average actual performance
increase of 18.0%.

Next to the feature category combinations, we took an interest in ensembles.
More specifically, what subset of the promising algorithms could be most beneficial
in an ensemble and what the importance distribution should be between these al-
gorithms. We looked into these curiosities by comparing each promising algorithm
with the relevant ensembles, separately. We found out that the most beneficial en-
semble was using the composition containing random forest, XGBoost and support
vector machine, the composition containing random forest, XGBoost and logistic
regression or the composition containing all algorithms, each making use of an im-
portance distribution where XGBoost was dominant. Next to that, we found out that
for every individual algorithm, there is an ensemble that realises an increase in pre-
diction accuracy. Also, we found out that only for some of the models that make
use of an individual algorithm, it is worthwhile to make use of the found ensem-
bles. For already really well performing individual algorithms, it seems that it is not
worth the resources and effort to make use of these ensembles. In other words,
the actual performance increase was too small to be seen as worthwhile. In cases
where resources are not limited, the minimum actual performance increase could be
lower which means that in such a scenario the use of ensembles could be seen as
worthwhile.

All in all, we can conclude that the two ways we proposed can be quite success-
ful. These ways are not only successful in a scenario where there are unlimited
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resources, but can also be worthwhile when resources are more limited. Especially,
the feature category combinations which performed great while simply using the
same data in a more elaborate way.

The remainder of this chapter will be structured as follows: In Section 6.1, we will
answer the research questions. In Section 6.2, we will describe our contributions
to science. In Section 6.3 we will explain what the contributions to practice are. In
Section 6.4, we will describe our limitations. Finally, in Section 6.5, we will talk about
several possibilities for future research.

6.1 Research Questions

In this section, we will answer the research questions separately. We will start with
answering each main research question, followed by their sub research questions.

6.1.1 RQ1: What is the state of the art in predicting the outcome
of a football match using machine learning?

In the area of football prediction has been quite some research regarding the predic-
tion of the outcome of a football match using machine learning. The research in this
area experimented a lot with different combinations of algorithms and feature cate-
gories. A subset of these used algorithms/feature categories are promising but there
is still a lot of potential in finding new algorithms/ensembles of different algorithms
and feature selections.

What algorithms have been used to predict the outcome of a football match?

Table 2.1 contains the different algorithms used to predict the outcome of a football
match.

What feature categories have been used to predict the outcome of a football
match?

Table 2.2 contains the different feature categories used to predict the outcome of a
football match.
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What algorithms and feature categories show promising results while being
used to predict the outcome of a football match?

As discussed in section 2.3, the promising algorithms are support vector machine,
logistic regression, gradient boosting, random forest, and ensembles of different al-
gorithms. And as discussed in section 2.4, the promising feature categories are
match attributes, match statistics, team performance, head-to-head performance,
coach ratings, player ratings, team ratings, team values, player attributes, and weather
data.

6.1.2 RQ2: How can feature category combinations be used to
improve the prediction accuracy when predicting the out-
come of a football match using machine learning?

A feature category combination that provides enough worth can be used to increase
the prediction accuracy. The chosen four feature category combinations had a pos-
itive effect on the prediction accuracy. Even though not all feature category com-
bination feature sets had an actual performance increase of 10.0% or higher, on
average the feature selections that include the feature category combination fea-
tures performed 16.2% better than the feature selections that exclude the feature
category combination features. This leads to the conclusion that the use of these
feature category combinations can indeed be seen as worthwhile and used to in-
crease the accuracy of a model that predicts the outcome of a football match. The
feature category combination team performance and team value is the best perform-
ing combination achieving an average actual performance increase of 18.0%.

What feature categories can be combined into a new set of features?

In section 4.2, we describe the possible feature category combinations. We ex-
plained that there are many possible feature category combinations but that most
feature categories do not fit well together due to not providing new information or
information which directly relates to the outcome of a football match. The feature
category combinations that are listed in section 4.2 have the best chance of improv-
ing the prediction models directly.

What feature category combinations can be used to improve the prediction
accuracy?

We looked at four different feature category combinations, namely team perfor-
mance and team rating (TPTR), past match statistics and team rating (PMSTR),
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team performance and team value (TPTV), and past match statistics and team value
(PMSTV). In Section 4.9, the summarised performance of the feature category com-
binations can be found. All feature category combinations had a positive effect on
the prediction accuracy.

6.1.3 RQ3: How can ensembles be used to achieve to improve
the prediction accuracy when predicting the outcome of a
football match using machine learning?

Ensembles that make use of the right composition and importance distribution can
be used to improve the prediction accuracy. We found out that for every individual
algorithm, there is an ensemble that realises an increase in prediction accuracy.
Also, we found out that only for some of the models that make use of an individual
algorithm, it is worthwhile to make use of the found ensembles. For already really
well performing individual algorithms, it seems that it is not worth the resources and
effort to make use of these ensembles. In other words, the actual performance
increase was too small to be seen as worthwhile. In cases where resources are not
limited, the minimum actual performance increase could be lower which means that
in such a scenario the use of ensembles could be seen as worthwhile.

What of subset promising algorithms could be most beneficial to an ensem-
ble?

The most beneficial ensemble is using the composition containing random forest,
XGBoost and support vector machine, the composition containing random forest,
XGBoost and logistic regression or the composition containing all algorithms.

What should the importance distribution be between these algorithms?

The importance distributions of the beneficial ensemble compositions were very
much a like. Each ensemble composition made use of an importance distribution
where XGBoost was dominant. In some of these importance distributions XGBoost
appeared to be very dominant.

6.2 Contribution to Science

This thesis contributes to science by exploring multiple ways to improve the predic-
tion accuracy of a model that predicts the outcome of a football match. As men-
tioned before, most studies tried to improve the prediction accuracy by looking for

154



algorithms and feature categories. This approach has had some success over the
years but at a certain point the pile with new feature categories and algorithms will
run out. This thesis provides other ways to improve the prediction accuracy. It pro-
vides a broad comparison between the inclusion and exclusion of several feature
category combinations and between individual algorithms and various ensemble
compositions that make use of different importance distributions. Furthermore, it
presents several worthwhile feature category combinations and ensemble compo-
sitions that make use of a successful importance distribution. It also suggests that
there could be many feature category combination features in this area that have not
been found yet. New and existing models could make use of these ways to increase
their prediction accuracy.

6.3 Contribution to Practice

This thesis contributes to practice by potentially making it easier to predict the out-
come of a football match. Football teams could make use of the ways found in this
thesis to produce better predictions which they could use to their advantage. They
could anticipate better when to give players rest and change their training schedule
so the team is in optimal condition when they play a game that they predicted to draw
or to lose. When the players are rested and in optimal condition, the team might be
able to change a draw into a win or even a loss into win. There is a bigger chance
of this happening when the opponent did not take the necessary precautions due to
making worse predictions or none at all. Next to that, this thesis could be of use to
people who lay bets on football matches. Due to only taking into account data that
has been known before the start of the match, the ways found could also improve
the predictions made by this group of people.

6.4 Limitations

This thesis has are several limitations that influenced the results and the conclusions
drawn from them. The first one being that the feature category combinations and the
feature category combination features were specifically chosen for what we believed
was their great chance to improve the prediction accuracy. This means that others
might not be worthwhile or even increase the prediction accuracy. In other words,
these specific feature category combinations and the feature category combination
features increase the prediction accuracy and can be seen as worthwhile but there
is no guarantee others will do that as well. Next to that, we only looked at ensembles
compositions that took into account all possible combinations between the promis-
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ing algorithms. This group of ensembles might not be a proper representation of
ensembles in this area. These ensembles were somewhat successful but there is
a reasonable chance there are other ensembles out there which include other algo-
rithms that are even more successful. Also, the evaluated ensemble compositions
could have had more success with other importance distributions. We evaluated
each ensemble composition with the importance distributions where an algorithm’s
weight could range from 1 to 4. There might be other importance distributions with
different ranges of weight that are more successful than the ones we found. Finally,
due to the nature of the random forest algorithm the prediction accuracies produced
during these experiments can differ each time. This is due to the random forest algo-
rithm using randomisation, it builds each tree in the forest using a randomly selected
subset of features and a randomly selected subsample of the data. This means that
the chances that all trees in one run are the same as in the other run are very
slim. As a result, the produced accuracies can be somewhat different which could
have resulted in more or less favorable accuracies for the feature category combi-
nations and the ensembles. The feature category combinations could have been
more or less successful due to this randomness which could result in more or less
feature category combination feature sets to be worthwhile. This could also have in-
fluenced whether all feature category combinations can be seen as worthwhile. The
ensembles could have also been affected by the randomness of the random forest
algorithm. This could result in higher or lower prediction accuracies for the individual
algorithm and the ensembles. This in turn could have influenced whether specific
ensembles with respect to the individual algorithm can be seen as worthwhile.

6.5 Future Research

There are several interesting directions for future research. There could potentially
be a lot more beneficial feature category combinations in this area which have not
been found yet. Also, there could be other beneficial feature category combination
features for these new beneficial feature category combinations and the one that
we already found. Next to that, there probably are other beneficial ensembles of
other sizes containing other algorithms that we haven’t considered. Also, one could
do more research on the importance distributions for the beneficial ensemble com-
positions that we found. We only took into account importance distributions where
an algorithm’s weight could range from 1 to 4 but the ensembles could potentially
be even more beneficial using an importance distribution with a broader range of
algorithm weights.
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Appendix A

Examples Datasets

A.1 Football-Data

Div Date HomeTeam AwayTeam FTHG FTAG FTR HTHG HTAG HTR
E0 17/08/2002 Blackburn Sunderland 0 0 D 0 0 D
E0 17/08/2002 Charlton Chelsea 2 3 A 2 1 H
E0 17/08/2002 Everton Tottenham 2 2 D 1 0 H
E0 17/08/2002 Fulham Bolton 4 1 H 3 1 H
E0 17/08/2002 Leeds Man City 3 0 H 2 0 H

Referee HS AS HST AST HF AF HC AC HY AY HR AR B365H B365D
D Elleray 15 7 5 3 14 11 9 1 1 2 0 0 1.727 3.25
G Barber 5 21 5 12 10 12 3 6 0 3 1 0 2.8 3.25
N Barry 13 10 9 5 18 4 10 5 1 1 0 0 2.25 3.25
A Wiley 13 3 6 1 16 12 7 4 1 2 0 0 1.727 3.25
G Poll 13 18 8 10 13 13 2 7 1 1 0 0 1.667 3.4

B365A GBH GBD GBA IWH IWD IWA LBH LBD LBA SOH SOD SOA
4.333 1.6 3.4 4.5 1.8 3.1 3.8 1.615 3.25 5 1.83 3.4 3.75
2.2 2.96 3.15 2.25 2.9 3 2.2 2.8 3.2 2.2 2.75 3.25 2.25
2.75 2.39 3.11 2.81 2.3 3 2.7 2.25 3.2 2.75 2.38 3.2 2.63
4.333 1.83 3.26 4.05 1.8 3.1 3.8 1.833 3.2 3.75 1.91 3.25 3.5
G Poll 13 18 8 10 13 13 2 7 1 1 0 0
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SBH SBD SBA WHH WHD WHA GB>2.5 GB<2.5 B365>2.5 B365<2.5
1.727 3.2 5 1.66 3.3 4.5 1.82 1.82
3 3.25 2.2 2.75 3.1 2.3 1.87 1.77
2.4 3.1 2.8 2.3 3.1 2.75 1.92 1.72
1.8 3.2 4.333 1.72 3.2 4.33 1.82 1.82
1.727 3.4 4.5 1.66 3.3 4.5 1.72 1.92

A.2 Team Ratings

Team ATT MID DEF OVR
Liverpool 86 83 80 85
Man City 85 86 83 85
Tottenham 89 82 81 82
Chelsea 82 84 82 82
Man United 83 82 82 82
Arsenal 83 79 79 80
Leicester 80 81 79 80
Everton 81 79 80 79
Wolves 77 81 78 79
West Ham 79 79 77 78
Aston Villa 77 77 77 77
Crystal Palace 77 75 75 76
Southampton 77 77 76 76
Leeds 78 76 75 76
Newcastle 77 75 74 76
Burnley 75 76 77 76
Fulham 74 75 74 75
Brighton 75 76 76 75
West Brom 74 74 72 73
Sheffield United 71 74 73 73
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A.3 Team Values

Team Value
Chelsea 686.7
Man City 606.7
Tottenham 543.65
Arsenal 542
Man United 531.45
Liverpool 425.65
Everton 311.25
West Ham 273.05
Southampton 263.75
Crystal Palace 228.43
Leicester 218.65
Stoke 186
Watford 175.65
Swansea 157.1
Hull 135.85
Sunderland 132
Bournemouth 131.6
Middlesbrough 128.8
West Brom 123.2
Burnley 107.18

166



Appendix B

Random Forest and Ensembles

B.1 Ensembles using Two Algorithms

ALG RF XGB LR SVM CFS PCCFS F14FS ALG RF XGB LR SVM CFS PCCFS F14FS
RF 1 0 0 0 0.527 0.538 0.536 E-25 3 0 1 0 0.528 0.538 0.535
E-1 1 1 0 0 0.533 0.54 0.537 E-26 3 0 2 0 0.526 0.537 0.536
E-2 1 2 0 0 0.533 0.541 0.536 E-27 3 0 3 0 0.529 0.536 0.537
E-3 1 3 0 0 0.533 0.541 0.536 E-28 3 0 4 0 0.531 0.531 0.534
E-4 1 4 0 0 0.533 0.541 0.536 E-29 4 0 1 0 0.527 0.539 0.535
E-5 2 1 0 0 0.529 0.538 0.535 E-30 4 0 2 0 0.529 0.539 0.536
E-6 2 2 0 0 0.531 0.54 0.536 E-31 4 0 3 0 0.526 0.538 0.534
E-7 2 3 0 0 0.533 0.541 0.536 E-32 4 0 4 0 0.529 0.536 0.538
E-8 2 4 0 0 0.533 0.541 0.536 E-33 1 0 0 1 0.531 0.537 0.539
E-9 3 1 0 0 0.528 0.538 0.536 E-34 1 0 0 2 0.531 0.535 0.539
E-10 3 2 0 0 0.527 0.538 0.536 E-35 1 0 0 3 0.531 0.535 0.539
E-11 3 3 0 0 0.532 0.54 0.536 E-36 1 0 0 4 0.531 0.535 0.539
E-12 3 4 0 0 0.533 0.541 0.536 E-37 2 0 0 1 0.527 0.538 0.536
E-13 4 1 0 0 0.527 0.538 0.535 E-38 2 0 0 2 0.531 0.538 0.539
E-14 4 2 0 0 0.528 0.537 0.535 E-39 2 0 0 3 0.531 0.535 0.539
E-15 4 3 0 0 0.527 0.538 0.535 E-40 2 0 0 4 0.531 0.535 0.539
E-16 4 4 0 0 0.533 0.54 0.537 E-41 3 0 0 1 0.528 0.538 0.536
E-17 1 0 1 0 0.53 0.536 0.537 E-42 3 0 0 2 0.526 0.537 0.536
E-18 1 0 2 0 0.531 0.531 0.534 E-43 3 0 0 3 0.531 0.537 0.539
E-19 1 0 3 0 0.531 0.531 0.534 E-44 3 0 0 4 0.531 0.535 0.539
E-20 1 0 4 0 0.531 0.531 0.534 E-45 4 0 0 1 0.527 0.538 0.536
E-21 2 0 1 0 0.528 0.538 0.535 E-46 4 0 0 2 0.529 0.538 0.535
E-22 2 0 2 0 0.53 0.536 0.538 E-47 4 0 0 3 0.528 0.538 0.537
E-23 2 0 3 0 0.531 0.531 0.534 E-48 4 0 0 4 0.531 0.536 0.539
E-24 2 0 4 0 0.531 0.531 0.534
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B.2 Ensembles using Three Algorithms

ALG RF XGB LR SVM CFS PCCFS F14FS ALG RF XGB LR SVM CFS PCCFS F14FS
RF 1 0 0 0 0.527 0.538 0.536 E-89 3 3 1 0 0.532 0.54 0.537
E-49 1 1 1 0 0.532 0.54 0.535 E-90 3 3 2 0 0.531 0.54 0.536
E-50 1 1 2 0 0.532 0.536 0.537 E-91 3 3 3 0 0.531 0.54 0.536
E-51 1 1 3 0 0.531 0.531 0.534 E-92 3 3 4 0 0.531 0.539 0.536
E-52 1 1 4 0 0.531 0.531 0.534 E-93 3 4 1 0 0.534 0.54 0.536
E-53 1 2 1 0 0.535 0.541 0.536 E-94 3 4 2 0 0.533 0.541 0.536
E-54 1 2 2 0 0.532 0.54 0.536 E-95 3 4 3 0 0.531 0.54 0.537
E-55 1 2 3 0 0.531 0.537 0.537 E-96 3 4 4 0 0.534 0.54 0.536
E-56 1 2 4 0 0.531 0.531 0.534 E-97 4 1 1 0 0.529 0.539 0.537
E-57 1 3 1 0 0.533 0.541 0.536 E-98 4 1 2 0 0.527 0.539 0.536
E-58 1 3 2 0 0.534 0.54 0.536 E-99 4 1 3 0 0.529 0.54 0.537
E-59 1 3 3 0 0.533 0.54 0.535 E-100 4 1 4 0 0.531 0.54 0.535
E-60 1 3 4 0 0.532 0.537 0.537 E-101 4 2 1 0 0.528 0.539 0.535
E-61 1 4 1 0 0.533 0.541 0.536 E-102 4 2 2 0 0.529 0.539 0.536
E-62 1 4 2 0 0.533 0.541 0.536 E-103 4 2 3 0 0.531 0.54 0.535
E-63 1 4 3 0 0.535 0.54 0.536 E-104 4 2 4 0 0.531 0.539 0.535
E-64 1 4 4 0 0.533 0.54 0.536 E-105 4 3 1 0 0.531 0.539 0.537
E-65 2 1 1 0 0.529 0.54 0.535 E-106 4 3 2 0 0.531 0.54 0.535
E-66 2 1 2 0 0.53 0.54 0.536 E-107 4 3 3 0 0.53 0.54 0.536
E-67 2 1 3 0 0.533 0.537 0.537 E-108 4 3 4 0 0.531 0.54 0.536
E-68 2 1 4 0 0.531 0.531 0.534 E-109 4 4 1 0 0.533 0.541 0.537
E-69 2 2 1 0 0.532 0.541 0.536 E-110 4 4 2 0 0.533 0.541 0.535
E-70 2 2 2 0 0.531 0.54 0.536 E-111 4 4 3 0 0.531 0.541 0.536
E-71 2 2 3 0 0.532 0.54 0.536 E-112 4 4 4 0 0.532 0.54 0.535
E-72 2 2 4 0 0.531 0.537 0.537 E-113 1 1 0 1 0.533 0.54 0.535
E-73 2 3 1 0 0.534 0.541 0.536 E-114 1 1 0 2 0.533 0.537 0.539
E-74 2 3 2 0 0.532 0.54 0.537 E-115 1 1 0 3 0.531 0.535 0.539
E-75 2 3 3 0 0.532 0.54 0.536 E-116 1 1 0 4 0.531 0.535 0.539
E-76 2 3 4 0 0.533 0.54 0.536 E-117 1 2 0 1 0.534 0.54 0.537
E-77 2 4 1 0 0.533 0.541 0.536 E-118 1 2 0 2 0.533 0.54 0.537
E-78 2 4 2 0 0.535 0.541 0.536 E-119 1 2 0 3 0.533 0.537 0.538
E-79 2 4 3 0 0.531 0.541 0.536 E-120 1 2 0 4 0.531 0.535 0.539
E-80 2 4 4 0 0.532 0.541 0.536 E-121 1 3 0 1 0.533 0.541 0.536
E-81 3 1 1 0 0.527 0.538 0.536 E-122 1 3 0 2 0.535 0.541 0.536
E-82 3 1 2 0 0.529 0.539 0.536 E-123 1 3 0 3 0.533 0.54 0.536
E-83 3 1 3 0 0.533 0.54 0.535 E-124 1 3 0 4 0.533 0.537 0.538
E-84 3 1 4 0 0.533 0.536 0.537 E-125 1 4 0 1 0.533 0.541 0.536
E-85 3 2 1 0 0.529 0.54 0.537 E-126 1 4 0 2 0.533 0.541 0.536
E-86 3 2 2 0 0.531 0.54 0.535 E-127 1 4 0 3 0.535 0.541 0.535
E-87 3 2 3 0 0.531 0.54 0.536 E-128 1 4 0 4 0.534 0.54 0.536
E-88 3 2 4 0 0.532 0.54 0.535 E-129 2 1 0 1 0.531 0.539 0.536
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ALG RF XGB LR SVM CFS PCCFS F14FS ALG RF XGB LR SVM CFS PCCFS F14FS
RF 1 0 0 0 0.527 0.538 0.536 E-170 4 3 0 2 0.534 0.54 0.536
E-130 2 1 0 2 0.534 0.54 0.536 E-171 4 3 0 3 0.532 0.54 0.536
E-131 2 1 0 3 0.533 0.537 0.538 E-172 4 3 0 4 0.534 0.54 0.536
E-132 2 1 0 4 0.531 0.535 0.539 E-173 4 4 0 1 0.534 0.54 0.535
E-133 2 2 0 1 0.533 0.541 0.535 E-174 4 4 0 2 0.534 0.54 0.536
E-134 2 2 0 2 0.533 0.54 0.536 E-175 4 4 0 3 0.533 0.541 0.536
E-135 2 2 0 3 0.533 0.54 0.537 E-176 4 4 0 4 0.533 0.54 0.536
E-136 2 2 0 4 0.532 0.537 0.538 E-177 1 0 1 1 0.53 0.535 0.54
E-137 2 3 0 1 0.535 0.54 0.536 E-178 1 0 1 2 0.532 0.535 0.54
E-138 2 3 0 2 0.534 0.54 0.536 E-179 1 0 1 3 0.531 0.535 0.539
E-139 2 3 0 3 0.533 0.54 0.535 E-180 1 0 1 4 0.531 0.535 0.539
E-140 2 3 0 4 0.534 0.54 0.537 E-181 1 0 2 1 0.531 0.535 0.539
E-141 2 4 0 1 0.533 0.541 0.536 E-182 1 0 2 2 0.531 0.535 0.54
E-142 2 4 0 2 0.535 0.54 0.536 E-183 1 0 2 3 0.532 0.535 0.54
E-143 2 4 0 3 0.534 0.54 0.535 E-184 1 0 2 4 0.531 0.535 0.539
E-144 2 4 0 4 0.533 0.54 0.536 E-185 1 0 3 1 0.531 0.531 0.534
E-145 3 1 0 1 0.528 0.537 0.535 E-186 1 0 3 2 0.531 0.534 0.539
E-146 3 1 0 2 0.531 0.54 0.536 E-187 1 0 3 3 0.532 0.535 0.539
E-147 3 1 0 3 0.534 0.539 0.536 E-188 1 0 3 4 0.532 0.535 0.54
E-148 3 1 0 4 0.533 0.537 0.538 E-189 1 0 4 1 0.531 0.531 0.534
E-149 3 2 0 1 0.53 0.54 0.536 E-190 1 0 4 2 0.531 0.531 0.534
E-150 3 2 0 2 0.533 0.54 0.536 E-191 1 0 4 3 0.53 0.535 0.538
E-151 3 2 0 3 0.533 0.54 0.536 E-192 1 0 4 4 0.532 0.535 0.539
E-152 3 2 0 4 0.533 0.54 0.536 E-193 2 0 1 1 0.531 0.536 0.538
E-153 3 3 0 1 0.533 0.541 0.535 E-194 2 0 1 2 0.531 0.535 0.539
E-154 3 3 0 2 0.533 0.541 0.536 E-195 2 0 1 3 0.532 0.535 0.54
E-155 3 3 0 3 0.534 0.541 0.536 E-196 2 0 1 4 0.531 0.535 0.539
E-156 3 3 0 4 0.533 0.539 0.537 E-197 2 0 2 1 0.531 0.535 0.54
E-157 3 4 0 1 0.534 0.54 0.535 E-198 2 0 2 2 0.532 0.535 0.539
E-158 3 4 0 2 0.534 0.54 0.535 E-199 2 0 2 3 0.531 0.535 0.54
E-159 3 4 0 3 0.534 0.54 0.535 E-200 2 0 2 4 0.531 0.535 0.54
E-160 3 4 0 4 0.534 0.54 0.535 E-201 2 0 3 1 0.531 0.535 0.539
E-161 4 1 0 1 0.527 0.538 0.535 E-202 2 0 3 2 0.532 0.535 0.54
E-162 4 1 0 2 0.527 0.539 0.535 E-203 2 0 3 3 0.531 0.535 0.539
E-163 4 1 0 3 0.532 0.54 0.536 E-204 2 0 3 4 0.531 0.535 0.54
E-164 4 1 0 4 0.533 0.54 0.535 E-205 2 0 4 1 0.531 0.531 0.534
E-165 4 2 0 1 0.528 0.538 0.534 E-206 2 0 4 2 0.531 0.535 0.538
E-166 4 2 0 2 0.53 0.54 0.537 E-207 2 0 4 3 0.532 0.535 0.539
E-167 4 2 0 3 0.533 0.54 0.536 E-208 2 0 4 4 0.531 0.535 0.539
E-168 4 2 0 4 0.532 0.54 0.535 E-209 3 0 1 1 0.528 0.538 0.536
E-169 4 3 0 1 0.531 0.54 0.536 E-210 3 0 1 2 0.531 0.536 0.539
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ALG RF XGB LR SVM CFS PCCFS F14FS ALG RF XGB LR SVM CFS PCCFS F14FS
RF 1 0 0 0 0.527 0.538 0.536 E-226 4 0 1 2 0.53 0.54 0.536
E-211 3 0 1 3 0.532 0.535 0.54 E-227 4 0 1 3 0.531 0.537 0.538
E-212 3 0 1 4 0.532 0.535 0.54 E-228 4 0 1 4 0.531 0.535 0.54
E-213 3 0 2 1 0.53 0.536 0.537 E-229 4 0 2 1 0.53 0.539 0.537
E-214 3 0 2 2 0.532 0.535 0.54 E-230 4 0 2 2 0.531 0.537 0.538
E-215 3 0 2 3 0.531 0.535 0.539 E-231 4 0 2 3 0.531 0.535 0.539
E-216 3 0 2 4 0.531 0.535 0.539 E-232 4 0 2 4 0.531 0.536 0.539
E-217 3 0 3 1 0.532 0.535 0.539 E-233 4 0 3 1 0.531 0.536 0.537
E-218 3 0 3 2 0.532 0.535 0.538 E-234 4 0 3 2 0.532 0.535 0.539
E-219 3 0 3 3 0.532 0.535 0.539 E-235 4 0 3 3 0.531 0.535 0.539
E-220 3 0 3 4 0.531 0.535 0.54 E-236 4 0 3 4 0.531 0.535 0.54
E-221 3 0 4 1 0.531 0.535 0.539 E-237 4 0 4 1 0.53 0.535 0.539
E-222 3 0 4 2 0.531 0.535 0.539 E-238 4 0 4 2 0.532 0.535 0.539
E-223 3 0 4 3 0.531 0.536 0.54 E-239 4 0 4 3 0.531 0.535 0.539
E-224 3 0 4 4 0.531 0.535 0.54 E-240 4 0 4 4 0.531 0.535 0.539
E-225 4 0 1 1 0.528 0.538 0.536
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B.3 Ensembles using Four Algorithms

ALG RF XGB LR SVM CFS PCCFS F14FS ALG RF XGB LR SVM CFS PCCFS F14FS
RF 1 0 0 0 0.527 0.538 0.536 E-281 1 3 3 1 0.534 0.537 0.538
E-241 1 1 1 1 0.534 0.537 0.538 E-282 1 3 3 2 0.532 0.535 0.539
E-242 1 1 1 2 0.532 0.535 0.539 E-283 1 3 3 3 0.532 0.535 0.538
E-243 1 1 1 3 0.531 0.535 0.54 E-284 1 3 3 4 0.531 0.535 0.538
E-244 1 1 1 4 0.531 0.535 0.539 E-285 1 3 4 1 0.53 0.535 0.539
E-245 1 1 2 1 0.531 0.535 0.539 E-286 1 3 4 2 0.532 0.535 0.539
E-246 1 1 2 2 0.533 0.535 0.539 E-287 1 3 4 3 0.531 0.535 0.539
E-247 1 1 2 3 0.533 0.535 0.539 E-288 1 3 4 4 0.531 0.535 0.538
E-248 1 1 2 4 0.531 0.535 0.54 E-289 1 4 1 1 0.533 0.541 0.536
E-249 1 1 3 1 0.53 0.534 0.538 E-290 1 4 1 2 0.534 0.54 0.535
E-250 1 1 3 2 0.53 0.535 0.539 E-291 1 4 1 3 0.532 0.54 0.535
E-251 1 1 3 3 0.532 0.535 0.538 E-292 1 4 1 4 0.534 0.537 0.537
E-252 1 1 3 4 0.532 0.535 0.539 E-293 1 4 2 1 0.534 0.54 0.536
E-253 1 1 4 1 0.531 0.531 0.534 E-294 1 4 2 2 0.533 0.541 0.534
E-254 1 1 4 2 0.531 0.534 0.539 E-295 1 4 2 3 0.534 0.537 0.537
E-255 1 1 4 3 0.53 0.535 0.539 E-296 1 4 2 4 0.532 0.535 0.538
E-256 1 1 4 4 0.533 0.535 0.539 E-297 1 4 3 1 0.533 0.54 0.535
E-257 1 2 1 1 0.534 0.54 0.534 E-298 1 4 3 2 0.533 0.537 0.537
E-258 1 2 1 2 0.534 0.537 0.537 E-299 1 4 3 3 0.532 0.535 0.538
E-259 1 2 1 3 0.532 0.536 0.539 E-300 1 4 3 4 0.532 0.535 0.538
E-260 1 2 1 4 0.531 0.535 0.54 E-301 1 4 4 1 0.534 0.537 0.538
E-261 1 2 2 1 0.534 0.537 0.537 E-302 1 4 4 2 0.532 0.535 0.539
E-262 1 2 2 2 0.532 0.535 0.538 E-303 1 4 4 3 0.532 0.535 0.539
E-263 1 2 2 3 0.532 0.535 0.538 E-304 1 4 4 4 0.532 0.535 0.538
E-264 1 2 2 4 0.532 0.535 0.538 E-305 2 1 1 1 0.533 0.54 0.535
E-265 1 2 3 1 0.53 0.535 0.539 E-306 2 1 1 2 0.535 0.537 0.538
E-266 1 2 3 2 0.532 0.535 0.539 E-307 2 1 1 3 0.532 0.535 0.54
E-267 1 2 3 3 0.531 0.535 0.538 E-308 2 1 1 4 0.531 0.535 0.54
E-268 1 2 3 4 0.532 0.535 0.539 E-309 2 1 2 1 0.535 0.537 0.538
E-269 1 2 4 1 0.531 0.535 0.538 E-310 2 1 2 2 0.532 0.535 0.539
E-270 1 2 4 2 0.531 0.535 0.539 E-311 2 1 2 3 0.533 0.535 0.54
E-271 1 2 4 3 0.531 0.535 0.539 E-312 2 1 2 4 0.532 0.535 0.539
E-272 1 2 4 4 0.531 0.535 0.538 E-313 2 1 3 1 0.531 0.535 0.539
E-273 1 3 1 1 0.534 0.54 0.536 E-314 2 1 3 2 0.531 0.535 0.539
E-274 1 3 1 2 0.533 0.54 0.534 E-315 2 1 3 3 0.532 0.535 0.538
E-275 1 3 1 3 0.534 0.537 0.538 E-316 2 1 3 4 0.532 0.536 0.54
E-276 1 3 1 4 0.532 0.535 0.539 E-317 2 1 4 1 0.53 0.535 0.538
E-277 1 3 2 1 0.532 0.54 0.535 E-318 2 1 4 2 0.53 0.535 0.539
E-278 1 3 2 2 0.533 0.537 0.537 E-319 2 1 4 3 0.531 0.535 0.539
E-279 1 3 2 3 0.532 0.535 0.538 E-320 2 1 4 4 0.533 0.535 0.538
E-280 1 3 2 4 0.532 0.535 0.538 E-321 2 2 1 1 0.534 0.541 0.535
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ALG RF XGB LR SVM CFS PCCFS F14FS ALG RF XGB LR SVM CFS PCCFS F14FS
RF 1 0 0 0 0.527 0.538 0.536 E-362 2 4 3 2 0.532 0.54 0.535
E-322 2 2 1 2 0.534 0.54 0.535 E-363 2 4 3 3 0.533 0.537 0.537
E-323 2 2 1 3 0.534 0.537 0.538 E-364 2 4 3 4 0.532 0.535 0.538
E-324 2 2 1 4 0.532 0.535 0.539 E-365 2 4 4 1 0.533 0.54 0.536
E-325 2 2 2 1 0.531 0.54 0.535 E-366 2 4 4 2 0.534 0.537 0.537
E-326 2 2 2 2 0.534 0.537 0.538 E-367 2 4 4 3 0.532 0.535 0.538
E-327 2 2 2 3 0.534 0.535 0.539 E-368 2 4 4 4 0.532 0.535 0.538
E-328 2 2 2 4 0.533 0.535 0.539 E-369 3 1 1 1 0.529 0.54 0.536
E-329 2 2 3 1 0.532 0.537 0.538 E-370 3 1 1 2 0.534 0.54 0.536
E-330 2 2 3 2 0.531 0.535 0.538 E-371 3 1 1 3 0.535 0.537 0.538
E-331 2 2 3 3 0.533 0.536 0.538 E-372 3 1 1 4 0.532 0.535 0.539
E-332 2 2 3 4 0.533 0.535 0.539 E-373 3 1 2 1 0.531 0.54 0.535
E-333 2 2 4 1 0.531 0.535 0.539 E-374 3 1 2 2 0.534 0.537 0.538
E-334 2 2 4 2 0.53 0.535 0.539 E-375 3 1 2 3 0.532 0.535 0.54
E-335 2 2 4 3 0.53 0.535 0.538 E-376 3 1 2 4 0.533 0.536 0.539
E-336 2 2 4 4 0.533 0.536 0.539 E-377 3 1 3 1 0.532 0.537 0.537
E-337 2 3 1 1 0.534 0.54 0.534 E-378 3 1 3 2 0.532 0.535 0.539
E-338 2 3 1 2 0.533 0.54 0.534 E-379 3 1 3 3 0.532 0.535 0.539
E-339 2 3 1 3 0.533 0.54 0.535 E-380 3 1 3 4 0.532 0.535 0.539
E-340 2 3 1 4 0.534 0.537 0.538 E-381 3 1 4 1 0.531 0.535 0.539
E-341 2 3 2 1 0.533 0.541 0.535 E-382 3 1 4 2 0.531 0.535 0.539
E-342 2 3 2 2 0.532 0.54 0.536 E-383 3 1 4 3 0.532 0.535 0.539
E-343 2 3 2 3 0.534 0.537 0.538 E-384 3 1 4 4 0.532 0.535 0.538
E-344 2 3 2 4 0.533 0.535 0.538 E-385 3 2 1 1 0.532 0.54 0.536
E-345 2 3 3 1 0.531 0.54 0.536 E-386 3 2 1 2 0.534 0.54 0.536
E-346 2 3 3 2 0.534 0.537 0.537 E-387 3 2 1 3 0.534 0.54 0.536
E-347 2 3 3 3 0.532 0.535 0.538 E-388 3 2 1 4 0.534 0.537 0.538
E-348 2 3 3 4 0.533 0.535 0.539 E-389 3 2 2 1 0.533 0.54 0.537
E-349 2 3 4 1 0.533 0.537 0.537 E-390 3 2 2 2 0.533 0.54 0.536
E-350 2 3 4 2 0.531 0.535 0.539 E-391 3 2 2 3 0.535 0.537 0.537
E-351 2 3 4 3 0.533 0.535 0.539 E-392 3 2 2 4 0.533 0.535 0.539
E-352 2 3 4 4 0.532 0.535 0.538 E-393 3 2 3 1 0.531 0.54 0.536
E-353 2 4 1 1 0.534 0.54 0.536 E-394 3 2 3 2 0.532 0.537 0.538
E-354 2 4 1 2 0.534 0.54 0.535 E-395 3 2 3 3 0.532 0.535 0.539
E-355 2 4 1 3 0.533 0.54 0.534 E-396 3 2 3 4 0.533 0.535 0.54
E-356 2 4 1 4 0.533 0.54 0.536 E-397 3 2 4 1 0.532 0.537 0.537
E-357 2 4 2 1 0.534 0.541 0.536 E-398 3 2 4 2 0.531 0.535 0.539
E-358 2 4 2 2 0.533 0.54 0.535 E-399 3 2 4 3 0.532 0.535 0.539
E-359 2 4 2 3 0.533 0.54 0.535 E-400 3 2 4 4 0.533 0.535 0.539
E-360 2 4 2 4 0.533 0.537 0.537 E-401 3 3 1 1 0.534 0.541 0.536
E-361 2 4 3 1 0.533 0.541 0.536 E-402 3 3 1 2 0.533 0.54 0.537
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ALG RF XGB LR SVM CFS PCCFS F14FS ALG RF XGB LR SVM CFS PCCFS F14FS
RF 1 0 0 0 0.527 0.538 0.536 E-450 4 2 1 2 0.531 0.54 0.536
E-403 3 3 1 3 0.533 0.54 0.536 E-451 4 2 1 3 0.534 0.54 0.536
E-404 3 3 1 4 0.534 0.54 0.536 E-452 4 2 1 4 0.533 0.539 0.536
E-405 3 3 2 1 0.531 0.54 0.535 E-453 4 2 2 1 0.532 0.54 0.536
E-406 3 3 2 2 0.532 0.54 0.536 E-454 4 2 2 2 0.532 0.54 0.536
E-407 3 3 2 3 0.534 0.541 0.536 E-455 4 2 2 3 0.532 0.54 0.536
E-408 3 3 2 4 0.534 0.537 0.537 E-456 4 2 2 4 0.534 0.537 0.538
E-409 3 3 3 1 0.533 0.54 0.536 E-457 4 2 3 1 0.531 0.541 0.535
E-410 3 3 3 2 0.532 0.54 0.536 E-458 4 2 3 2 0.534 0.54 0.535
E-411 3 3 3 3 0.535 0.538 0.537 E-459 4 2 3 3 0.535 0.537 0.537
E-412 3 3 3 4 0.533 0.535 0.538 E-460 4 2 3 4 0.531 0.535 0.539
E-413 3 3 4 1 0.531 0.54 0.536 E-461 4 2 4 1 0.532 0.54 0.535
E-414 3 3 4 2 0.532 0.537 0.537 E-462 4 2 4 2 0.533 0.537 0.538
E-415 3 3 4 3 0.531 0.535 0.539 E-463 4 2 4 3 0.531 0.535 0.539
E-416 3 3 4 4 0.533 0.535 0.539 E-464 4 2 4 4 0.532 0.535 0.539
E-417 3 4 1 1 0.532 0.54 0.535 E-465 4 3 1 1 0.533 0.541 0.537
E-418 3 4 1 2 0.533 0.54 0.536 E-466 4 3 1 2 0.534 0.54 0.537
E-419 3 4 1 3 0.534 0.54 0.534 E-467 4 3 1 3 0.532 0.54 0.536
E-420 3 4 1 4 0.533 0.54 0.535 E-468 4 3 1 4 0.534 0.539 0.536
E-421 3 4 2 1 0.534 0.54 0.537 E-469 4 3 2 1 0.531 0.541 0.536
E-422 3 4 2 2 0.533 0.54 0.535 E-470 4 3 2 2 0.533 0.54 0.535
E-423 3 4 2 3 0.533 0.54 0.535 E-471 4 3 2 3 0.534 0.54 0.535
E-424 3 4 2 4 0.533 0.539 0.535 E-472 4 3 2 4 0.534 0.54 0.534
E-425 3 4 3 1 0.533 0.541 0.536 E-473 4 3 3 1 0.531 0.54 0.535
E-426 3 4 3 2 0.532 0.54 0.536 E-474 4 3 3 2 0.532 0.541 0.536
E-427 3 4 3 3 0.533 0.54 0.535 E-475 4 3 3 3 0.531 0.54 0.536
E-428 3 4 3 4 0.534 0.537 0.538 E-476 4 3 3 4 0.535 0.538 0.537
E-429 3 4 4 1 0.531 0.54 0.536 E-477 4 3 4 1 0.531 0.54 0.535
E-430 3 4 4 2 0.531 0.54 0.535 E-478 4 3 4 2 0.531 0.54 0.535
E-431 3 4 4 3 0.534 0.537 0.538 E-479 4 3 4 3 0.533 0.537 0.538
E-432 3 4 4 4 0.531 0.535 0.538 E-480 4 3 4 4 0.532 0.535 0.539
E-433 4 1 1 1 0.525 0.538 0.535 E-481 4 4 1 1 0.534 0.541 0.537
E-434 4 1 1 2 0.53 0.54 0.536 E-482 4 4 1 2 0.533 0.54 0.535
E-435 4 1 1 3 0.533 0.54 0.536 E-483 4 4 1 3 0.533 0.54 0.536
E-436 4 1 1 4 0.535 0.537 0.537 E-484 4 4 1 4 0.534 0.54 0.535
E-437 4 1 2 1 0.529 0.54 0.535 E-485 4 4 2 1 0.532 0.54 0.536
E-438 4 1 2 2 0.53 0.54 0.536 E-486 4 4 2 2 0.533 0.54 0.535
E-439 4 1 2 3 0.534 0.537 0.539 E-487 4 4 2 3 0.534 0.54 0.535
E-440 4 1 2 4 0.532 0.535 0.54 E-488 4 4 2 4 0.534 0.54 0.536
E-441 4 1 3 1 0.532 0.54 0.536 E-489 4 4 3 1 0.531 0.54 0.536
E-442 4 1 3 2 0.533 0.537 0.538 E-490 4 4 3 2 0.531 0.54 0.535
E-443 4 1 3 3 0.532 0.535 0.539 E-491 4 4 3 3 0.534 0.541 0.536
E-444 4 1 3 4 0.532 0.535 0.54 E-492 4 4 3 4 0.534 0.54 0.536
E-445 4 1 4 1 0.532 0.537 0.538 E-493 4 4 4 1 0.532 0.54 0.536
E-446 4 1 4 2 0.531 0.535 0.539 E-494 4 4 4 2 0.533 0.54 0.535
E-447 4 1 4 3 0.531 0.535 0.539 E-495 4 4 4 3 0.532 0.54 0.535
E-448 4 1 4 4 0.532 0.535 0.539 E-496 4 4 4 4 0.534 0.537 0.538
E-449 4 2 1 1 0.531 0.539 0.536
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Appendix C

XGBoost and Ensembles

C.1 Ensembles using Two Algorithms

ALG RF XGB LR SVM CFS PCCFS F1FS ALG RF XGB LR SVM CFS PCCFS F1FS
XGB 0 1 0 0 0.533 0.541 0.504 E-25 0 3 1 0 0.533 0.541 0.504
E-1 1 1 0 0 0.531 0.54 0.504 E-26 0 3 2 0 0.533 0.541 0.504
E-2 2 1 0 0 0.529 0.538 0.504 E-27 0 3 3 0 0.534 0.537 0.504
E-3 3 1 0 0 0.527 0.538 0.504 E-28 0 3 4 0 0.531 0.531 0.504
E-4 4 1 0 0 0.529 0.538 0.503 E-29 0 4 1 0 0.533 0.541 0.504
E-5 1 2 0 0 0.533 0.541 0.504 E-30 0 4 2 0 0.533 0.541 0.504
E-6 2 2 0 0 0.533 0.541 0.504 E-31 0 4 3 0 0.533 0.541 0.504
E-7 3 2 0 0 0.528 0.538 0.504 E-32 0 4 4 0 0.534 0.537 0.504
E-8 4 2 0 0 0.527 0.538 0.503 E-33 0 1 0 1 0.533 0.537 0.504
E-9 1 3 0 0 0.533 0.541 0.504 E-34 0 1 0 2 0.531 0.535 0.504
E-10 2 3 0 0 0.533 0.541 0.504 E-35 0 1 0 3 0.531 0.535 0.504
E-11 3 3 0 0 0.531 0.541 0.504 E-36 0 1 0 4 0.531 0.535 0.504
E-12 4 3 0 0 0.528 0.539 0.504 E-37 0 2 0 1 0.533 0.541 0.504
E-13 1 4 0 0 0.533 0.541 0.504 E-38 0 2 0 2 0.533 0.537 0.504
E-14 2 4 0 0 0.533 0.541 0.504 E-39 0 2 0 3 0.531 0.535 0.504
E-15 3 4 0 0 0.533 0.541 0.504 E-40 0 2 0 4 0.531 0.535 0.504
E-16 4 4 0 0 0.533 0.54 0.504 E-41 0 3 0 1 0.533 0.541 0.504
E-17 0 1 1 0 0.534 0.537 0.504 E-42 0 3 0 2 0.533 0.541 0.504
E-18 0 1 2 0 0.531 0.531 0.504 E-43 0 3 0 3 0.533 0.537 0.504
E-19 0 1 3 0 0.531 0.531 0.504 E-44 0 3 0 4 0.531 0.535 0.504
E-20 0 1 4 0 0.531 0.531 0.504 E-45 0 4 0 1 0.533 0.541 0.504
E-21 0 2 1 0 0.533 0.541 0.504 E-46 0 4 0 2 0.533 0.541 0.504
E-22 0 2 2 0 0.534 0.537 0.504 E-47 0 4 0 3 0.533 0.541 0.504
E-23 0 2 3 0 0.531 0.531 0.504 E-48 0 4 0 4 0.533 0.537 0.504
E-24 0 2 4 0 0.531 0.531 0.504
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C.2 Ensembles using Three Algorithms

ALG RF XGB LR SVM CFS PCCFS F1FS ALG RF XGB LR SVM CFS PCCFS F1FS
XGB 0 1 0 0 0.533 0.541 0.504 E-89 3 3 1 0 0.532 0.54 0.504
E-49 1 1 1 0 0.531 0.54 0.504 E-90 3 3 2 0 0.532 0.54 0.504
E-50 1 1 2 0 0.532 0.536 0.504 E-91 3 3 3 0 0.533 0.54 0.504
E-51 1 1 3 0 0.531 0.531 0.504 E-92 3 3 4 0 0.532 0.54 0.504
E-52 1 1 4 0 0.531 0.531 0.504 E-93 4 3 1 0 0.529 0.538 0.504
E-53 2 1 1 0 0.529 0.539 0.504 E-94 4 3 2 0 0.531 0.541 0.504
E-54 2 1 2 0 0.532 0.54 0.504 E-95 4 3 3 0 0.532 0.54 0.504
E-55 2 1 3 0 0.533 0.537 0.504 E-96 4 3 4 0 0.531 0.54 0.504
E-56 2 1 4 0 0.531 0.531 0.504 E-97 1 4 1 0 0.533 0.541 0.504
E-57 3 1 1 0 0.527 0.538 0.504 E-98 1 4 2 0 0.533 0.541 0.504
E-58 3 1 2 0 0.529 0.539 0.504 E-99 1 4 3 0 0.536 0.54 0.504
E-59 3 1 3 0 0.531 0.54 0.504 E-100 1 4 4 0 0.532 0.54 0.504
E-60 3 1 4 0 0.533 0.536 0.504 E-101 2 4 1 0 0.533 0.541 0.504
E-61 4 1 1 0 0.528 0.539 0.504 E-102 2 4 2 0 0.534 0.54 0.504
E-62 4 1 2 0 0.528 0.537 0.504 E-103 2 4 3 0 0.533 0.541 0.504
E-63 4 1 3 0 0.529 0.539 0.504 E-104 2 4 4 0 0.533 0.54 0.504
E-64 4 1 4 0 0.529 0.54 0.504 E-105 3 4 1 0 0.534 0.54 0.504
E-65 1 2 1 0 0.535 0.54 0.504 E-106 3 4 2 0 0.532 0.541 0.504
E-66 1 2 2 0 0.532 0.54 0.504 E-107 3 4 3 0 0.533 0.54 0.504
E-67 1 2 3 0 0.532 0.537 0.504 E-108 3 4 4 0 0.533 0.54 0.504
E-68 1 2 4 0 0.531 0.531 0.504 E-109 4 4 1 0 0.531 0.541 0.504
E-69 2 2 1 0 0.531 0.54 0.504 E-110 4 4 2 0 0.531 0.541 0.504
E-70 2 2 2 0 0.534 0.54 0.504 E-111 4 4 3 0 0.532 0.54 0.504
E-71 2 2 3 0 0.531 0.54 0.504 E-112 4 4 4 0 0.531 0.54 0.504
E-72 2 2 4 0 0.532 0.537 0.504 E-113 1 1 0 1 0.532 0.54 0.504
E-73 3 2 1 0 0.529 0.54 0.504 E-114 1 1 0 2 0.532 0.537 0.504
E-74 3 2 2 0 0.532 0.54 0.504 E-115 1 1 0 3 0.531 0.535 0.504
E-75 3 2 3 0 0.531 0.54 0.504 E-116 1 1 0 4 0.531 0.535 0.504
E-76 3 2 4 0 0.531 0.54 0.504 E-117 2 1 0 1 0.531 0.54 0.504
E-77 4 2 1 0 0.528 0.537 0.504 E-118 2 1 0 2 0.533 0.54 0.504
E-78 4 2 2 0 0.529 0.539 0.504 E-119 2 1 0 3 0.533 0.537 0.504
E-79 4 2 3 0 0.53 0.54 0.504 E-120 2 1 0 4 0.531 0.535 0.504
E-80 4 2 4 0 0.532 0.54 0.504 E-121 3 1 0 1 0.528 0.539 0.504
E-81 1 3 1 0 0.533 0.541 0.504 E-122 3 1 0 2 0.532 0.54 0.504
E-82 1 3 2 0 0.534 0.54 0.504 E-123 3 1 0 3 0.532 0.539 0.504
E-83 1 3 3 0 0.531 0.54 0.504 E-124 3 1 0 4 0.533 0.537 0.504
E-84 1 3 4 0 0.532 0.537 0.504 E-125 4 1 0 1 0.529 0.538 0.504
E-85 2 3 1 0 0.534 0.54 0.504 E-126 4 1 0 2 0.528 0.539 0.504
E-86 2 3 2 0 0.534 0.54 0.504 E-127 4 1 0 3 0.531 0.539 0.504
E-87 2 3 3 0 0.532 0.54 0.504 E-128 4 1 0 4 0.533 0.54 0.504
E-88 2 3 4 0 0.532 0.54 0.504 E-129 1 2 0 1 0.534 0.54 0.504
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ALG RF XGB LR SVM CFS PCCFS F1FS ALG RF XGB LR SVM CFS PCCFS F1FS
XGB 0 1 0 0 0.533 0.541 0.504 E-170 3 4 0 2 0.534 0.54 0.504
E-130 1 2 0 2 0.533 0.54 0.504 E-171 3 4 0 3 0.535 0.541 0.504
E-131 1 2 0 3 0.534 0.537 0.504 E-172 3 4 0 4 0.534 0.54 0.504
E-132 1 2 0 4 0.531 0.535 0.504 E-173 4 4 0 1 0.534 0.54 0.504
E-133 2 2 0 1 0.533 0.54 0.504 E-174 4 4 0 2 0.533 0.54 0.504
E-134 2 2 0 2 0.533 0.54 0.504 E-175 4 4 0 3 0.533 0.54 0.504
E-135 2 2 0 3 0.533 0.54 0.504 E-176 4 4 0 4 0.534 0.54 0.504
E-136 2 2 0 4 0.533 0.537 0.504 E-177 0 1 1 1 0.531 0.535 0.504
E-137 3 2 0 1 0.533 0.54 0.504 E-178 0 1 1 2 0.531 0.535 0.504
E-138 3 2 0 2 0.532 0.54 0.504 E-179 0 1 1 3 0.531 0.535 0.504
E-139 3 2 0 3 0.533 0.54 0.504 E-180 0 1 1 4 0.531 0.535 0.504
E-140 3 2 0 4 0.534 0.54 0.504 E-181 0 1 2 1 0.532 0.535 0.504
E-141 4 2 0 1 0.527 0.537 0.504 E-182 0 1 2 2 0.531 0.535 0.504
E-142 4 2 0 2 0.532 0.539 0.504 E-183 0 1 2 3 0.531 0.535 0.504
E-143 4 2 0 3 0.533 0.54 0.504 E-184 0 1 2 4 0.531 0.535 0.504
E-144 4 2 0 4 0.533 0.539 0.504 E-185 0 1 3 1 0.531 0.531 0.504
E-145 1 3 0 1 0.533 0.541 0.504 E-186 0 1 3 2 0.532 0.535 0.504
E-146 1 3 0 2 0.534 0.54 0.504 E-187 0 1 3 3 0.531 0.535 0.504
E-147 1 3 0 3 0.533 0.54 0.504 E-188 0 1 3 4 0.531 0.535 0.504
E-148 1 3 0 4 0.533 0.537 0.504 E-189 0 1 4 1 0.531 0.531 0.504
E-149 2 3 0 1 0.534 0.54 0.504 E-190 0 1 4 2 0.531 0.531 0.504
E-150 2 3 0 2 0.534 0.54 0.504 E-191 0 1 4 3 0.532 0.535 0.504
E-151 2 3 0 3 0.534 0.54 0.504 E-192 0 1 4 4 0.531 0.535 0.504
E-152 2 3 0 4 0.533 0.54 0.504 E-193 0 2 1 1 0.534 0.537 0.504
E-153 3 3 0 1 0.533 0.541 0.504 E-194 0 2 1 2 0.531 0.535 0.504
E-154 3 3 0 2 0.534 0.541 0.504 E-195 0 2 1 3 0.531 0.535 0.504
E-155 3 3 0 3 0.534 0.54 0.504 E-196 0 2 1 4 0.531 0.535 0.504
E-156 3 3 0 4 0.534 0.539 0.504 E-197 0 2 2 1 0.531 0.535 0.504
E-157 4 3 0 1 0.531 0.539 0.504 E-198 0 2 2 2 0.531 0.535 0.504
E-158 4 3 0 2 0.532 0.54 0.504 E-199 0 2 2 3 0.531 0.535 0.504
E-159 4 3 0 3 0.533 0.54 0.504 E-200 0 2 2 4 0.531 0.535 0.504
E-160 4 3 0 4 0.532 0.54 0.504 E-201 0 2 3 1 0.532 0.535 0.504
E-161 1 4 0 1 0.533 0.541 0.504 E-202 0 2 3 2 0.531 0.535 0.504
E-162 1 4 0 2 0.533 0.541 0.504 E-203 0 2 3 3 0.531 0.535 0.504
E-163 1 4 0 3 0.534 0.54 0.504 E-204 0 2 3 4 0.531 0.535 0.504
E-164 1 4 0 4 0.534 0.54 0.504 E-205 0 2 4 1 0.531 0.531 0.504
E-165 2 4 0 1 0.533 0.541 0.504 E-206 0 2 4 2 0.532 0.535 0.504
E-166 2 4 0 2 0.534 0.54 0.504 E-207 0 2 4 3 0.531 0.535 0.504
E-167 2 4 0 3 0.534 0.54 0.504 E-208 0 2 4 4 0.531 0.535 0.504
E-168 2 4 0 4 0.534 0.54 0.504 E-209 0 3 1 1 0.533 0.541 0.504
E-169 3 4 0 1 0.534 0.54 0.504 E-210 0 3 1 2 0.534 0.537 0.504
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ALG RF XGB LR SVM CFS PCCFS F1FS ALG RF XGB LR SVM CFS PCCFS F1FS
XGB 0 1 0 0 0.533 0.541 0.504 E-226 0 4 1 2 0.533 0.541 0.504
E-211 0 3 1 3 0.531 0.535 0.504 E-227 0 4 1 3 0.534 0.537 0.504
E-212 0 3 1 4 0.531 0.535 0.504 E-228 0 4 1 4 0.531 0.535 0.504
E-213 0 3 2 1 0.534 0.537 0.504 E-229 0 4 2 1 0.533 0.541 0.504
E-214 0 3 2 2 0.532 0.535 0.504 E-230 0 4 2 2 0.534 0.537 0.504
E-215 0 3 2 3 0.531 0.535 0.504 E-231 0 4 2 3 0.532 0.535 0.504
E-216 0 3 2 4 0.531 0.535 0.504 E-232 0 4 2 4 0.531 0.535 0.504
E-217 0 3 3 1 0.531 0.535 0.504 E-233 0 4 3 1 0.534 0.537 0.504
E-218 0 3 3 2 0.531 0.535 0.504 E-234 0 4 3 2 0.532 0.535 0.504
E-219 0 3 3 3 0.531 0.535 0.504 E-235 0 4 3 3 0.532 0.535 0.504
E-220 0 3 3 4 0.531 0.535 0.504 E-236 0 4 3 4 0.531 0.535 0.504
E-221 0 3 4 1 0.532 0.535 0.504 E-237 0 4 4 1 0.531 0.535 0.504
E-222 0 3 4 2 0.531 0.535 0.504 E-238 0 4 4 2 0.531 0.535 0.504
E-223 0 3 4 3 0.531 0.535 0.504 E-239 0 4 4 3 0.531 0.535 0.504
E-224 0 3 4 4 0.531 0.535 0.504 E-240 0 4 4 4 0.531 0.535 0.504
E-225 0 4 1 1 0.533 0.541 0.504

177



C.3 Ensembles using Four Algorithms

ALG RF XGB LR SVM CFS PCCFS F1FS ALG RF XGB LR SVM CFS PCCFS F1FS
XGB 0 1 0 0 0.533 0.541 0.504 E-281 3 1 3 1 0.533 0.537 0.504
E-241 1 1 1 1 0.534 0.538 0.504 E-282 3 1 3 2 0.532 0.535 0.504
E-242 1 1 1 2 0.532 0.535 0.504 E-283 3 1 3 3 0.533 0.535 0.504
E-243 1 1 1 3 0.531 0.535 0.504 E-284 3 1 3 4 0.531 0.535 0.504
E-244 1 1 1 4 0.531 0.535 0.504 E-285 3 1 4 1 0.53 0.535 0.504
E-245 1 1 2 1 0.531 0.535 0.504 E-286 3 1 4 2 0.53 0.536 0.504
E-246 1 1 2 2 0.533 0.536 0.504 E-287 3 1 4 3 0.532 0.535 0.504
E-247 1 1 2 3 0.532 0.535 0.504 E-288 3 1 4 4 0.531 0.535 0.504
E-248 1 1 2 4 0.531 0.535 0.504 E-289 4 1 1 1 0.528 0.538 0.504
E-249 1 1 3 1 0.531 0.534 0.504 E-290 4 1 1 2 0.529 0.54 0.504
E-250 1 1 3 2 0.53 0.535 0.504 E-291 4 1 1 3 0.533 0.54 0.504
E-251 1 1 3 3 0.532 0.536 0.504 E-292 4 1 1 4 0.534 0.537 0.504
E-252 1 1 3 4 0.532 0.535 0.504 E-293 4 1 2 1 0.528 0.539 0.504
E-253 1 1 4 1 0.531 0.531 0.504 E-294 4 1 2 2 0.533 0.54 0.504
E-254 1 1 4 2 0.53 0.534 0.504 E-295 4 1 2 3 0.534 0.537 0.504
E-255 1 1 4 3 0.531 0.535 0.504 E-296 4 1 2 4 0.533 0.535 0.504
E-256 1 1 4 4 0.533 0.535 0.504 E-297 4 1 3 1 0.533 0.54 0.504
E-257 2 1 1 1 0.532 0.54 0.504 E-298 4 1 3 2 0.534 0.537 0.504
E-258 2 1 1 2 0.535 0.537 0.504 E-299 4 1 3 3 0.533 0.535 0.504
E-259 2 1 1 3 0.532 0.535 0.504 E-300 4 1 3 4 0.532 0.535 0.504
E-260 2 1 1 4 0.531 0.535 0.504 E-301 4 1 4 1 0.533 0.537 0.504
E-261 2 1 2 1 0.533 0.537 0.504 E-302 4 1 4 2 0.532 0.535 0.504
E-262 2 1 2 2 0.533 0.535 0.504 E-303 4 1 4 3 0.531 0.535 0.504
E-263 2 1 2 3 0.532 0.536 0.504 E-304 4 1 4 4 0.532 0.535 0.504
E-264 2 1 2 4 0.532 0.535 0.504 E-305 1 2 1 1 0.533 0.54 0.504
E-265 2 1 3 1 0.53 0.535 0.504 E-306 1 2 1 2 0.533 0.537 0.504
E-266 2 1 3 2 0.531 0.535 0.504 E-307 1 2 1 3 0.532 0.535 0.504
E-267 2 1 3 3 0.531 0.535 0.504 E-308 1 2 1 4 0.531 0.535 0.504
E-268 2 1 3 4 0.533 0.535 0.504 E-309 1 2 2 1 0.533 0.537 0.504
E-269 2 1 4 1 0.531 0.535 0.504 E-310 1 2 2 2 0.532 0.535 0.504
E-270 2 1 4 2 0.531 0.535 0.504 E-311 1 2 2 3 0.532 0.535 0.504
E-271 2 1 4 3 0.531 0.535 0.504 E-312 1 2 2 4 0.532 0.535 0.504
E-272 2 1 4 4 0.531 0.535 0.504 E-313 1 2 3 1 0.531 0.535 0.504
E-273 3 1 1 1 0.531 0.539 0.504 E-314 1 2 3 2 0.531 0.535 0.504
E-274 3 1 1 2 0.533 0.54 0.504 E-315 1 2 3 3 0.531 0.535 0.504
E-275 3 1 1 3 0.534 0.538 0.504 E-316 1 2 3 4 0.532 0.535 0.504
E-276 3 1 1 4 0.533 0.535 0.504 E-317 1 2 4 1 0.53 0.534 0.504
E-277 3 1 2 1 0.534 0.54 0.504 E-318 1 2 4 2 0.531 0.535 0.504
E-278 3 1 2 2 0.533 0.537 0.504 E-319 1 2 4 3 0.532 0.535 0.504
E-279 3 1 2 3 0.532 0.535 0.504 E-320 1 2 4 4 0.531 0.535 0.504
E-280 3 1 2 4 0.533 0.535 0.504 E-321 2 2 1 1 0.533 0.541 0.504
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ALG RF XGB LR SVM CFS PCCFS F1FS ALG RF XGB LR SVM CFS PCCFS F1FS
XGB 0 1 0 0 0.533 0.541 0.504 E-362 4 2 3 2 0.532 0.54 0.504
E-322 2 2 1 2 0.534 0.54 0.504 E-363 4 2 3 3 0.534 0.537 0.504
E-323 2 2 1 3 0.534 0.537 0.504 E-364 4 2 3 4 0.532 0.535 0.504
E-324 2 2 1 4 0.532 0.535 0.504 E-365 4 2 4 1 0.531 0.54 0.504
E-325 2 2 2 1 0.531 0.539 0.504 E-366 4 2 4 2 0.533 0.537 0.504
E-326 2 2 2 2 0.534 0.537 0.504 E-367 4 2 4 3 0.534 0.535 0.504
E-327 2 2 2 3 0.533 0.535 0.504 E-368 4 2 4 4 0.531 0.535 0.504
E-328 2 2 2 4 0.532 0.535 0.504 E-369 1 3 1 1 0.534 0.54 0.504
E-329 2 2 3 1 0.532 0.537 0.504 E-370 1 3 1 2 0.533 0.54 0.504
E-330 2 2 3 2 0.531 0.535 0.504 E-371 1 3 1 3 0.533 0.537 0.504
E-331 2 2 3 3 0.533 0.536 0.504 E-372 1 3 1 4 0.532 0.535 0.504
E-332 2 2 3 4 0.532 0.535 0.504 E-373 1 3 2 1 0.533 0.54 0.504
E-333 2 2 4 1 0.531 0.535 0.504 E-374 1 3 2 2 0.534 0.537 0.504
E-334 2 2 4 2 0.53 0.535 0.504 E-375 1 3 2 3 0.532 0.535 0.504
E-335 2 2 4 3 0.53 0.535 0.504 E-376 1 3 2 4 0.531 0.535 0.504
E-336 2 2 4 4 0.532 0.536 0.504 E-377 1 3 3 1 0.534 0.537 0.504
E-337 3 2 1 1 0.532 0.54 0.504 E-378 1 3 3 2 0.532 0.535 0.504
E-338 3 2 1 2 0.534 0.54 0.504 E-379 1 3 3 3 0.532 0.535 0.504
E-339 3 2 1 3 0.533 0.539 0.504 E-380 1 3 3 4 0.531 0.535 0.504
E-340 3 2 1 4 0.535 0.537 0.504 E-381 1 3 4 1 0.531 0.535 0.504
E-341 3 2 2 1 0.532 0.54 0.504 E-382 1 3 4 2 0.532 0.535 0.504
E-342 3 2 2 2 0.532 0.54 0.504 E-383 1 3 4 3 0.531 0.535 0.504
E-343 3 2 2 3 0.535 0.537 0.504 E-384 1 3 4 4 0.531 0.535 0.504
E-344 3 2 2 4 0.533 0.535 0.504 E-385 2 3 1 1 0.533 0.54 0.504
E-345 3 2 3 1 0.533 0.54 0.504 E-386 2 3 1 2 0.533 0.539 0.504
E-346 3 2 3 2 0.532 0.537 0.504 E-387 2 3 1 3 0.533 0.541 0.504
E-347 3 2 3 3 0.532 0.535 0.504 E-388 2 3 1 4 0.534 0.537 0.504
E-348 3 2 3 4 0.533 0.536 0.504 E-389 2 3 2 1 0.534 0.54 0.504
E-349 3 2 4 1 0.533 0.537 0.504 E-390 2 3 2 2 0.532 0.54 0.504
E-350 3 2 4 2 0.532 0.535 0.504 E-391 2 3 2 3 0.534 0.537 0.504
E-351 3 2 4 3 0.531 0.535 0.504 E-392 2 3 2 4 0.533 0.535 0.504
E-352 3 2 4 4 0.533 0.535 0.504 E-393 2 3 3 1 0.532 0.54 0.504
E-353 4 2 1 1 0.529 0.54 0.504 E-394 2 3 3 2 0.534 0.537 0.504
E-354 4 2 1 2 0.532 0.54 0.504 E-395 2 3 3 3 0.532 0.535 0.504
E-355 4 2 1 3 0.534 0.54 0.504 E-396 2 3 3 4 0.533 0.535 0.504
E-356 4 2 1 4 0.533 0.54 0.504 E-397 2 3 4 1 0.533 0.537 0.504
E-357 4 2 2 1 0.532 0.539 0.504 E-398 2 3 4 2 0.531 0.535 0.504
E-358 4 2 2 2 0.532 0.54 0.504 E-399 2 3 4 3 0.532 0.535 0.504
E-359 4 2 2 3 0.533 0.54 0.504 E-400 2 3 4 4 0.531 0.535 0.504
E-360 4 2 2 4 0.534 0.537 0.504 E-401 3 3 1 1 0.533 0.54 0.504
E-361 4 2 3 1 0.531 0.54 0.504 E-402 3 3 1 2 0.534 0.54 0.504
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ALG RF XGB LR SVM CFS PCCFS F1FS ALG RF XGB LR SVM CFS PCCFS F1FS
XGB 0 1 0 0 0.533 0.541 0.504 E-450 2 4 1 2 0.534 0.54 0.504
E-403 3 3 1 3 0.533 0.54 0.504 E-451 2 4 1 3 0.534 0.54 0.504
E-404 3 3 1 4 0.533 0.54 0.504 E-452 2 4 1 4 0.534 0.54 0.504
E-405 3 3 2 1 0.532 0.54 0.504 E-453 2 4 2 1 0.534 0.54 0.504
E-406 3 3 2 2 0.533 0.54 0.504 E-454 2 4 2 2 0.533 0.541 0.504
E-407 3 3 2 3 0.534 0.54 0.504 E-455 2 4 2 3 0.532 0.54 0.504
E-408 3 3 2 4 0.534 0.537 0.504 E-456 2 4 2 4 0.534 0.537 0.504
E-409 3 3 3 1 0.531 0.54 0.504 E-457 2 4 3 1 0.533 0.54 0.504
E-410 3 3 3 2 0.531 0.54 0.504 E-458 2 4 3 2 0.533 0.54 0.504
E-411 3 3 3 3 0.534 0.537 0.504 E-459 2 4 3 3 0.533 0.537 0.504
E-412 3 3 3 4 0.533 0.536 0.504 E-460 2 4 3 4 0.532 0.535 0.504
E-413 3 3 4 1 0.531 0.54 0.504 E-461 2 4 4 1 0.531 0.54 0.504
E-414 3 3 4 2 0.532 0.537 0.504 E-462 2 4 4 2 0.535 0.537 0.504
E-415 3 3 4 3 0.531 0.535 0.504 E-463 2 4 4 3 0.532 0.535 0.504
E-416 3 3 4 4 0.533 0.536 0.504 E-464 2 4 4 4 0.531 0.535 0.504
E-417 4 3 1 1 0.533 0.539 0.504 E-465 3 4 1 1 0.534 0.54 0.504
E-418 4 3 1 2 0.534 0.54 0.504 E-466 3 4 1 2 0.533 0.54 0.504
E-419 4 3 1 3 0.534 0.54 0.504 E-467 3 4 1 3 0.534 0.54 0.504
E-420 4 3 1 4 0.533 0.539 0.504 E-468 3 4 1 4 0.533 0.54 0.504
E-421 4 3 2 1 0.531 0.54 0.504 E-469 3 4 2 1 0.533 0.54 0.504
E-422 4 3 2 2 0.532 0.54 0.504 E-470 3 4 2 2 0.532 0.539 0.504
E-423 4 3 2 3 0.534 0.54 0.504 E-471 3 4 2 3 0.533 0.54 0.504
E-424 4 3 2 4 0.533 0.54 0.504 E-472 3 4 2 4 0.533 0.54 0.504
E-425 4 3 3 1 0.532 0.54 0.504 E-473 3 4 3 1 0.532 0.54 0.504
E-426 4 3 3 2 0.532 0.539 0.504 E-474 3 4 3 2 0.534 0.54 0.504
E-427 4 3 3 3 0.533 0.54 0.504 E-475 3 4 3 3 0.532 0.54 0.504
E-428 4 3 3 4 0.534 0.538 0.504 E-476 3 4 3 4 0.534 0.537 0.504
E-429 4 3 4 1 0.532 0.54 0.504 E-477 3 4 4 1 0.531 0.54 0.504
E-430 4 3 4 2 0.531 0.54 0.504 E-478 3 4 4 2 0.532 0.54 0.504
E-431 4 3 4 3 0.533 0.537 0.504 E-479 3 4 4 3 0.534 0.537 0.504
E-432 4 3 4 4 0.532 0.536 0.504 E-480 3 4 4 4 0.532 0.535 0.504
E-433 1 4 1 1 0.533 0.541 0.504 E-481 4 4 1 1 0.533 0.541 0.504
E-434 1 4 1 2 0.534 0.54 0.504 E-482 4 4 1 2 0.533 0.542 0.504
E-435 1 4 1 3 0.532 0.54 0.504 E-483 4 4 1 3 0.534 0.54 0.504
E-436 1 4 1 4 0.534 0.537 0.504 E-484 4 4 1 4 0.533 0.54 0.504
E-437 1 4 2 1 0.534 0.54 0.504 E-485 4 4 2 1 0.532 0.54 0.504
E-438 1 4 2 2 0.533 0.54 0.504 E-486 4 4 2 2 0.534 0.541 0.504
E-439 1 4 2 3 0.533 0.537 0.504 E-487 4 4 2 3 0.533 0.54 0.504
E-440 1 4 2 4 0.532 0.535 0.504 E-488 4 4 2 4 0.533 0.54 0.504
E-441 1 4 3 1 0.532 0.54 0.504 E-489 4 4 3 1 0.531 0.54 0.504
E-442 1 4 3 2 0.534 0.537 0.504 E-490 4 4 3 2 0.531 0.54 0.504
E-443 1 4 3 3 0.532 0.535 0.504 E-491 4 4 3 3 0.534 0.54 0.504
E-444 1 4 3 4 0.531 0.535 0.504 E-492 4 4 3 4 0.534 0.54 0.504
E-445 1 4 4 1 0.534 0.537 0.504 E-493 4 4 4 1 0.531 0.54 0.504
E-446 1 4 4 2 0.532 0.535 0.504 E-494 4 4 4 2 0.532 0.54 0.504
E-447 1 4 4 3 0.532 0.535 0.504 E-495 4 4 4 3 0.531 0.54 0.504
E-448 1 4 4 4 0.531 0.535 0.504 E-496 4 4 4 4 0.535 0.537 0.504
E-449 2 4 1 1 0.534 0.54 0.504
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Appendix D

Logistic Regression and Ensembles

D.1 Ensembles using Two Algorithms

ALG RF XGB LR SVM CFS PCCFS F10FS ALG RF XGB LR SVM CFS PCCFS F10FS
LR 0 0 1 0 0.531 0.531 0.535 E-25 1 0 3 0 0.531 0.531 0.535
E-1 0 1 1 0 0.534 0.537 0.536 E-26 2 0 3 0 0.531 0.531 0.535
E-2 0 2 1 0 0.533 0.541 0.536 E-27 3 0 3 0 0.53 0.536 0.537
E-3 0 3 1 0 0.533 0.541 0.536 E-28 4 0 3 0 0.528 0.538 0.534
E-4 0 4 1 0 0.533 0.541 0.536 E-29 1 0 4 0 0.531 0.531 0.535
E-5 0 1 2 0 0.531 0.531 0.535 E-30 2 0 4 0 0.531 0.531 0.535
E-6 0 2 2 0 0.534 0.537 0.536 E-31 3 0 4 0 0.531 0.531 0.535
E-7 0 3 2 0 0.533 0.541 0.536 E-32 4 0 4 0 0.529 0.535 0.537
E-8 0 4 2 0 0.533 0.541 0.536 E-33 0 0 1 1 0.531 0.535 0.538
E-9 0 1 3 0 0.531 0.531 0.535 E-34 0 0 1 2 0.531 0.535 0.537
E-10 0 2 3 0 0.531 0.531 0.535 E-35 0 0 1 3 0.531 0.535 0.537
E-11 0 3 3 0 0.534 0.537 0.536 E-36 0 0 1 4 0.531 0.535 0.537
E-12 0 4 3 0 0.533 0.541 0.536 E-37 0 0 2 1 0.531 0.531 0.535
E-13 0 1 4 0 0.531 0.531 0.535 E-38 0 0 2 2 0.531 0.535 0.538
E-14 0 2 4 0 0.531 0.531 0.535 E-39 0 0 2 3 0.531 0.535 0.537
E-15 0 3 4 0 0.531 0.531 0.535 E-40 0 0 2 4 0.531 0.535 0.537
E-16 0 4 4 0 0.534 0.537 0.536 E-41 0 0 3 1 0.531 0.531 0.535
E-17 1 0 1 0 0.53 0.536 0.537 E-42 0 0 3 2 0.531 0.531 0.535
E-18 2 0 1 0 0.528 0.538 0.535 E-43 0 0 3 3 0.531 0.534 0.538
E-19 3 0 1 0 0.527 0.537 0.535 E-44 0 0 3 4 0.531 0.535 0.537
E-20 4 0 1 0 0.529 0.539 0.534 E-45 0 0 4 1 0.531 0.531 0.535
E-21 1 0 2 0 0.531 0.531 0.535 E-46 0 0 4 2 0.531 0.531 0.535
E-22 2 0 2 0 0.529 0.536 0.537 E-47 0 0 4 3 0.531 0.531 0.535
E-23 3 0 2 0 0.528 0.538 0.534 E-48 0 0 4 4 0.531 0.534 0.538
E-24 4 0 2 0 0.529 0.539 0.534
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D.2 Ensembles using Three Algorithms

ALG RF XGB LR SVM CFS PCCFS F10FS ALG RF XGB LR SVM CFS PCCFS F10FS
LR 0 0 1 0 0.531 0.531 0.535 E-89 1 3 3 0 0.532 0.54 0.535
E-49 1 1 1 0 0.533 0.54 0.535 E-90 2 3 3 0 0.531 0.54 0.534
E-50 2 1 1 0 0.53 0.539 0.536 E-91 3 3 3 0 0.532 0.54 0.535
E-51 3 1 1 0 0.528 0.539 0.534 E-92 4 3 3 0 0.532 0.54 0.534
E-52 4 1 1 0 0.527 0.538 0.535 E-93 1 4 3 0 0.534 0.541 0.535
E-53 1 2 1 0 0.535 0.541 0.534 E-94 2 4 3 0 0.532 0.54 0.534
E-54 2 2 1 0 0.532 0.541 0.534 E-95 3 4 3 0 0.533 0.54 0.534
E-55 3 2 1 0 0.529 0.54 0.535 E-96 4 4 3 0 0.532 0.541 0.534
E-56 4 2 1 0 0.528 0.538 0.535 E-97 1 1 4 0 0.531 0.531 0.535
E-57 1 3 1 0 0.533 0.541 0.536 E-98 2 1 4 0 0.531 0.531 0.535
E-58 2 3 1 0 0.534 0.541 0.534 E-99 3 1 4 0 0.532 0.537 0.537
E-59 3 3 1 0 0.531 0.541 0.534 E-100 4 1 4 0 0.531 0.54 0.535
E-60 4 3 1 0 0.53 0.54 0.535 E-101 1 2 4 0 0.531 0.531 0.535
E-61 1 4 1 0 0.533 0.541 0.536 E-102 2 2 4 0 0.532 0.537 0.537
E-62 2 4 1 0 0.533 0.541 0.536 E-103 3 2 4 0 0.533 0.54 0.536
E-63 3 4 1 0 0.534 0.54 0.535 E-104 4 2 4 0 0.532 0.54 0.535
E-64 4 4 1 0 0.531 0.541 0.535 E-105 1 3 4 0 0.532 0.537 0.536
E-65 1 1 2 0 0.532 0.537 0.536 E-106 2 3 4 0 0.533 0.54 0.535
E-66 2 1 2 0 0.531 0.54 0.535 E-107 3 3 4 0 0.533 0.54 0.536
E-67 3 1 2 0 0.531 0.539 0.535 E-108 4 3 4 0 0.531 0.54 0.535
E-68 4 1 2 0 0.527 0.538 0.535 E-109 1 4 4 0 0.532 0.54 0.534
E-69 1 2 2 0 0.533 0.54 0.535 E-110 2 4 4 0 0.532 0.54 0.535
E-70 2 2 2 0 0.532 0.54 0.535 E-111 3 4 4 0 0.532 0.54 0.535
E-71 3 2 2 0 0.531 0.54 0.535 E-112 4 4 4 0 0.533 0.54 0.535
E-72 4 2 2 0 0.531 0.539 0.535 E-113 0 1 1 1 0.531 0.535 0.535
E-73 1 3 2 0 0.535 0.54 0.534 E-114 0 1 1 2 0.531 0.535 0.537
E-74 2 3 2 0 0.533 0.54 0.534 E-115 0 1 1 3 0.531 0.535 0.537
E-75 3 3 2 0 0.532 0.541 0.535 E-116 0 1 1 4 0.531 0.535 0.537
E-76 4 3 2 0 0.531 0.54 0.535 E-117 0 2 1 1 0.534 0.537 0.535
E-77 1 4 2 0 0.533 0.541 0.536 E-118 0 2 1 2 0.531 0.535 0.535
E-78 2 4 2 0 0.535 0.541 0.534 E-119 0 2 1 3 0.531 0.535 0.537
E-79 3 4 2 0 0.533 0.54 0.534 E-120 0 2 1 4 0.531 0.535 0.537
E-80 4 4 2 0 0.531 0.541 0.534 E-121 0 3 1 1 0.533 0.541 0.536
E-81 1 1 3 0 0.531 0.531 0.535 E-122 0 3 1 2 0.534 0.537 0.535
E-82 2 1 3 0 0.532 0.537 0.536 E-123 0 3 1 3 0.531 0.535 0.535
E-83 3 1 3 0 0.529 0.54 0.535 E-124 0 3 1 4 0.531 0.535 0.537
E-84 4 1 3 0 0.53 0.539 0.536 E-125 0 4 1 1 0.533 0.541 0.536
E-85 1 2 3 0 0.533 0.537 0.536 E-126 0 4 1 2 0.533 0.541 0.536
E-86 2 2 3 0 0.532 0.541 0.536 E-127 0 4 1 3 0.534 0.537 0.535
E-87 3 2 3 0 0.53 0.54 0.535 E-128 0 4 1 4 0.531 0.535 0.535
E-88 4 2 3 0 0.531 0.54 0.534 E-129 0 1 2 1 0.532 0.535 0.537
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ALG RF XGB LR SVM CFS PCCFS F10FS ALG RF XGB LR SVM CFS PCCFS F10FS
LR 0 0 1 0 0.531 0.531 0.535 E-170 0 3 4 2 0.531 0.535 0.536
E-130 0 1 2 2 0.531 0.535 0.535 E-171 0 3 4 3 0.531 0.535 0.536
E-131 0 1 2 3 0.531 0.535 0.537 E-172 0 3 4 4 0.531 0.535 0.535
E-132 0 1 2 4 0.531 0.535 0.537 E-173 0 4 4 1 0.531 0.535 0.536
E-133 0 2 2 1 0.531 0.535 0.536 E-174 0 4 4 2 0.531 0.535 0.536
E-134 0 2 2 2 0.531 0.535 0.535 E-175 0 4 4 3 0.531 0.535 0.536
E-135 0 2 2 3 0.531 0.535 0.535 E-176 0 4 4 4 0.531 0.535 0.535
E-136 0 2 2 4 0.531 0.535 0.537 E-177 1 0 1 1 0.531 0.535 0.536
E-137 0 3 2 1 0.534 0.537 0.535 E-178 1 0 1 2 0.532 0.535 0.537
E-138 0 3 2 2 0.532 0.535 0.536 E-179 1 0 1 3 0.531 0.535 0.537
E-139 0 3 2 3 0.531 0.535 0.535 E-180 1 0 1 4 0.531 0.535 0.537
E-140 0 3 2 4 0.531 0.535 0.535 E-181 2 0 1 1 0.531 0.537 0.535
E-141 0 4 2 1 0.533 0.541 0.536 E-182 2 0 1 2 0.531 0.535 0.536
E-142 0 4 2 2 0.534 0.537 0.535 E-183 2 0 1 3 0.532 0.535 0.537
E-143 0 4 2 3 0.532 0.535 0.536 E-184 2 0 1 4 0.531 0.535 0.537
E-144 0 4 2 4 0.531 0.535 0.535 E-185 3 0 1 1 0.528 0.539 0.534
E-145 0 1 3 1 0.531 0.531 0.535 E-186 3 0 1 2 0.529 0.537 0.535
E-146 0 1 3 2 0.532 0.535 0.537 E-187 3 0 1 3 0.531 0.535 0.536
E-147 0 1 3 3 0.531 0.535 0.535 E-188 3 0 1 4 0.532 0.535 0.537
E-148 0 1 3 4 0.531 0.535 0.537 E-189 4 0 1 1 0.528 0.539 0.534
E-149 0 2 3 1 0.532 0.535 0.537 E-190 4 0 1 2 0.528 0.538 0.534
E-150 0 2 3 2 0.531 0.535 0.536 E-191 4 0 1 3 0.53 0.537 0.536
E-151 0 2 3 3 0.531 0.535 0.535 E-192 4 0 1 4 0.531 0.535 0.536
E-152 0 2 3 4 0.531 0.535 0.535 E-193 1 0 2 1 0.53 0.535 0.537
E-153 0 3 3 1 0.531 0.535 0.536 E-194 1 0 2 2 0.532 0.535 0.536
E-154 0 3 3 2 0.531 0.535 0.536 E-195 1 0 2 3 0.532 0.535 0.537
E-155 0 3 3 3 0.531 0.535 0.535 E-196 1 0 2 4 0.531 0.535 0.537
E-156 0 3 3 4 0.531 0.535 0.535 E-197 2 0 2 1 0.53 0.535 0.536
E-157 0 4 3 1 0.534 0.537 0.535 E-198 2 0 2 2 0.531 0.535 0.536
E-158 0 4 3 2 0.532 0.535 0.536 E-199 2 0 2 3 0.532 0.535 0.536
E-159 0 4 3 3 0.532 0.535 0.536 E-200 2 0 2 4 0.531 0.535 0.537
E-160 0 4 3 4 0.531 0.535 0.535 E-201 3 0 2 1 0.531 0.537 0.535
E-161 0 1 4 1 0.531 0.531 0.535 E-202 3 0 2 2 0.532 0.535 0.535
E-162 0 1 4 2 0.531 0.531 0.535 E-203 3 0 2 3 0.532 0.535 0.536
E-163 0 1 4 3 0.532 0.535 0.537 E-204 3 0 2 4 0.532 0.535 0.537
E-164 0 1 4 4 0.531 0.535 0.535 E-205 4 0 2 1 0.528 0.538 0.536
E-165 0 2 4 1 0.531 0.531 0.535 E-206 4 0 2 2 0.531 0.537 0.536
E-166 0 2 4 2 0.532 0.535 0.537 E-207 4 0 2 3 0.533 0.535 0.535
E-167 0 2 4 3 0.531 0.535 0.536 E-208 4 0 2 4 0.531 0.535 0.536
E-168 0 2 4 4 0.531 0.535 0.535 E-209 1 0 3 1 0.531 0.531 0.535
E-169 0 3 4 1 0.532 0.535 0.537 E-210 1 0 3 2 0.531 0.535 0.537
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ALG RF XGB LR SVM CFS PCCFS F10FS ALG RF XGB LR SVM CFS PCCFS F10FS
LR 0 0 1 0 0.531 0.531 0.535 E-226 1 0 4 2 0.531 0.531 0.535
E-211 1 0 3 3 0.531 0.535 0.537 E-227 1 0 4 3 0.531 0.535 0.537
E-212 1 0 3 4 0.532 0.535 0.537 E-228 1 0 4 4 0.531 0.535 0.536
E-213 2 0 3 1 0.531 0.535 0.537 E-229 2 0 4 1 0.531 0.531 0.535
E-214 2 0 3 2 0.531 0.536 0.537 E-230 2 0 4 2 0.531 0.535 0.538
E-215 2 0 3 3 0.531 0.535 0.536 E-231 2 0 4 3 0.532 0.535 0.537
E-216 2 0 3 4 0.531 0.535 0.536 E-232 2 0 4 4 0.531 0.535 0.537
E-217 3 0 3 1 0.531 0.535 0.535 E-233 3 0 4 1 0.531 0.535 0.538
E-218 3 0 3 2 0.531 0.535 0.535 E-234 3 0 4 2 0.532 0.535 0.537
E-219 3 0 3 3 0.532 0.535 0.536 E-235 3 0 4 3 0.531 0.535 0.536
E-220 3 0 3 4 0.532 0.535 0.537 E-236 3 0 4 4 0.532 0.535 0.536
E-221 4 0 3 1 0.531 0.537 0.535 E-237 4 0 4 1 0.53 0.535 0.535
E-222 4 0 3 2 0.532 0.535 0.535 E-238 4 0 4 2 0.532 0.535 0.536
E-223 4 0 3 3 0.532 0.535 0.535 E-239 4 0 4 3 0.531 0.535 0.536
E-224 4 0 3 4 0.532 0.535 0.535 E-240 4 0 4 4 0.532 0.535 0.536
E-225 1 0 4 1 0.531 0.531 0.535
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D.3 Ensembles using Four Algorithms

ALG RF XGB LR SVM CFS PCCFS F10FS ALG RF XGB LR SVM CFS PCCFS F10FS
LR 0 0 1 0 0.531 0.531 0.535 E-281 3 3 1 1 0.534 0.541 0.535
E-241 1 1 1 1 0.535 0.537 0.536 E-282 3 3 1 2 0.533 0.541 0.534
E-242 1 1 1 2 0.533 0.535 0.537 E-283 3 3 1 3 0.534 0.54 0.535
E-243 1 1 1 3 0.531 0.535 0.537 E-284 3 3 1 4 0.533 0.54 0.535
E-244 1 1 1 4 0.531 0.535 0.537 E-285 4 3 1 1 0.532 0.54 0.534
E-245 2 1 1 1 0.533 0.539 0.535 E-286 4 3 1 2 0.534 0.54 0.536
E-246 2 1 1 2 0.535 0.537 0.535 E-287 4 3 1 3 0.533 0.54 0.534
E-247 2 1 1 3 0.532 0.535 0.536 E-288 4 3 1 4 0.533 0.54 0.537
E-248 2 1 1 4 0.531 0.535 0.537 E-289 1 4 1 1 0.533 0.541 0.536
E-249 3 1 1 1 0.529 0.54 0.535 E-290 1 4 1 2 0.534 0.54 0.535
E-250 3 1 1 2 0.532 0.54 0.535 E-291 1 4 1 3 0.532 0.54 0.535
E-251 3 1 1 3 0.534 0.537 0.535 E-292 1 4 1 4 0.533 0.537 0.536
E-252 3 1 1 4 0.533 0.535 0.536 E-293 2 4 1 1 0.534 0.54 0.534
E-253 4 1 1 1 0.528 0.538 0.534 E-294 2 4 1 2 0.534 0.541 0.534
E-254 4 1 1 2 0.531 0.539 0.535 E-295 2 4 1 3 0.533 0.54 0.534
E-255 4 1 1 3 0.533 0.54 0.535 E-296 2 4 1 4 0.532 0.54 0.535
E-256 4 1 1 4 0.535 0.537 0.536 E-297 3 4 1 1 0.534 0.54 0.534
E-257 1 2 1 1 0.533 0.54 0.535 E-298 3 4 1 2 0.534 0.54 0.535
E-258 1 2 1 2 0.534 0.537 0.535 E-299 3 4 1 3 0.533 0.54 0.535
E-259 1 2 1 3 0.532 0.535 0.536 E-300 3 4 1 4 0.534 0.54 0.536
E-260 1 2 1 4 0.531 0.535 0.537 E-301 4 4 1 1 0.534 0.541 0.536
E-261 2 2 1 1 0.534 0.54 0.536 E-302 4 4 1 2 0.534 0.54 0.534
E-262 2 2 1 2 0.533 0.54 0.535 E-303 4 4 1 3 0.533 0.54 0.535
E-263 2 2 1 3 0.534 0.537 0.535 E-304 4 4 1 4 0.534 0.54 0.535
E-264 2 2 1 4 0.532 0.535 0.536 E-305 1 1 2 1 0.531 0.535 0.536
E-265 3 2 1 1 0.531 0.54 0.534 E-306 1 1 2 2 0.532 0.535 0.536
E-266 3 2 1 2 0.534 0.54 0.534 E-307 1 1 2 3 0.532 0.535 0.536
E-267 3 2 1 3 0.533 0.54 0.536 E-308 1 1 2 4 0.531 0.535 0.537
E-268 3 2 1 4 0.534 0.537 0.535 E-309 2 1 2 1 0.533 0.537 0.536
E-269 4 2 1 1 0.529 0.54 0.535 E-310 2 1 2 2 0.532 0.535 0.536
E-270 4 2 1 2 0.531 0.539 0.534 E-311 2 1 2 3 0.533 0.535 0.536
E-271 4 2 1 3 0.535 0.54 0.536 E-312 2 1 2 4 0.532 0.535 0.536
E-272 4 2 1 4 0.532 0.54 0.536 E-313 3 1 2 1 0.533 0.54 0.534
E-273 1 3 1 1 0.534 0.54 0.534 E-314 3 1 2 2 0.533 0.537 0.535
E-274 1 3 1 2 0.532 0.541 0.534 E-315 3 1 2 3 0.532 0.535 0.536
E-275 1 3 1 3 0.534 0.537 0.535 E-316 3 1 2 4 0.533 0.536 0.536
E-276 1 3 1 4 0.532 0.535 0.536 E-317 4 1 2 1 0.53 0.54 0.535
E-277 2 3 1 1 0.533 0.54 0.534 E-318 4 1 2 2 0.532 0.54 0.534
E-278 2 3 1 2 0.533 0.54 0.537 E-319 4 1 2 3 0.533 0.537 0.536
E-279 2 3 1 3 0.534 0.54 0.534 E-320 4 1 2 4 0.532 0.535 0.536
E-280 2 3 1 4 0.534 0.537 0.536 E-321 1 2 2 1 0.534 0.537 0.535
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ALG RF XGB LR SVM CFS PCCFS F10FS ALG RF XGB LR SVM CFS PCCFS F10FS
LR 0 0 1 0 0.531 0.531 0.535 E-362 3 4 2 2 0.534 0.54 0.535
E-322 1 2 2 2 0.531 0.535 0.536 E-363 3 4 2 3 0.533 0.54 0.534
E-323 1 2 2 3 0.531 0.535 0.536 E-364 3 4 2 4 0.533 0.54 0.535
E-324 1 2 2 4 0.532 0.535 0.536 E-365 4 4 2 1 0.531 0.54 0.535
E-325 2 2 2 1 0.53 0.539 0.535 E-366 4 4 2 2 0.534 0.54 0.536
E-326 2 2 2 2 0.534 0.537 0.536 E-367 4 4 2 3 0.533 0.54 0.535
E-327 2 2 2 3 0.534 0.535 0.536 E-368 4 4 2 4 0.534 0.54 0.536
E-328 2 2 2 4 0.532 0.535 0.536 E-369 1 1 3 1 0.531 0.535 0.537
E-329 3 2 2 1 0.531 0.54 0.536 E-370 1 1 3 2 0.531 0.535 0.535
E-330 3 2 2 2 0.532 0.54 0.535 E-371 1 1 3 3 0.532 0.536 0.537
E-331 3 2 2 3 0.534 0.537 0.535 E-372 1 1 3 4 0.531 0.535 0.536
E-332 3 2 2 4 0.533 0.535 0.535 E-373 2 1 3 1 0.53 0.535 0.536
E-333 4 2 2 1 0.531 0.54 0.535 E-374 2 1 3 2 0.531 0.535 0.536
E-334 4 2 2 2 0.532 0.54 0.534 E-375 2 1 3 3 0.532 0.535 0.535
E-335 4 2 2 3 0.532 0.54 0.536 E-376 2 1 3 4 0.532 0.536 0.536
E-336 4 2 2 4 0.534 0.537 0.536 E-377 3 1 3 1 0.532 0.537 0.536
E-337 1 3 2 1 0.533 0.54 0.535 E-378 3 1 3 2 0.531 0.535 0.535
E-338 1 3 2 2 0.533 0.537 0.535 E-379 3 1 3 3 0.532 0.535 0.535
E-339 1 3 2 3 0.531 0.535 0.536 E-380 3 1 3 4 0.531 0.535 0.536
E-340 1 3 2 4 0.532 0.535 0.536 E-381 4 1 3 1 0.531 0.54 0.534
E-341 2 3 2 1 0.533 0.541 0.535 E-382 4 1 3 2 0.533 0.537 0.536
E-342 2 3 2 2 0.533 0.54 0.535 E-383 4 1 3 3 0.532 0.535 0.536
E-343 2 3 2 3 0.534 0.537 0.536 E-384 4 1 3 4 0.532 0.535 0.536
E-344 2 3 2 4 0.533 0.535 0.535 E-385 1 2 3 1 0.531 0.535 0.536
E-345 3 3 2 1 0.532 0.54 0.535 E-386 1 2 3 2 0.532 0.535 0.536
E-346 3 3 2 2 0.533 0.541 0.536 E-387 1 2 3 3 0.531 0.535 0.535
E-347 3 3 2 3 0.534 0.54 0.535 E-388 1 2 3 4 0.532 0.535 0.536
E-348 3 3 2 4 0.534 0.537 0.535 E-389 2 2 3 1 0.532 0.537 0.535
E-349 4 3 2 1 0.531 0.54 0.536 E-390 2 2 3 2 0.531 0.535 0.536
E-350 4 3 2 2 0.532 0.54 0.536 E-391 2 2 3 3 0.533 0.535 0.537
E-351 4 3 2 3 0.534 0.54 0.534 E-392 2 2 3 4 0.532 0.535 0.536
E-352 4 3 2 4 0.534 0.54 0.535 E-393 3 2 3 1 0.531 0.54 0.535
E-353 1 4 2 1 0.534 0.54 0.534 E-394 3 2 3 2 0.533 0.537 0.536
E-354 1 4 2 2 0.533 0.541 0.536 E-395 3 2 3 3 0.531 0.535 0.537
E-355 1 4 2 3 0.533 0.537 0.535 E-396 3 2 3 4 0.533 0.536 0.535
E-356 1 4 2 4 0.532 0.535 0.536 E-397 4 2 3 1 0.532 0.54 0.535
E-357 2 4 2 1 0.533 0.54 0.534 E-398 4 2 3 2 0.533 0.54 0.536
E-358 2 4 2 2 0.534 0.54 0.534 E-399 4 2 3 3 0.535 0.538 0.535
E-359 2 4 2 3 0.533 0.54 0.534 E-400 4 2 3 4 0.531 0.535 0.536
E-360 2 4 2 4 0.533 0.537 0.535 E-401 1 3 3 1 0.534 0.537 0.535
E-361 3 4 2 1 0.534 0.541 0.535 E-402 1 3 3 2 0.532 0.535 0.536
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ALG RF XGB LR SVM CFS PCCFS F10FS ALG RF XGB LR SVM CFS PCCFS F10FS
LR 0 0 1 0 0.531 0.531 0.535 E-450 1 2 4 2 0.531 0.535 0.536
E-403 1 3 3 3 0.532 0.535 0.536 E-451 1 2 4 3 0.531 0.535 0.536
E-404 1 3 3 4 0.531 0.535 0.535 E-452 1 2 4 4 0.531 0.535 0.535
E-405 2 3 3 1 0.532 0.54 0.534 E-453 2 2 4 1 0.531 0.535 0.536
E-406 2 3 3 2 0.534 0.537 0.535 E-454 2 2 4 2 0.53 0.535 0.536
E-407 2 3 3 3 0.532 0.535 0.536 E-455 2 2 4 3 0.529 0.535 0.536
E-408 2 3 3 4 0.533 0.535 0.537 E-456 2 2 4 4 0.532 0.535 0.536
E-409 3 3 3 1 0.532 0.54 0.534 E-457 3 2 4 1 0.532 0.537 0.535
E-410 3 3 3 2 0.531 0.54 0.535 E-458 3 2 4 2 0.531 0.535 0.536
E-411 3 3 3 3 0.534 0.537 0.536 E-459 3 2 4 3 0.532 0.535 0.536
E-412 3 3 3 4 0.533 0.535 0.536 E-460 3 2 4 4 0.531 0.535 0.536
E-413 4 3 3 1 0.529 0.54 0.535 E-461 4 2 4 1 0.531 0.54 0.535
E-414 4 3 3 2 0.531 0.54 0.536 E-462 4 2 4 2 0.533 0.537 0.536
E-415 4 3 3 3 0.533 0.54 0.536 E-463 4 2 4 3 0.532 0.535 0.535
E-416 4 3 3 4 0.535 0.538 0.535 E-464 4 2 4 4 0.532 0.535 0.536
E-417 1 4 3 1 0.532 0.54 0.535 E-465 1 3 4 1 0.531 0.535 0.536
E-418 1 4 3 2 0.534 0.537 0.535 E-466 1 3 4 2 0.532 0.535 0.536
E-419 1 4 3 3 0.532 0.535 0.536 E-467 1 3 4 3 0.531 0.535 0.536
E-420 1 4 3 4 0.532 0.535 0.536 E-468 1 3 4 4 0.531 0.535 0.535
E-421 2 4 3 1 0.533 0.54 0.536 E-469 2 3 4 1 0.533 0.537 0.535
E-422 2 4 3 2 0.533 0.54 0.535 E-470 2 3 4 2 0.53 0.535 0.536
E-423 2 4 3 3 0.533 0.537 0.535 E-471 2 3 4 3 0.532 0.535 0.536
E-424 2 4 3 4 0.531 0.535 0.536 E-472 2 3 4 4 0.532 0.535 0.536
E-425 3 4 3 1 0.532 0.54 0.535 E-473 3 3 4 1 0.531 0.54 0.535
E-426 3 4 3 2 0.533 0.54 0.535 E-474 3 3 4 2 0.531 0.537 0.535
E-427 3 4 3 3 0.532 0.54 0.535 E-475 3 3 4 3 0.531 0.535 0.536
E-428 3 4 3 4 0.534 0.537 0.535 E-476 3 3 4 4 0.533 0.536 0.536
E-429 4 4 3 1 0.532 0.54 0.535 E-477 4 3 4 1 0.531 0.54 0.536
E-430 4 4 3 2 0.53 0.54 0.535 E-478 4 3 4 2 0.531 0.54 0.536
E-431 4 4 3 3 0.534 0.541 0.537 E-479 4 3 4 3 0.533 0.537 0.536
E-432 4 4 3 4 0.533 0.54 0.535 E-480 4 3 4 4 0.532 0.535 0.536
E-433 1 1 4 1 0.531 0.531 0.535 E-481 1 4 4 1 0.534 0.537 0.535
E-434 1 1 4 2 0.53 0.535 0.537 E-482 1 4 4 2 0.532 0.535 0.536
E-435 1 1 4 3 0.53 0.535 0.536 E-483 1 4 4 3 0.532 0.535 0.535
E-436 1 1 4 4 0.532 0.535 0.536 E-484 1 4 4 4 0.532 0.535 0.536
E-437 2 1 4 1 0.531 0.535 0.537 E-485 2 4 4 1 0.533 0.54 0.535
E-438 2 1 4 2 0.53 0.535 0.536 E-486 2 4 4 2 0.534 0.537 0.536
E-439 2 1 4 3 0.531 0.535 0.537 E-487 2 4 4 3 0.531 0.535 0.536
E-440 2 1 4 4 0.531 0.535 0.535 E-488 2 4 4 4 0.532 0.535 0.536
E-441 3 1 4 1 0.53 0.535 0.536 E-489 3 4 4 1 0.532 0.539 0.535
E-442 3 1 4 2 0.531 0.536 0.537 E-490 3 4 4 2 0.53 0.54 0.535
E-443 3 1 4 3 0.531 0.535 0.535 E-491 3 4 4 3 0.534 0.537 0.535
E-444 3 1 4 4 0.532 0.535 0.536 E-492 3 4 4 4 0.532 0.535 0.536
E-445 4 1 4 1 0.533 0.537 0.535 E-493 4 4 4 1 0.533 0.54 0.535
E-446 4 1 4 2 0.533 0.535 0.535 E-494 4 4 4 2 0.531 0.54 0.535
E-447 4 1 4 3 0.533 0.535 0.535 E-495 4 4 4 3 0.532 0.54 0.535
E-448 4 1 4 4 0.532 0.536 0.536 E-496 4 4 4 4 0.534 0.537 0.537
E-449 1 2 4 1 0.531 0.535 0.537
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Appendix E

Support Vector Machine and
Ensembles

E.1 Ensembles using Two Algorithms

ALG RF XGB LR SVM CFS PCCFS F12FS ALG RF XGB LR SVM CFS PCCFS F12FS
SVM 0 0 0 1 0.531 0.535 0.54 E-25 0 0 1 3 0.531 0.535 0.54
E-1 0 1 0 1 0.533 0.537 0.54 E-26 0 0 2 3 0.531 0.535 0.54
E-2 0 2 0 1 0.533 0.541 0.537 E-27 0 0 3 3 0.531 0.534 0.54
E-3 0 3 0 1 0.533 0.541 0.537 E-28 0 0 4 3 0.531 0.531 0.535
E-4 0 4 0 1 0.533 0.541 0.537 E-29 0 0 1 4 0.531 0.535 0.54
E-5 0 1 0 2 0.531 0.535 0.54 E-30 0 0 2 4 0.531 0.535 0.54
E-6 0 2 0 2 0.533 0.537 0.54 E-31 0 0 3 4 0.531 0.535 0.54
E-7 0 3 0 2 0.533 0.541 0.537 E-32 0 0 4 4 0.531 0.535 0.54
E-8 0 4 0 2 0.533 0.541 0.537 E-33 1 0 0 1 0.531 0.537 0.54
E-9 0 1 0 3 0.531 0.535 0.54 E-34 2 0 0 1 0.528 0.538 0.536
E-10 0 2 0 3 0.531 0.535 0.54 E-35 3 0 0 1 0.528 0.538 0.534
E-11 0 3 0 3 0.533 0.537 0.54 E-36 4 0 0 1 0.527 0.539 0.535
E-12 0 4 0 3 0.533 0.541 0.537 E-37 1 0 0 2 0.531 0.535 0.54
E-13 0 1 0 4 0.531 0.535 0.54 E-38 2 0 0 2 0.531 0.537 0.539
E-14 0 2 0 4 0.531 0.535 0.54 E-39 3 0 0 2 0.528 0.538 0.534
E-15 0 3 0 4 0.531 0.535 0.54 E-40 4 0 0 2 0.528 0.538 0.535
E-16 0 4 0 4 0.533 0.537 0.54 E-41 1 0 0 3 0.531 0.535 0.54
E-17 0 0 1 1 0.531 0.535 0.54 E-42 2 0 0 3 0.531 0.535 0.54
E-18 0 0 2 1 0.531 0.531 0.535 E-43 3 0 0 3 0.53 0.537 0.538
E-19 0 0 3 1 0.531 0.531 0.535 E-44 4 0 0 3 0.529 0.537 0.534
E-20 0 0 4 1 0.531 0.531 0.535 E-45 1 0 0 4 0.531 0.535 0.54
E-21 0 0 1 2 0.531 0.535 0.54 E-46 2 0 0 4 0.531 0.535 0.54
E-22 0 0 2 2 0.531 0.535 0.54 E-47 3 0 0 4 0.531 0.535 0.54
E-23 0 0 3 2 0.531 0.531 0.535 E-48 4 0 0 4 0.531 0.536 0.54
E-24 0 0 4 2 0.531 0.531 0.535 E-24 0 0 4 2 0.531 0.531 0.535
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E.2 Ensembles using Three Algorithms

ALG RF XGB LR SVM CFS PCCFS F12FS ALG RF XGB LR SVM CFS PCCFS F12FS
SVM 0 0 0 1 0.531 0.535 0.54 E-89 0 3 1 3 0.531 0.535 0.54
E-49 0 1 1 1 0.531 0.535 0.54 E-90 0 3 2 3 0.531 0.535 0.54
E-50 0 1 2 1 0.532 0.535 0.54 E-91 0 3 3 3 0.531 0.535 0.54
E-51 0 1 3 1 0.531 0.531 0.535 E-92 0 3 4 3 0.531 0.535 0.54
E-52 0 1 4 1 0.531 0.531 0.535 E-93 0 4 1 3 0.534 0.537 0.539
E-53 0 2 1 1 0.534 0.537 0.539 E-94 0 4 2 3 0.532 0.535 0.54
E-54 0 2 2 1 0.531 0.535 0.54 E-95 0 4 3 3 0.532 0.535 0.54
E-55 0 2 3 1 0.532 0.535 0.54 E-96 0 4 4 3 0.531 0.535 0.54
E-56 0 2 4 1 0.531 0.531 0.535 E-97 0 1 1 4 0.531 0.535 0.54
E-57 0 3 1 1 0.533 0.541 0.537 E-98 0 1 2 4 0.531 0.535 0.54
E-58 0 3 2 1 0.534 0.537 0.539 E-99 0 1 3 4 0.531 0.535 0.54
E-59 0 3 3 1 0.531 0.535 0.54 E-100 0 1 4 4 0.531 0.535 0.54
E-60 0 3 4 1 0.532 0.535 0.54 E-101 0 2 1 4 0.531 0.535 0.54
E-61 0 4 1 1 0.533 0.541 0.537 E-102 0 2 2 4 0.531 0.535 0.54
E-62 0 4 2 1 0.533 0.541 0.537 E-103 0 2 3 4 0.531 0.535 0.54
E-63 0 4 3 1 0.534 0.537 0.539 E-104 0 2 4 4 0.531 0.535 0.54
E-64 0 4 4 1 0.531 0.535 0.54 E-105 0 3 1 4 0.531 0.535 0.54
E-65 0 1 1 2 0.531 0.535 0.54 E-106 0 3 2 4 0.531 0.535 0.54
E-66 0 1 2 2 0.531 0.535 0.54 E-107 0 3 3 4 0.531 0.535 0.54
E-67 0 1 3 2 0.532 0.535 0.54 E-108 0 3 4 4 0.531 0.535 0.54
E-68 0 1 4 2 0.531 0.531 0.535 E-109 0 4 1 4 0.531 0.535 0.54
E-69 0 2 1 2 0.531 0.535 0.54 E-110 0 4 2 4 0.531 0.535 0.54
E-70 0 2 2 2 0.531 0.535 0.54 E-111 0 4 3 4 0.531 0.535 0.54
E-71 0 2 3 2 0.531 0.535 0.54 E-112 0 4 4 4 0.531 0.535 0.54
E-72 0 2 4 2 0.532 0.535 0.54 E-113 1 1 0 1 0.533 0.54 0.537
E-73 0 3 1 2 0.534 0.537 0.539 E-114 2 1 0 1 0.532 0.539 0.536
E-74 0 3 2 2 0.532 0.535 0.54 E-115 3 1 0 1 0.528 0.538 0.535
E-75 0 3 3 2 0.531 0.535 0.54 E-116 4 1 0 1 0.528 0.539 0.535
E-76 0 3 4 2 0.531 0.535 0.54 E-117 1 2 0 1 0.534 0.54 0.538
E-77 0 4 1 2 0.533 0.541 0.537 E-118 2 2 0 1 0.534 0.54 0.537
E-78 0 4 2 2 0.534 0.537 0.539 E-119 3 2 0 1 0.532 0.539 0.537
E-79 0 4 3 2 0.532 0.535 0.54 E-120 4 2 0 1 0.529 0.539 0.533
E-80 0 4 4 2 0.531 0.535 0.54 E-121 1 3 0 1 0.533 0.541 0.537
E-81 0 1 1 3 0.531 0.535 0.54 E-122 2 3 0 1 0.535 0.54 0.537
E-82 0 1 2 3 0.531 0.535 0.54 E-123 3 3 0 1 0.533 0.54 0.539
E-83 0 1 3 3 0.531 0.535 0.54 E-124 4 3 0 1 0.531 0.54 0.536
E-84 0 1 4 3 0.532 0.535 0.54 E-125 1 4 0 1 0.533 0.541 0.537
E-85 0 2 1 3 0.531 0.535 0.54 E-126 2 4 0 1 0.533 0.541 0.537
E-86 0 2 2 3 0.531 0.535 0.54 E-127 3 4 0 1 0.534 0.54 0.537
E-87 0 2 3 3 0.531 0.535 0.54 E-128 4 4 0 1 0.534 0.54 0.538
E-88 0 2 4 3 0.531 0.535 0.54 E-129 1 1 0 2 0.533 0.537 0.539
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ALG RF XGB LR SVM CFS PCCFS F12FS ALG RF XGB LR SVM CFS PCCFS F12FS
SVM 0 0 0 1 0.531 0.535 0.54 E-170 2 3 0 4 0.533 0.54 0.538
E-130 2 1 0 2 0.532 0.54 0.538 E-171 3 3 0 4 0.533 0.54 0.537
E-131 3 1 0 2 0.53 0.538 0.538 E-172 4 3 0 4 0.533 0.54 0.536
E-132 4 1 0 2 0.528 0.539 0.535 E-173 1 4 0 4 0.534 0.54 0.537
E-133 1 2 0 2 0.534 0.54 0.537 E-174 2 4 0 4 0.534 0.54 0.537
E-134 2 2 0 2 0.534 0.54 0.538 E-175 3 4 0 4 0.533 0.54 0.537
E-135 3 2 0 2 0.533 0.541 0.537 E-176 4 4 0 4 0.534 0.54 0.537
E-136 4 2 0 2 0.533 0.54 0.537 E-177 1 0 1 1 0.531 0.535 0.539
E-137 1 3 0 2 0.534 0.54 0.537 E-178 2 0 1 1 0.531 0.536 0.536
E-138 2 3 0 2 0.534 0.54 0.537 E-179 3 0 1 1 0.53 0.537 0.534
E-139 3 3 0 2 0.533 0.541 0.537 E-180 4 0 1 1 0.529 0.538 0.533
E-140 4 3 0 2 0.533 0.54 0.538 E-181 1 0 2 1 0.531 0.535 0.539
E-141 1 4 0 2 0.533 0.541 0.537 E-182 2 0 2 1 0.531 0.535 0.539
E-142 2 4 0 2 0.534 0.541 0.537 E-183 3 0 2 1 0.53 0.537 0.538
E-143 3 4 0 2 0.535 0.54 0.537 E-184 4 0 2 1 0.528 0.539 0.534
E-144 4 4 0 2 0.534 0.54 0.537 E-185 1 0 3 1 0.531 0.531 0.535
E-145 1 1 0 3 0.531 0.535 0.54 E-186 2 0 3 1 0.53 0.535 0.54
E-146 2 1 0 3 0.534 0.537 0.54 E-187 3 0 3 1 0.531 0.535 0.539
E-147 3 1 0 3 0.533 0.54 0.537 E-188 4 0 3 1 0.531 0.536 0.537
E-148 4 1 0 3 0.531 0.54 0.537 E-189 1 0 4 1 0.531 0.531 0.535
E-149 1 2 0 3 0.533 0.537 0.539 E-190 2 0 4 1 0.531 0.531 0.535
E-150 2 2 0 3 0.534 0.54 0.537 E-191 3 0 4 1 0.531 0.535 0.538
E-151 3 2 0 3 0.533 0.54 0.538 E-192 4 0 4 1 0.531 0.535 0.538
E-152 4 2 0 3 0.533 0.54 0.537 E-193 1 0 1 2 0.531 0.535 0.54
E-153 1 3 0 3 0.533 0.54 0.538 E-194 2 0 1 2 0.532 0.536 0.54
E-154 2 3 0 3 0.533 0.54 0.538 E-195 3 0 1 2 0.531 0.536 0.537
E-155 3 3 0 3 0.534 0.54 0.537 E-196 4 0 1 2 0.528 0.538 0.536
E-156 4 3 0 3 0.533 0.54 0.538 E-197 1 0 2 2 0.532 0.535 0.54
E-157 1 4 0 3 0.536 0.54 0.537 E-198 2 0 2 2 0.531 0.535 0.54
E-158 2 4 0 3 0.534 0.54 0.538 E-199 3 0 2 2 0.531 0.535 0.539
E-159 3 4 0 3 0.534 0.541 0.537 E-200 4 0 2 2 0.53 0.537 0.539
E-160 4 4 0 3 0.534 0.54 0.537 E-201 1 0 3 2 0.531 0.535 0.538
E-161 1 1 0 4 0.531 0.535 0.54 E-202 2 0 3 2 0.531 0.535 0.54
E-162 2 1 0 4 0.531 0.535 0.54 E-203 3 0 3 2 0.531 0.535 0.54
E-163 3 1 0 4 0.533 0.537 0.539 E-204 4 0 3 2 0.531 0.535 0.539
E-164 4 1 0 4 0.533 0.54 0.537 E-205 1 0 4 2 0.531 0.531 0.535
E-165 1 2 0 4 0.531 0.535 0.54 E-206 2 0 4 2 0.531 0.535 0.539
E-166 2 2 0 4 0.533 0.537 0.539 E-207 3 0 4 2 0.531 0.535 0.54
E-167 3 2 0 4 0.533 0.539 0.537 E-208 4 0 4 2 0.532 0.536 0.539
E-168 4 2 0 4 0.533 0.54 0.537 E-209 1 0 1 3 0.531 0.535 0.54
E-169 1 3 0 4 0.533 0.537 0.54 E-210 2 0 1 3 0.532 0.535 0.541
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ALG RF XGB LR SVM CFS PCCFS F12FS ALG RF XGB LR SVM CFS PCCFS F12FS
SVM 0 0 0 1 0.531 0.535 0.54 E-226 2 0 1 4 0.531 0.535 0.54
E-211 3 0 1 3 0.531 0.535 0.541 E-227 3 0 1 4 0.532 0.535 0.54
E-212 4 0 1 3 0.53 0.536 0.538 E-228 4 0 1 4 0.532 0.535 0.54
E-213 1 0 2 3 0.532 0.535 0.54 E-229 1 0 2 4 0.531 0.535 0.54
E-214 2 0 2 3 0.531 0.535 0.54 E-230 2 0 2 4 0.532 0.535 0.541
E-215 3 0 2 3 0.532 0.535 0.539 E-231 3 0 2 4 0.531 0.535 0.539
E-216 4 0 2 3 0.531 0.535 0.539 E-232 4 0 2 4 0.531 0.535 0.54
E-217 1 0 3 3 0.53 0.535 0.54 E-233 1 0 3 4 0.532 0.535 0.541
E-218 2 0 3 3 0.532 0.535 0.539 E-234 2 0 3 4 0.532 0.535 0.539
E-219 3 0 3 3 0.531 0.535 0.54 E-235 3 0 3 4 0.533 0.535 0.538
E-220 4 0 3 3 0.531 0.535 0.539 E-236 4 0 3 4 0.532 0.535 0.539
E-221 1 0 4 3 0.531 0.534 0.539 E-237 1 0 4 4 0.531 0.535 0.54
E-222 2 0 4 3 0.532 0.535 0.54 E-238 2 0 4 4 0.531 0.535 0.54
E-223 3 0 4 3 0.532 0.535 0.54 E-239 3 0 4 4 0.531 0.535 0.54
E-224 4 0 4 3 0.532 0.535 0.541 E-240 4 0 4 4 0.531 0.535 0.54
E-225 1 0 1 4 0.531 0.535 0.54
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E.3 Ensembles using Four Algorithms

ALG RF XGB LR SVM CFS PCCFS F12FS ALG RF XGB LR SVM CFS PCCFS F12FS
SVM 0 0 0 1 0.531 0.535 0.54 E-281 1 3 3 1 0.534 0.537 0.54
E-241 1 1 1 1 0.535 0.537 0.539 E-282 2 3 3 1 0.533 0.54 0.536
E-242 2 1 1 1 0.533 0.54 0.536 E-283 3 3 3 1 0.532 0.539 0.537
E-243 3 1 1 1 0.53 0.539 0.535 E-284 4 3 3 1 0.531 0.54 0.537
E-244 4 1 1 1 0.528 0.539 0.534 E-285 1 3 4 1 0.531 0.535 0.54
E-245 1 1 2 1 0.53 0.535 0.54 E-286 2 3 4 1 0.533 0.537 0.54
E-246 2 1 2 1 0.534 0.537 0.539 E-287 3 3 4 1 0.531 0.54 0.539
E-247 3 1 2 1 0.533 0.54 0.537 E-288 4 3 4 1 0.531 0.54 0.538
E-248 4 1 2 1 0.529 0.541 0.534 E-289 1 4 1 1 0.533 0.541 0.537
E-249 1 1 3 1 0.531 0.535 0.539 E-290 2 4 1 1 0.534 0.54 0.538
E-250 2 1 3 1 0.531 0.535 0.539 E-291 3 4 1 1 0.533 0.54 0.537
E-251 3 1 3 1 0.532 0.537 0.539 E-292 4 4 1 1 0.534 0.541 0.538
E-252 4 1 3 1 0.532 0.54 0.536 E-293 1 4 2 1 0.534 0.541 0.537
E-253 1 1 4 1 0.531 0.531 0.535 E-294 2 4 2 1 0.534 0.54 0.537
E-254 2 1 4 1 0.53 0.535 0.539 E-295 3 4 2 1 0.534 0.541 0.537
E-255 3 1 4 1 0.53 0.535 0.539 E-296 4 4 2 1 0.531 0.54 0.538
E-256 4 1 4 1 0.532 0.537 0.539 E-297 1 4 3 1 0.533 0.54 0.537
E-257 1 2 1 1 0.533 0.54 0.538 E-298 2 4 3 1 0.534 0.54 0.538
E-258 2 2 1 1 0.533 0.54 0.537 E-299 3 4 3 1 0.531 0.541 0.536
E-259 3 2 1 1 0.533 0.54 0.537 E-300 4 4 3 1 0.532 0.54 0.537
E-260 4 2 1 1 0.53 0.54 0.536 E-301 1 4 4 1 0.534 0.537 0.54
E-261 1 2 2 1 0.534 0.537 0.54 E-302 2 4 4 1 0.532 0.54 0.537
E-262 2 2 2 1 0.53 0.54 0.537 E-303 3 4 4 1 0.531 0.54 0.538
E-263 3 2 2 1 0.532 0.541 0.537 E-304 4 4 4 1 0.531 0.539 0.538
E-264 4 2 2 1 0.531 0.54 0.537 E-305 1 1 1 2 0.531 0.535 0.54
E-265 1 2 3 1 0.531 0.535 0.54 E-306 2 1 1 2 0.534 0.537 0.54
E-266 2 2 3 1 0.533 0.537 0.54 E-307 3 1 1 2 0.532 0.54 0.537
E-267 3 2 3 1 0.531 0.54 0.537 E-308 4 1 1 2 0.53 0.54 0.537
E-268 4 2 3 1 0.531 0.54 0.535 E-309 1 1 2 2 0.533 0.535 0.541
E-269 1 2 4 1 0.531 0.535 0.538 E-310 2 1 2 2 0.531 0.535 0.54
E-270 2 2 4 1 0.53 0.535 0.54 E-311 3 1 2 2 0.532 0.537 0.539
E-271 3 2 4 1 0.532 0.537 0.54 E-312 4 1 2 2 0.532 0.54 0.537
E-272 4 2 4 1 0.531 0.54 0.536 E-313 1 1 3 2 0.53 0.535 0.54
E-273 1 3 1 1 0.535 0.54 0.537 E-314 2 1 3 2 0.531 0.535 0.54
E-274 2 3 1 1 0.533 0.541 0.538 E-315 3 1 3 2 0.532 0.535 0.541
E-275 3 3 1 1 0.533 0.54 0.538 E-316 4 1 3 2 0.533 0.537 0.539
E-276 4 3 1 1 0.532 0.541 0.538 E-317 1 1 4 2 0.531 0.534 0.539
E-277 1 3 2 1 0.533 0.54 0.538 E-318 2 1 4 2 0.531 0.535 0.54
E-278 2 3 2 1 0.534 0.54 0.538 E-319 3 1 4 2 0.531 0.535 0.54
E-279 3 3 2 1 0.533 0.54 0.537 E-320 4 1 4 2 0.532 0.535 0.54
E-280 4 3 2 1 0.531 0.541 0.539 E-321 1 2 1 2 0.534 0.537 0.539
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ALG RF XGB LR SVM CFS PCCFS F12FS ALG RF XGB LR SVM CFS PCCFS F12FS
SVM 0 0 0 1 0.531 0.535 0.54 E-362 2 4 3 2 0.532 0.54 0.537
E-322 2 2 1 2 0.533 0.54 0.536 E-363 3 4 3 2 0.533 0.54 0.538
E-323 3 2 1 2 0.533 0.541 0.537 E-364 4 4 3 2 0.532 0.54 0.537
E-324 4 2 1 2 0.531 0.54 0.536 E-365 1 4 4 2 0.532 0.535 0.54
E-325 1 2 2 2 0.531 0.535 0.54 E-366 2 4 4 2 0.533 0.537 0.54
E-326 2 2 2 2 0.535 0.537 0.539 E-367 3 4 4 2 0.532 0.54 0.538
E-327 3 2 2 2 0.533 0.54 0.537 E-368 4 4 4 2 0.531 0.54 0.538
E-328 4 2 2 2 0.53 0.54 0.537 E-369 1 1 1 3 0.531 0.535 0.54
E-329 1 2 3 2 0.531 0.535 0.541 E-370 2 1 1 3 0.532 0.536 0.54
E-330 2 2 3 2 0.531 0.535 0.54 E-371 3 1 1 3 0.534 0.537 0.54
E-331 3 2 3 2 0.533 0.538 0.539 E-372 4 1 1 3 0.534 0.54 0.538
E-332 4 2 3 2 0.533 0.54 0.536 E-373 1 1 2 3 0.532 0.535 0.539
E-333 1 2 4 2 0.531 0.535 0.54 E-374 2 1 2 3 0.533 0.535 0.54
E-334 2 2 4 2 0.53 0.535 0.54 E-375 3 1 2 3 0.531 0.535 0.539
E-335 3 2 4 2 0.531 0.535 0.54 E-376 4 1 2 3 0.534 0.537 0.539
E-336 4 2 4 2 0.533 0.537 0.538 E-377 1 1 3 3 0.532 0.535 0.54
E-337 1 3 1 2 0.533 0.54 0.537 E-378 2 1 3 3 0.532 0.535 0.539
E-338 2 3 1 2 0.533 0.54 0.537 E-379 3 1 3 3 0.532 0.535 0.539
E-339 3 3 1 2 0.535 0.54 0.537 E-380 4 1 3 3 0.532 0.535 0.54
E-340 4 3 1 2 0.534 0.54 0.537 E-381 1 1 4 3 0.531 0.535 0.54
E-341 1 3 2 2 0.533 0.537 0.54 E-382 2 1 4 3 0.531 0.535 0.54
E-342 2 3 2 2 0.532 0.54 0.538 E-383 3 1 4 3 0.531 0.536 0.539
E-343 3 3 2 2 0.534 0.54 0.539 E-384 4 1 4 3 0.533 0.535 0.54
E-344 4 3 2 2 0.532 0.54 0.535 E-385 1 2 1 3 0.532 0.535 0.54
E-345 1 3 3 2 0.532 0.535 0.54 E-386 2 2 1 3 0.534 0.537 0.541
E-346 2 3 3 2 0.533 0.537 0.54 E-387 3 2 1 3 0.534 0.54 0.537
E-347 3 3 3 2 0.531 0.54 0.537 E-388 4 2 1 3 0.533 0.54 0.537
E-348 4 3 3 2 0.532 0.54 0.536 E-389 1 2 2 3 0.532 0.536 0.539
E-349 1 3 4 2 0.532 0.535 0.541 E-390 2 2 2 3 0.533 0.535 0.539
E-350 2 3 4 2 0.53 0.535 0.54 E-391 3 2 2 3 0.535 0.537 0.539
E-351 3 3 4 2 0.532 0.537 0.539 E-392 4 2 2 3 0.533 0.54 0.536
E-352 4 3 4 2 0.532 0.54 0.537 E-393 1 2 3 3 0.531 0.535 0.54
E-353 1 4 1 2 0.534 0.54 0.537 E-394 2 2 3 3 0.533 0.535 0.54
E-354 2 4 1 2 0.534 0.54 0.537 E-395 3 2 3 3 0.532 0.535 0.539
E-355 3 4 1 2 0.533 0.54 0.538 E-396 4 2 3 3 0.534 0.537 0.539
E-356 4 4 1 2 0.534 0.54 0.537 E-397 1 2 4 3 0.531 0.535 0.541
E-357 1 4 2 2 0.533 0.54 0.538 E-398 2 2 4 3 0.53 0.535 0.54
E-358 2 4 2 2 0.533 0.54 0.537 E-399 3 2 4 3 0.532 0.535 0.539
E-359 3 4 2 2 0.533 0.54 0.537 E-400 4 2 4 3 0.532 0.535 0.539
E-360 4 4 2 2 0.533 0.54 0.537 E-401 1 3 1 3 0.534 0.537 0.54
E-361 1 4 3 2 0.533 0.537 0.54 E-402 2 3 1 3 0.533 0.54 0.536
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ALG RF XGB LR SVM CFS PCCFS F12FS ALG RF XGB LR SVM CFS PCCFS F12FS
SVM 0 0 0 1 0.531 0.535 0.54 E-450 2 2 1 4 0.532 0.535 0.54
E-403 3 3 1 3 0.533 0.539 0.537 E-451 3 2 1 4 0.533 0.537 0.54
E-404 4 3 1 3 0.533 0.54 0.535 E-452 4 2 1 4 0.534 0.539 0.537
E-405 1 3 2 3 0.532 0.535 0.54 E-453 1 2 2 4 0.532 0.535 0.539
E-406 2 3 2 3 0.533 0.537 0.539 E-454 2 2 2 4 0.533 0.535 0.539
E-407 3 3 2 3 0.533 0.54 0.537 E-455 3 2 2 4 0.533 0.535 0.539
E-408 4 3 2 3 0.533 0.54 0.537 E-456 4 2 2 4 0.534 0.537 0.539
E-409 1 3 3 3 0.532 0.535 0.54 E-457 1 2 3 4 0.531 0.535 0.539
E-410 2 3 3 3 0.531 0.535 0.54 E-458 2 2 3 4 0.532 0.535 0.539
E-411 3 3 3 3 0.534 0.537 0.54 E-459 3 2 3 4 0.534 0.536 0.54
E-412 4 3 3 3 0.533 0.54 0.537 E-460 4 2 3 4 0.532 0.535 0.54
E-413 1 3 4 3 0.531 0.535 0.54 E-461 1 2 4 4 0.531 0.535 0.54
E-414 2 3 4 3 0.533 0.535 0.541 E-462 2 2 4 4 0.532 0.535 0.54
E-415 3 3 4 3 0.531 0.535 0.54 E-463 3 2 4 4 0.532 0.535 0.538
E-416 4 3 4 3 0.533 0.537 0.54 E-464 4 2 4 4 0.532 0.535 0.539
E-417 1 4 1 3 0.533 0.54 0.537 E-465 1 3 1 4 0.532 0.535 0.539
E-418 2 4 1 3 0.533 0.54 0.536 E-466 2 3 1 4 0.535 0.537 0.539
E-419 3 4 1 3 0.533 0.54 0.537 E-467 3 3 1 4 0.533 0.54 0.537
E-420 4 4 1 3 0.534 0.54 0.536 E-468 4 3 1 4 0.534 0.54 0.537
E-421 1 4 2 3 0.534 0.537 0.54 E-469 1 3 2 4 0.532 0.535 0.538
E-422 2 4 2 3 0.532 0.54 0.538 E-470 2 3 2 4 0.533 0.535 0.54
E-423 3 4 2 3 0.533 0.54 0.537 E-471 3 3 2 4 0.534 0.537 0.539
E-424 4 4 2 3 0.533 0.54 0.536 E-472 4 3 2 4 0.534 0.539 0.537
E-425 1 4 3 3 0.532 0.535 0.54 E-473 1 3 3 4 0.531 0.535 0.54
E-426 2 4 3 3 0.533 0.537 0.54 E-474 2 3 3 4 0.532 0.535 0.539
E-427 3 4 3 3 0.532 0.54 0.537 E-475 3 3 3 4 0.533 0.535 0.539
E-428 4 4 3 3 0.533 0.54 0.538 E-476 4 3 3 4 0.535 0.537 0.541
E-429 1 4 4 3 0.532 0.535 0.54 E-477 1 3 4 4 0.531 0.535 0.54
E-430 2 4 4 3 0.532 0.535 0.54 E-478 2 3 4 4 0.532 0.535 0.54
E-431 3 4 4 3 0.533 0.537 0.54 E-479 3 3 4 4 0.532 0.535 0.54
E-432 4 4 4 3 0.531 0.54 0.537 E-480 4 3 4 4 0.534 0.535 0.539
E-433 1 1 1 4 0.531 0.535 0.54 E-481 1 4 1 4 0.534 0.537 0.54
E-434 2 1 1 4 0.531 0.535 0.54 E-482 2 4 1 4 0.533 0.54 0.537
E-435 3 1 1 4 0.532 0.535 0.539 E-483 3 4 1 4 0.533 0.54 0.538
E-436 4 1 1 4 0.535 0.537 0.54 E-484 4 4 1 4 0.534 0.54 0.536
E-437 1 1 2 4 0.531 0.535 0.54 E-485 1 4 2 4 0.532 0.535 0.54
E-438 2 1 2 4 0.532 0.535 0.539 E-486 2 4 2 4 0.534 0.537 0.539
E-439 3 1 2 4 0.533 0.535 0.541 E-487 3 4 2 4 0.533 0.54 0.537
E-440 4 1 2 4 0.532 0.535 0.54 E-488 4 4 2 4 0.533 0.54 0.536
E-441 1 1 3 4 0.532 0.535 0.54 E-489 1 4 3 4 0.532 0.535 0.54
E-442 2 1 3 4 0.532 0.536 0.54 E-490 2 4 3 4 0.532 0.535 0.54
E-443 3 1 3 4 0.532 0.535 0.539 E-491 3 4 3 4 0.534 0.537 0.538
E-444 4 1 3 4 0.531 0.535 0.54 E-492 4 4 3 4 0.533 0.54 0.538
E-445 1 1 4 4 0.532 0.536 0.54 E-493 1 4 4 4 0.531 0.535 0.54
E-446 2 1 4 4 0.532 0.536 0.538 E-494 2 4 4 4 0.532 0.535 0.54
E-447 3 1 4 4 0.531 0.535 0.539 E-495 3 4 4 4 0.531 0.535 0.54
E-448 4 1 4 4 0.532 0.535 0.54 E-496 4 4 4 4 0.534 0.537 0.54
E-449 1 2 1 4 0.531 0.535 0.54
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