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ABSTRACT,  

In this thesis the impact of a chatbot’s evaluation on its perceived credibility is 

investigated. This with the goal of finding out how to improve people’s view on 

chatbots. Several variables are analyzed through the use of a Spearman’s rank 

correlation model and a simple linear regression model in order to identify possible 

associations and effects between variables. From this analysis can be concluded that 

there is no significant and a very weak relationship between the ‘’preliminary-

opinion’’ variables, which are confidence, trust in AI and familiarity with AI, and 

the perceived credibility. There is however a significant strong relationship between 

the type of evaluation and perceived credibility. This leads to believe that the main 

hypothesis: ‘’Type of evaluation is associated with perceived credibility’’ can be 

accepted. This result indicates that it is relevant for markets to investigate further 

into the opinion of consumers towards chatbots and how to improve adoption rates 

across the board with the knowledge that such investigations provide. 
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1. INTRODUCTION 
Artificial intelligence is becoming more and more integrated into 
our society nowadays. We see the ease of use of AI in our daily 

lives by an ever increasing amount by, to name a few, virtual 

assistants like Alexa and Siri. While Tesla-users will be able to 

experience the self-driving car driven by AI in the near future as 
“all new Tesla cars already have the hardware needed in the 

future for full self-driving in almost all circumstances” (Tesla, p. 

1 2022). Even though artificial intelligence brings many new 

exciting innovations to the table in the near future, opinions on 
how we should utilize artificial intelligence are very divided. For 

instance Bill Gates has said that “humans should be worried 

about the threat posed by Artificial Intelligence’’ (Rawlinson, p. 

1, 2015) which could be an explanation for what (Dietvorst et al., 
p. 3, 2018)has concluded: “Decision makers are often averse to 

using algorithms, opting instead for the less accurate judgments 

of humans’’. This means that we as people but also businesses 

miss out on potentially very efficient use cases of AI because we 
do not trust it enough compared to a possibly less accurate human 

input. 

The reason that we as humans developed such a tendency to look 

at AI as an unreliable artifact is that they lack certain important 
human qualities such as diverse speech. For instance in a study 

by Hill et al. we can see that “human–chatbot communication 

lacks much of the richness of vocabulary found in conversations 

among people’’ (Hill et al., p. 1, 2015). In addition to this we 
found that “artificial intelligence cannot yet comprehend 

ambiguous replies and are not able to hold longer conversations’’ 

according to an experiment conducted by (Mittal et al., p. 3, 

2016). What this means is that the average person will for 
instance, in a conversation with a chatbot, recognize said chatbot 

in a few exchanged words as the chatbot will not remember past 

chats and will not always recognize certain words for what they 

mean.  

The earlier mentioned problem is applicable here. “After a 

chatbot is recognized and the respective task appears subjective, 

involving intuition or affect, customers are likely even less 

comfortable with AI’’ (Castelo, p. 31, 2019). This will ultimately 

result in a chatbot that is perceived as less effective.  

This introduction shows a glimpse of the potential artificial 

intelligence has and how it could be possibly applicable. 

However it is as mentioned easy to limit the use cases of AI and 
specifically chatbots when nowadays the average customer is 

less comfortable with AI when the task it performs involves 

intuition of affect as mentioned in (Castelo, p. 31, 2019). The fact 

that our beliefs and values about AI and chatbots in specific seem 
to be so crucial (on the surface) to the adoption rate outlines how 

important it is to research to what extent their perceived 

credibility is truly influenced. Only then can we conclude how to 

adapt chatbots in a way that they are more applicable in fields 

that require a more “human-like’’ input.   

1.1 Research Objective 
Therefore, the goal of this research is to lay bare what influences 

the perceived credibility of a chatbot in order to make it clear 

what needs to be changed to make it more effective and 
approachable. To do this we need to make clear to what extent 

external factors from before using the chatbot in our experiment 

influence the outcome and to what extent the evaluation 
influences the outcome. This will be done by trying to answer the 

research question and respective sub question below. 

Research question: “Does the nature of a chatbot’s evaluation 

have an impact on its perceived credibility?’’ 
 

Sub question: “Does the user’s opinion on chatbots before 

interacting with one influence perceived credibility?’’ 

These questions indicate whether there is an association and 

effect between the evaluation and perceived credibility. This is 

rather intriguing because it shows how the view on chatbots can 
be influenced by the output it gives. This contributes to our 

ultimate research goal which is finding out how to improve the 

view of people on chatbots. 

2. THEORETICAL FRAMEWORK 
In this section we discuss the topics that are of relevance to this 
study and that form the central foundation of this study in 

collaboration with our own experiment. The framework itself is 

divided into two sections: Theories that support the sub question 

and theories that support the research question. 

2.1 Lay Beliefs About AI 
It is shown in research from (von Walter et al., 2022) that lay 

beliefs are one of the aspects that affect our initial opinion of 

chatbots and other artificial intelligence. If our culture and beliefs 

are strongly against the replacement of human workers with 
chatbots we may already form a certain judgement of chatbots 

before we interact with them. The same can be said for the 

difference between organizational cultures. Where in central 

Africa there might be a slower rate of adoption of AI (Wairegi et 
al., p. 1, 2021), in first-world countries most organizations 

(especially big Tech firms) are looking towards optimizing 

through employment of chatbots and artificial intelligence in 

general which makes AI adoption rise rapidly. This leads to 
people having different views on the usefulness and the actual 

reliability of said AI. “Ultimately consumers who believe that AI 

is higher than human intelligence may expect to receive more 

accurate advice and may therefore expect to make better 
decisions when using algorithmic advice. Hence, they may be 

more motivated to use algorithmic advice. In contrast, consumers 

who believe that AI is inferior to human intelligence may not 

expect to receive more accurate advice. Consequently, they may 
be less likely to adopt algorithmic advice.’’ (von Walter et al., p. 

1, 2022). This explains to a certain extent how “lay beliefs’’ may 

influence the assumed credibility of a chatbot before interacting 

with it. 

2.2 Confidence In One’s Own Judgement 
As was already suggested in the introduction, initial opinion of 

our chatbot may already be impacted negatively if a person is 

overconfident in their innovation idea. Said person could argue, 

“why would I need to believe what an algorithm thinks of my 

idea when I already know my idea is solid?’’  

“One of the earliest explanations of overconfidence was based on 

the notion that people think of evidence in favor of their chosen 

answer (and against the alternatives) more easily than they think 

of evidence in favor of the alternatives (and against their chosen 

answer).’’ (Harvey, p. 1, 1997). The difference in whether people 

think their own idea is decent enough from the start is what 

impacts this overconfidence as mentioned above if someone 
thinks their idea is good enough why should they believe 

someone or something that criticizes them.  

Moreover an argument could also be made for the opposite side. 
Hypothetically speaking a person might not have an abundant 

amount of confidence in their idea. In this case the evaluation a 

chatbot makes will impact you in the opposite way as someone 

with overconfidence would be impacted so parts of the 
evaluation that turn out to be positive may be less trustworthy in 

the consumers eyes than the negative parts.  
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Another way that a participant’s confidence could influence 
perceived credibility is when a participant has low confidence. 

According to (Lewandowsky et al., p. 2, 2000), in the case of a 

participant with low confidence said participant will move more 

to the side of automation compared to a human in the case of 
decision-making. This means that confidence in oneself could 

influence a person’s opinion about the chatbot’s perceived 

credibility before we interact with one. 

The introduction of theories from chapters 2.1 and 2.2 already 
show the importance of clarification, what influences perceived 

credibility and what does not. We cannot simply assume that a 

person does not have any opinion towards their own business 

idea before interacting with a chatbot. Moreover it is would be 
negligent to assume that they do not have an opinion towards 

chatbots before interacting with one. When we lay bare what the 

major drivers are of perceived credibility only then can we decide 

on to what extent said credibility is actually impacted.  

The reason it is important to include pre-chatbot interaction 

factors is because according to several earlier mentioned studies 

there are several factors that quite possibly influence the 

subjective view on our chatbot. Thus these factors could also 
influence the perceived credibility of our chatbot possibly 

making our measurements inaccurate if we were to not include 

these factors. 

2.3 Chatbot Credibility 
“Credibility is often characterized as a multifaceted concept that 
has been approached in terms of believability, trust, accuracy, 

fairness, objectivity, and reliability’’ (Shin, p. 2, 2022). These 

different terms each represent a cornerstone of credibility and 

when one term is less present then we can assume, in the context 
of our experiment, that our chatbot is less credible in the eyes of 

the participant. Firstly objectivity and fairness: in the case of a 

chatbot these two terms are almost a given in the context of our 

experiment. Every business innovation is evaluated based on the 
same criteria and all these criteria are completely objectively 

analyzed as well. 

Accuracy and reliability are terms that are variable in the context 

of our experiment. As will be mentioned in the methods-
paragraph we will divide the experiment into a “placebo’’ group 

and a group with an actually credible chatbot. The credible 

chatbot is expected to be more reliable as it will more constantly 

put out accurate evaluations and these accurate evaluations stem 
from a greater skillset compared to the not-credible chatbot. An 

argument could be made for the needed specification of accuracy 

and reliability. We as people deem a chatbot reliable and accurate 

when comparing the outcome of its evaluation to that of our own. 
Thus it could be argued that a chatbot is only accurate in the 

participant’s eyes when it matches the participant’s judgements 

of their own idea before interacting such a chatbot. This also 

shows how important it is to analyze the participant’s confidence 

in their own judgements as stated in chapter 2.2. 

Lastly, believability and trust. Both terms are according to Shin 

a matter of “assurance about issues of neutrality, impartiality, 

confidentiality, and objectivity’’ (Shin, p. 2, 2022), qualities that 
our chatbot already has. Transparency may play a large role in 

our specific context as well. If we, as a test, disclose the 

evaluation process of our chatbot after our participant has given 
an answer on how credible they think our chatbot is, we can 

expect to see an increase in perceived credibility. This is because 

when the process of evaluation is made clear it shows the 

intentions of our chatbot. This is important because according to 
Shin and Park “trust is referred to as a user’s feeling of 

confidence that the algorithms will perform actions that are 

beneficial’’ (Shin & Park, p. 277-284. 2019). Thus showing that 

a chatbot is able to perform actions that are beneficial will 

increase trust in our AI. 

2.4 Transparency 
“One way to moderate unrealistically high expectations from 

users is to provide an explanation regarding virtual AI 

functionality.’’ (Glikson & Woolley, p. 27, 2020). It is assumed 
to be normal to expect a virtual AI, considering how perfectly 

they can be tuned for the job, to be outperforming humans in 

certain tasks. One way to moderate these expectations is to 

introduce transparency. As we mentioned earlier we assume that 
transparency can be an important factor to building up trust 

between the participant and the chatbot and increasing its 

perceived credibility. This is further backed by (Fan et al., p. 7, 

2008). It is demonstrated in their study that when a participant is 
informed of the reliability of a decision-making agent it would 

influence the participants’ trust and performance for the better.  

The limitations of this experiment are also marked by the theory 

of (Fan et al., p. 7, 2008) as it has become apparent that when 

sharing the “expert’’ status or credibility of our chatbot prior to 

the experiment that a participant has shown an increase in trust 

towards AI. A variable that has not been included in this research. 

3. HYPOTHESES 
Based on our theoretical framework the following hypotheses 

have been created: 

H1.1: Participants’ confidence is associated with perceived 

credibility. 

H1.2: Participants’ familiarity with AI is associated with 

perceived credibility. 

H1.3: Participants’ trust in AI is associated with perceived 

credibility. 

H2: Type of evaluation is associated with perceived credibility 

In Hypothesis 2 advice adoption is chosen instead of perceived 

credibility as according to (Jiang et al., p. 16, 2021) “The quality 

of information can help users judge the credibility of the 

information, thereby prompting consumers to consider whether 
to adopt the information and make corresponding purchase 

decisions.’’ With this we mean that perceived credibility leads 

directly to the adoption of advice. 

3.1 Conceptual Framework 
In the framework below the hypotheses are put into perspective 

to give an organized overview. 

 

Figure 1. Conceptual framework of hypotheses 
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4. METHODOLOGY 

4.1 Research Design and Data Collection 
In this research we will refer to our experiment numerous times. 
This experiment consists of an actual interaction with our chatbot 

and a questionnaire either before and/or after. The interaction 

with the chatbot is based on our 2x2 matrix, in figure 2, which 

explains how we have a placebo-group which will receive a 
chatbot of which the credibility was not disclosed and another 

group will receive a chatbot of which the credibility was 

disclosed. Said matrix is described below. In our research we 

focus on the nature of the evaluation, meaning the positive and 
negative part of the matrix. The reason for this is that we believe 

the nature of the evaluation has the most impact on the perceived 

credibility of our chatbot. 

  

Figure 2. 2x2 matrix experiment  

This evaluation will be either positive or negative. Before the 
interaction with the chatbot we will ask the participants to fill out 

a questionnaire that will ask several questions about the 

evaluation itself and the chatbot which can be found in appendix 

B. The questions depend on the thesis that they refer to, as we 
have several thesis’ based on this experiment different questions 

will be assigned to different thesis’. In our case we will mostly 

ask the participant about questions regarding their own opinion 

on their idea, what they think of chatbots in general such as their 
trustworthiness and what they think of the evaluation the chatbot 

gave as well as their confidence and whether they would adopt 

the given advice. The answers to these questions are analyzed 

through the means of a Spearman’s rank correlation test and a 
simple linear regression model. The reason for this instead of the 

conventional Pearson’s linear correlation is that “Spearman’s 

rank correlation also works well with ordinal and continuous 

data.’’ (Zou et al., p. 2, 2003). Since the survey is conducted with 
questions comprising of Likert scale (1-5) answers will be of 

ordinal nature meaning we should utilize Spearman’s rank 

correlation. “As for the regression methods we are using a simple 

linear regression model as it is meant for continuous variables.’’ 
(Zou et al., p. 3, 2003). Consequently, our variables will be 

continuous after having created a dummy variable for each 

representative variable. This process allows for more reliable 

analysis  

4.2 Selection and Sample 
Regarding our sample we decided it would be best to take a 

sample of double the minimum amount of 30 participants. This 

with an exception of a few data entries which were invalid due to 

several reasons. One of which was the incorrect answer to the 
question “what type of evaluation have you received from the 

chatbot?’’. An extra of 3 invalid entries were removed because 

of this. These entries were filtered out after comparing all entries 

to their actual evaluations, which is shown inn figure 3 and 4. In 
the end out of all entries we are left with 55 people to ensure a 

good representation of the population. The sample consists of 

people between the age of 21 and 60 and thus covers a realistic 

amount of differently aged people that all have had an encounter 

with a chatbot at least once. The reason we chose this many 
differently aged people is to prevent data from being skewed a 

certain way because of the lack of representation of the 

population in our sample as age represents a vital role in how one 

could have experienced an encounter with a chatbot. 

 

Figure 3. Crosstab evaluation and actual evaluation pre-

filter 

 

Figure 4. Crosstab evaluation and actual evaluation post 

filter 

4.3 Measurement and Data Analyses 
The earlier mentioned questions will mostly be presented in a 

scale type format where we present statements per question 

which scale from very negative to very positive (Likert scale). 

This makes comparing answers between groups easier as the 
Likert scale is a format which allows you to answer with a 

number from 1 to 5 with as mentioned before strongly disagree 

at the first end and strongly agree at the second end. Adding these 

answers together allows us to reach a total score which then 
indicates the person’s overall result in a certain category like 

“Familiarity with AI’’. These scores are analyzed based on a 

factor analysis to analyze possible overlap between components. 

Appendix F shows the rotated component matrix of the factor 
analysis of our variables. Our survey questions are placed into 4 

separate components or “factors’’. These factors also match our 

predetermined grouping of questions in appendix A, which were 

already validated by other sources, indicating a good pre-
selection of questions. Appendix F shows that no factor loading 

is below 0.5 meaning that with our absolute value set to 0.5 that 

no item was deleted. In fact our survey questions all have a factor 

loading of at least 0.7 or higher apart from one. This proves that 

most factors extract sufficient variance from their variables. 

In addition appendix F shows the Cronbach’s Alpha for each 

factor with each of them having a value of at least 0.7 indicating 

a good internal consistency. The above is true for every factor 
except one. The Cronbach’s Alpha for our confidence-factor is 

0.518 meaning that it has low internal consistency. We explain 

this by the fact that this factor has a rather lackluster amount of 

questions that make up said factor. Had there been more 
questions created  within the factor of confidence we could have 

generated a higher internal consistency. 

What type of evaluation have you received from the chatbot? * Actual advice given Combined 

Crosstabulation 

 

Actual advice given Combined 

Positive Negative 

What type of evaluation have 

you received from the chatbot? 

Positive Count 29 3 

% within Actual advice given 

Combined 

100.0% 10.3% 

Negative Count 0 26 

% within Actual advice given 

Combined 

0.0% 89.7% 

Total Count 29 29 

% within Actual advice given 

Combined 

100.0% 100.0% 

 

What type of evaluation have you received from the chatbot? * Actual advice given Combined 

Crosstabulation 

 

Actual advice given Combined 

Positive Negative 

What type of evaluation have 

you received from the chatbot? 

Positive Count 29 0 

% within Actual advice given 

Combined 

100.0% 0.0% 

Negative Count 0 26 

% within Actual advice given 

Combined 

0.0% 100.0% 

Total Count 29 26 

% within Actual advice given 

Combined 

100.0% 100.0% 
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Figure 5. Shapiro-Wilk test of normality 

In order to proceed with our analysis we have also conducted a 

Shapiro-Wilk test to investigate whether the variables are 

normally distributed or not. The results of this test will decide 

upon what tests we will use in our next chapter “Results and 
Analyses’’. The Shapiro-Wilk test shows as seen in table 3 that 

apart from our variable “Familiarity with AI’’ all variables have 

a respective p-value of < 0.05 meaning that we are able to reject 

the null hypothesis of the Shapiro-Wilk test. This indicates that 
the variables are non-normally distributed. Despite the fact that 

not all variables are normally distributed, for the sake of accuracy 

and consistency within this experiment we will conduct our 

further analyses based on non-normally distributed variables.  

5. RESULTS AND ANALYSES 

5.1 Testing hypotheses 
As mentioned earlier in this thesis the goal of our research has 

been to point out the association between the nature of the 

evaluation and the perceived credibility of a chatbot along with 

the effects thereof. In order to identify these associations and 
effects we have decided to formulate several hypotheses with the 

expectation that both preliminary opinion variables and the 

evaluation will be associated with perceived credibility. 

5.1.1 Participants’ confidence is associated with 

perceived credibility 
Due to the earlier mentioned non-normal nature of our variables 

we have conducted a non-parametric test to determine the 

association between participant’s confidence and the perceived 
credibility. The test of choice in this case was Spearman’s rank-

order correlation test. The results as seen in figure 4 indicate a 

weak positive relation which is non-significant due to the p-level 

being far above 0.05 (0.655>0.05). 

 

Figure 6. Spearman’s rho participant’s confidence 

In addition to measuring the association between our two 

variables we are also determining the effect between the 

variables. This is done through a linear regression model. In 
figure 5 below we can see the model split up into the constant 

value and our independent variable. Both values are assumed to 

have a significant effect when the null hypothesis is rejected with 

the p-value being lower than 0.05. In this case we are not able to 
reject the null hypothesis due to our p-value being 0.314>0.05 

and the low unstandardized beta of 0.390. Thus a participant’s 

confidence does not have a significant effect on the perceived 

credibility or also known as willingness to adopt AI, in our case. 

This means we will reject our initial hypothesis H1.1. 

 

Figure 7. Linear regression model participant’s confidence 

5.1.2 Participant’s familiarity with AI is associated 

with perceived credibility 
With this hypothesis along with the other hypotheses we are 

using Spearman’s rho rank-order correlation model to determine 

the correlation between our variables and the linear regression 
model to determine the regression. The correlation between our 

variables is as follows in figure 6. 

 

Figure 8. Spearman’s rho participant’s familiarity with AI 

From figure 6 we can deduce a weak positive association 
between our two variables which is non-significant due to our p-

value being higher than 0.05. As for regression between these 

two variables we can speak of a weak positive but non-significant 

effect, in figure 7, which is indicated by the high p-value of 

0.556>0.05 and the low unstandardized beta of 0.078. This 

results in no effect between participant’s familiarity with AI and 

Willingness to adopt AI. Thus we are able to reject hypothesis 

1.2.  

 

Figure 9. Linear regression model participant’s familiarity 

with AI 

5.1.3 Participant’s trust in AI is associated with 

perceived credibility 
In relation to this hypothesis we conducted a Spearman’s rank-
order correlation test to find the association between these two 

variables. In figure 8 becomes apparent through weak positive 

but non-significant correlation that there no is association of 

significance between trust in AI and Willingness to adopt AI.  

 

Figure 10. Spearman’s rho participant’s trust in AI 

As for regression which is measure with the linear regression 

model we can speak of a weak positive and non-significant effect 

between the independent variable trust in AI and the dependent 
variable willingness to adopt AI. Figure 9 shows the 

unstandardized beta of 0.256 and the p-value of 0.215. As 

0.215>0.05 we are not able to reject the null hypothesis and we 

can conclude there is no significant effect between participant’s 

Tests of Normality 

 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Willingness_to_adopt_AI .126 55 .030 .920 55 .001 

What type of evaluation have you received from the chatbot? .353 55 .000 .636 55 .000 

Pre_Trust_AI .183 55 .000 .950 55 .024 

Pre_Familiarity_AI .107 55 .174 .967 55 .136 

Pre_Confidence_AI .176 55 .000 .922 55 .002 

 

Correlations 

 Pre_Confidence_AI Willingness_to_adopt_AI 

Spearman's rho Pre_Confidence_AI Correlation Coefficient 1.000 .062 

Sig. (2-tailed) . .655 

N 55 55 

Willingness_to_adopt_AI Correlation Coefficient .062 1.000 

Sig. (2-tailed) .655 . 

N 55 55 

 

Coefficientsa 

Model 

Unstandardized Coefficients 

Standardized 

Coefficients 

t Sig. B Std. Error Beta 

1 (Constant) 5.325 2.575  2.068 .044 

Pre_Confidence_AI .350 .345 .138 1.015 .314 

 

Correlations 

 Willingness_to_adopt_AI Pre_Familiarity_AI 

Spearman's rho Willingness_to_adopt_AI Correlation Coefficient 1.000 .045 

Sig. (2-tailed) . .747 

N 55 55 

Pre_Familiarity_AI Correlation Coefficient .045 1.000 

Sig. (2-tailed) .747 . 

N 55 55 

 

Coefficientsa 

Model 

Unstandardized Coefficients 

Standardized 

Coefficients 

t Sig. B Std. Error Beta 

1 (Constant) 6.542 2.333  2.804 .007 

Pre_Familiarity_AI .078 .132 .081 .592 .556 

 

Correlations 

 Willingness_to_adopt_AI Pre_Trust_AI 

Spearman's rho Willingness_to_adopt_AI Correlation Coefficient 1.000 .160 

Sig. (2-tailed) . .243 

N 55 55 

Pre_Trust_AI Correlation Coefficient .160 1.000 

Sig. (2-tailed) .243 . 

N 55 55 
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trust in AI and the willingness to adopt AI. This means we are 

able to reject our initial hypothesis 1.3. 

 

Figure 11. Linear regression model participant’s trust in AI 

5.1.4 Type of evaluation is associated with 

perceived credibility 
As for the last association we use Spearman’s rank-order 
correlation model to assess the association between the variables 

type of evaluation and willingness to adopt AI. Figure 10 shows 

a moderately negative significant association between the two 

variables as the correlation coefficient is -0.304 and the p-value 
is 0.024 which is lower than our alpha of 0.05. This means we 

are able to reject the null hypothesis and consider the association 

between these two variables significant. 

 

Figure 12. Spearman’s rho type of evaluation 

Regarding the linear regression model we have used in figure 11 
we can see that our independent variable has a p-value of 0.021 

which is lower than our alpha and a unstandardized beta of -

2.273. This translates into a rejected null hypothesis and thus a 

strong negative effect between evaluation type and willingness 
to adopt AI. This means we are able to accept the hypothesis of 

H2. 

6. DISCUSSION AND IMPLICATION 

6.1 Findings and Implications 
The objective of this thesis was to research the association 

between the nature of the evaluation and the perceived credibility 
or in the context of this experiment willingness to adopt AI. 

Research from (von Walter et al., 2022) shows that from a 

cultural perspective there is naturally, within some environments, 

a resistance to the further introduction of AI. This led us to 
believe there is an association between our preliminary opinion 

of AI and the willingness to adopt it. This however was not the 

case which is shown in the results and analyses section of this 

thesis through the rejection of multiple hypotheses.  

In order to accurately link perceived credibility to our 

independent variables it is important to understand the 

underlying meaning of perceived credibility. The past research 

of (Shin, 2022) shows that credibility is in fact distributed among 
several factors, one of which is trust. One would expect that trust 

would then affect perceived credibility but our research shows 

quite the contrary with both correlation and regression showing 

no association and effect between the two variables respectively. 

Furthermore if we look at research from (Harvey, 1997) we 

realize that it is not only trust and familiarity that decided the 

preliminary opinion of a chatbot but that confidence in one’s own 

idea also plays a very large role. As is stated in their research 
“One of the earliest explanations of overconfidence was based on 

the notion that people think of evidence in favor of their chosen 
answer (and against the alternatives) more easily than they think 

of evidence in favor of the alternatives (and against their chosen 

answer).’’ In our experiment also the contrary is assumed to be 

quite possible which is explained by (Lewandowsky et al., 2000) 
wherein it is stated that a person with low confidence in their idea 

might lean towards automation as the main decision-making 

agent. However even this assumed to be crucial variable in our 

research appeared to be non-significant in association with our 

dependent variable.  

According to (Dietvorst et al., 2018) there is a preponderance of 

evidence demonstrating the superiority of algorithmic judgment 

in decision making situations. This indicates that the average 
person is aware of the outperforming that the average AI is 

capable of. Nevertheless studies from said source suggest that the 

majority of participants chose the less performing human 

anyway. This study shows how the evaluations of AI or in this 
case chatbots can influence perceived credibility as participants 

think AI are less believable and thus less credible in their 

evaluations. To some extent our research was able to confirm this 

suspicion. We detected an association between type of evaluation 
and willingness to adopt AI as well as an effect between the two. 

All in all the acceptance of our main hypothesis means markets 

could apply this knowledge of opinions towards chatbots in their 

business models to increase engagement between chatbot and 

person. 

6.2 Relevance 

6.2.1 Academic Relevance 
As already mentioned earlier in this thesis, artificial intelligence 

is becoming an ever growing part of our lives. This makes it more 

and more important that we put extra efforts into researching and 

practicing with the optimal way to integrate AI into our business 
models and our personal lives. In specific how to integrate 

chatbots.  

In addition to this, research shows that “scientific literature on 

the impact of chatbots, in general, is lacking, be it considering 
individuals, certain groups, or society at large’’ (Følstad et al., p. 

9, 2021), making it all the more important that we keep 

researching AI as we can see the ever increasing use of such AI 

already in for instance the marketing field. 

In our case making the process behind the evaluating of a 

chatbot’s credibility clearer will enable us to see how we interact 

with artificial intelligence taking over ‘’human’’ tasks. This puts 

it into perspective how we are able to integrate chatbots into 
processes that require a rather large amount of human input. A 

good example is Facebook. They were one of the first of their 

kind to use chatbots in their marketing strategy in an effective 

way. They implemented this on their messenger platform. The 
reason this was so effective and at all possible is because they 

were advertisements generated by their chatbots on their own 

site. This is the same site through which they are able and 

allowed to retrieved certain data on their users on, which allows 

them to personalize these advertisements. 

In the marketing section specifically there are already chatbots 

making personalized advertisements. Next to this we see most 

recently chatbots also functioning as a shopping tool helping the 
customer pick products that they would like. For research in the 

future it would be most interesting to see how influential this 

topic can be in the marketing field. This because, as mentioned 
before, before being able to create a personalized chatbot 

experience the participant needs to be understood. Else it will be 

regarded as a non-reliable and thus non-credible chatbot. 

Coefficientsa 

Model 

Unstandardized Coefficients 

Standardized 

Coefficients 

t Sig. B Std. Error Beta 

1 (Constant) 5.308 2.118  2.506 .015 

Pre_Trust_AI .256 .204 .170 1.254 .215 

 

Correlations 

 Willingness_to_adopt_AI 

What type of 

evaluation 

have you 

received from 

the chatbot? 

Spearman's rho Willingness_to_adopt_AI Correlation Coefficient 1.000 -.304* 

Sig. (2-tailed) . .024 

N 55 55 

What type of evaluation 

have you received from the 

chatbot? 

Correlation Coefficient -.304* 1.000 

Sig. (2-tailed) .024 . 

N 55 55 
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6.2.2 Practical Relevance 
Other than benefiting the academic research in the field of 

chatbots sections of this thesis could also benefit the business 
sector. We could expect, if our chatbot catches on and is adopted, 

an increase in the number of valuable innovations that pass 

through the innovation funnel. By being able to create a credible 

chatbot that generates reliable evaluations of innovations a 
smaller number bad quality innovations make it to the market 

while a higher number of good quality does.  

In addition to this we can expect down the road an increase in 

efficiency across the board. When implementing a chatbot that 
knows how to interact with its users and knows how to recognize 

patterns in purchasing much like a “Thinking AI’’ (Huang & 

Rust, p. 2, 2021) and is easy to use more businesses and their 

customers will be inclined to use them. This could replace the 
need for possible slower and lower quality human inputs, 

eventually increasing efficiency.  

Lastly, chatbots are durable and in an optimal situation reliable 

as well. What is meant by this is that when using chatbots to 
evaluate business ideas the chatbot can evaluate at a continuous 

rate without the need to take breaks to think as it answers 

everything objectively and reliably. When being able to reduce 

the need for human input said input can be used elsewhere in 
complex situations that a chatbot cannot tackle allowing for a 

better workforce distribution in most companies. 

7. CONCLUSION 
In this thesis we looked at several associations between our 

independent variables and our dependent variable. We did this to 
be able to answer our research question: “Does the nature of a 

chatbot’s evaluation have an impact on its perceived 

credibility?’’ and our sub question: “Does the user’s opinion on 

chatbots before interacting with one influence perceived 
credibility?’’. In order to be able to answer these questions in an 

organized manner we stated 4 different hypothesis. Hypotheses 

1 to 1.3 resulted, against our expectation, into a rejection while 

our main and last hypothesis was accepted. With the first three 
hypotheses rejected we are able to answer our sub question. In 

the context of our research we found that a user’s opinion before 

interacting with a chatbot does not influence perceived 

credibility.  

We are able to answer our main research question through the 

acceptance of our fourth hypothesis. With this we can to some 

extent confidently answer that the nature of the evaluation indeed 

have an impact on its perceived credibility.   

8. LIMITATIONS AND FUTURE 

RESEARCH 
Through the use of several statistical tests we were able to 

determine that to some extent the “preliminary opinion’’ is 

associated with the “perceived credibility’’ but not to a 

significant extent. While our independent variable ‘’nature of 
evaluation’’ was determined to have a significant association and 

effect on our dependent variable.  

While this means we were able to accept hypothesis 2, our main 

hypothesis, this research does have its limitations. While we were 
able to determine associations and effects of our independent 

variables on our dependent variable we were not able to 

determine a significant effect of our independent variables on the 
‘’preliminary opinion’’-side. This would mean that there is no 

significant effect of preliminary opinions on the perceived 

credibility of our chatbot while (von Walter et al., 2022) in “The 

impact of lay beliefs about AI on adoption of algorithmic 
advice’’ proves the exact opposite. This could possibly be the 

consequence of  a low Cronbach’s Alpha for the “Confidence’’ 

survey questions in appendix F indicating a lower internal 

consistency leading to lesser reliable data. 

We have identified a specific self-selection bias. In the context 

of our research what is meant with this is that our survey tends to 

attract people that are actually interested in the development of 
AI this could lead to a skewness in the results. In addition our 

answers could be inaccurate due to the believability of the 

survey. The survey is meant to seem like a chatbot, however if a 

participant recognizes it as a survey, post-evaluation questions 

about our ‘’chatbot’’ are less reliable.  

Lastly we have identified the lack of inclusion of a variable that 

takes account of the scenarios with and without credibility 

disclosure. The absence of this variable affects the trust in our 
chatbot and thus to some extent, although non-significantly, 

perceived credibility. The reason this variable was not included 

in the dataset was that it would alter the normality distribution by 

a drastic amount making the analysis of the other variables too 
extensive and difficult leading to possible errors. This decision 

does however lead to a lower level of reliability of the results. 

From this paper becomes clear that due to the limited amount of 

previous research done in this area there is much to be learned 
and perfected as is already stated by (Følstad et al., 2021). 

Nevertheless, research towards opinions on chatbots is a good 

starting point. From this point future research could build further 

on this by looking at consumers needs specifically by 

Implementing “empathy maps’’ as described in (Illescas-

Manzano et al., 2021). By looking at consumers needs instead of 

their opinion towards said chatbots we could be able to tailor a 

chatbot in a way that it perfectly markets the needs of such a 

consumer. This because an argument could be made for the 

negligibility of research on opinions towards chatbots as AI 

implementation in global markets seems to be more and more 

inevitable according to (IBM, 2022). This report shows that 35% 
of all companies globally reported already using AI in their 

business practices and another 42% reported exploring the 

implementation of AI. Though analyzing opinions on AI may be 

beneficial in understanding what it takes to increase adoption 
rates of AI, it may be more beneficial to look towards perfecting 

the implementation of AI as adoption seems inevitable. 
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Appendix A 

Variable Item Source 

Trust in Technologies My typical approach is to trust new technologies 

until they prove me that I shouldn’t 

Chi, O. H., Jia, S., Li, Y., & Gursoy, D. (2021). 

Developing a formative scale to measure consumers’ 

trust toward interaction with artificially intelligent 

(AI) social robots in service delivery. Computers in 

Human Behavior, 118, 106700. 

https://doi.org/10.1016/j.chb.2021.106700  

I generally give a technology the benefit of the 

doubt when I first use it 

I usually trust a technology until it gives me a 

reason not to trust it 

Familiarity with AI 

and AI chatbots 

I am familiar with AI Gillath, O., Ai, T., Branicky, M. S., Keshmiri, S., 

Davison, R. B., & Spaulding, R. (2021). Attachment 

and trust in artificial intelligence. Computers in 

Human Behavior, 115, 106607. 

https://doi.org/10.1016/j.chb.2020.106607  

I am familiar with AI chatbots  Chi, O. H., Jia, S., Li, Y., & Gursoy, D. (2021). 

Developing a formative scale to measure consumers’ 

trust toward interaction with artificially intelligent 

(AI) social robots in service delivery. Computers in 

Human Behavior, 118, 106700. 

https://doi.org/10.1016/j.chb.2021.106700  

  

I have much knowledge about AI chatbots  

I am more familiar than the average person 

regarding AI chatbots  

I know how to interact with AI chatbots  

Trust in AI algorithms 

and its advice 

I trust the recommendations by algorithms-

driven services (chatbots, predictive 

personalization agents, virtual assistants, etc).  

Shin, D. (2021). The effects of explainability and 

causability on perception, trust, and acceptance: 

Implications for explainable AI. International 

Journal of Human-Computer Studies, 146, 102551. 

https://doi.org/10.1016/j.ijhcs.2020.102551  Recommended items through algorithmic 

processes are trustworthy.  

I believe that the algorithm service results are 

reliable.  

Feelings about being 

judged by others when 

telling them about an 

idea you recently had. 

If I needed to, I would feel at ease when 

presenting an idea to others 

Siemon, D. (2022). Let the computer evaluate your 

idea: evaluation apprehension in human-computer 

collaboration. Behaviour & Information Technology, 

1–19. 

https://doi.org/10.1080/0144929x.2021.2023638  

I tend to worry about being judged by others 

when presenting an idea 

Confidence in ability 

to formulate ideas  

I’m confident in my ability to formulate high 

quality ideas.  

 

 

Chong, L., Zhang, G., Goucher-Lambert, K., 

Kotovsky, K., & Cagan, J. (2022). Human confidence 

in artificial intelligence and in themselves: The 

evolution and impact of confidence on adoption of AI 

advice. Computers in Human Behavior, 127, 107018. 

https://doi.org/10.1016/j.chb.2021.107018  I don’t believe that my confidence in my high-

quality idea will be affected by a machine 

response. 

 

 

https://doi.org/10.1016/j.chb.2021.106700
https://doi.org/10.1016/j.chb.2020.106607
https://doi.org/10.1016/j.chb.2021.106700
https://doi.org/10.1016/j.ijhcs.2020.102551
https://doi.org/10.1080/0144929x.2021.2023638
https://doi.org/10.1016/j.chb.2021.107018
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Trust in the AI chatbot I trust the advice the chatbot provided me with. Shin, D. (2021). The effects of explainability and 

causability on perception, trust, and acceptance: 

Implications for explainable AI. International 

Journal of Human-Computer Studies, 146, 102551. 

https://doi.org/10.1016/j.ijhcs.2020.102551 

I find the chatbot's advice to be trustworthy. 

I believe that the chatbot's advice is reliable. 

I believe that the chatbot was credible during 

our conversation. 

Toader, D. C., Boca, G., Toader, R., Măcelaru, M., 

Toader, C., Ighian, D., & Rădulescu, A. T. (2019). 

The Effect of Social Presence and Chatbot Errors on 

Trust. Sustainability, 12(1), 256. 

https://doi.org/10.3390/su12010256  

Advice utilization I am willing to let this chatbot assist me in 

deciding whether or not to develop my business 

idea 

Benbasat, I., & Wang, W. (2005). Trust In and 

Adoption of Online Recommendation Agents. 

Journal of the Association for Information Systems, 

6(3), 72–101. https://doi.org/10.17705/1jais.00065   

I am willing to use this chatbot as an aid to help 

with developing my business idea. 

I am willing to use this chatbot's advice 

recommendations. 

Perceived usefulness 

of the chatbot 
The evaluation provided by the chatbot would 

be useful to me.  

Davis, F. D. (1989). Perceived Usefulness, Perceived 

Ease of Use, and User Acceptance of Information 

Technology. MIS Quarterly, 13(3), 319. 

https://doi.org/10.2307/249008  

The evaluation provided by the chatbot would 

help me to feel at ease when presenting my idea 

to others.  

Siemon, D. (2022). Let the computer evaluate your 

idea: evaluation apprehension in human-computer 

collaboration. Behaviour & Information Technology, 

1–19. 

https://doi.org/10.1080/0144929x.2021.2023638  

  

  

The evaluation provided by the chatbot would 

help me to worry less about being judged by 

others when I present my idea.  

The evaluation provided by the chatbot would 

help me to be more creative.  

The evaluation provided by the chatbot would 

help me to feel encouraged to present my idea to 

others.  

Siemsen, E., Roth, A. V., Balasubramanian, S., & 

Anand, G. (2009). The Influence of Psychological 

Safety and Confidence in Knowledge on Employee 

Knowledge Sharing. Manufacturing & Service 

Operations Management, 11(3), 429–447. 

https://doi.org/10.1287/msom.1080.0233  
The evaluation provided by the chatbot would 

help me to have more confidence in my idea. 

 

 

 

 

 

https://doi.org/10.1016/j.ijhcs.2020.102551
https://doi.org/10.3390/su12010256
https://doi.org/10.17705/1jais.00065
https://doi.org/10.2307/249008
https://doi.org/10.1080/0144929x.2021.2023638
https://doi.org/10.1287/msom.1080.0233
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https://www.youtube.com/watch?v=RCQc24UYfeI  

https://www.youtube.com/watch?v=RCQc24UYfeI
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Appendix F 

Rotated Component Matrixa  

 

Component                             Cronbach’s   Alpha 

1 2 3 4  

My typical approach is to trust new technologies until they prove me 

that I shouldn’t 

  
.876 

  

I generally give a technology the benefit of the doubt when I first use 

it 

  
.607 

  0.768 

 I usually trust a technology until it gives me a reason not to trust it 
  

.926 
  

I am familiar with Artificial Intelligence (AI) .702 
    

I am familiar with AI chatbots .775 
    

I have much knowledge about AI chatbots .794 
     0.835 

I am more familiar than the average person regarding AI chatbots .780 
    

I know how to interact with AI chatbots .792 
    

I’m confident in my ability to formulate high quality ideas. 
   

.830  

 0.518 

I don’t believe that my confidence in my high quality idea will be 

affected by a machine response. 

   
.741  

I am willing to let this chatbot assist me in deciding whether or not to 

develop my business idea 

 
.946 

   

I am willing to use this chatbot as an aid to help with developing my 

business idea. 

 
.943 

   0.936 

I am willing to use this chatbot's advice recommendations. 
 

.914 
   

 

Extraction Method: Principal Component Analysis.  

 Rotation Method: Varimax with Kaiser Normalization.a 

a. Rotation converged in 4 iterations. 

 


