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Transparency and validation of relevant processes are key factors to consider
when developing an algorithm that is to be integrated into a socio-technical
system, i.e. a system that views the algorithm and the organization it will be
employed in with all relevant surrounding features as one holistic instance,
which is yet to be designed. In order to solve the problem of maintaining
the transparency of algorithms used in medical diagnosis, it is hence crucial
to utilize methods that help clinicians understand the technical processes
forming the basis of the information provided by the algorithms. Thus, the
application of Explainable Artificial Intelligence (XAI) techniques in this
regard is not only advisable and incredibly important to maintain the trust-
worthiness that is required for the clinicians to adopt the systems in the
first place, but is indispensable for the doctor-patient relationship as well.
Within this research, four XAI methods were picked for validation through
the means of expert interviews with pathologists. The results showed that
whilst there is a certain tendency of preferences within the stakeholder pop-
ulation, it should be evaluated on a case-to-case basis which method is most
applicable. Furthermore, the integration of the methods is a rather sensible
issue. It should thus not only be evaluated which technique to integrate, but
how to integrate the method to maximize trust and effectiveness through
extensive use. If done effectively, these methods can facilitate the clinicians’
workflow significantly.
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ethical algorithms

1 INTRODUCTION

The internal mechanisms of Al algorithms are inherently unclear;
they are opaque by design [3]. Thus, their nature can be described as
a black box, metaphorically speaking. However, these algorithms are
increasingly used to determine information that requires a certain
level of transparency, such as a person’s credit score, their insurance
risk or health status [11]. Specifically, there has been an increasing
use of Al technology in the medical sector, due to recent technolog-
ical progress [39]. Yet, since lives may be at stake in this realm [32],
trust and ethical soundness of any algorithm are essential for it to
be employed. That is so, since black box models leave much to be
desired for clinicians to explain the reasoning behind diagnoses to
other stakeholders such as patients and their families. Therefore, it
is important to introduce techniques to fill this gap and maintain the
trustworthiness and transparency that constitutes the traditional
doctor-patient relationship [21].

That is why the field of "Explainable Artificial Intelligence’ (XAI)
is so crucial for our society to be able to move forward whilst main-
taining this transparency. One may imagine a situation in which a
clinician has to make a decision on whether to operate on a patient
who might have a brain tumour. On the one hand, the operation
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in itself is quite risky, so if the patient does not have a tumour,
then it should be avoided at any cost. On the other hand, if they
do have a tumour, an operation should definitely be executed since
it significantly increases the chances for an extended life span for
the patient. If a pathologist would then make their decision based
on a classification by an algorithm which they do not have any
understanding of, this may lead to disastrous results. If they decide
to operate on a person who had no tumour, for instance, the patient
would die on the operation table because of a misclassification of the
algorithm. It is then going to be very hard for the clinician to justify
their decision that was fully based on the trust of a faulty algorithm
to the dead patient’s family. If they used XAI in this situation, it
would increase the chances of them noticing the misclassification
due to a wrong area of attention in the MRI slices. Therefore, XAI
could be life-saving in situations like these.

For the sake of some arguments, the methods employed in this
field shall be categorized as either post-hoc, or ante-hoc. In the
post-hoc (explainable Al) approach, a second algorithm is trained
by fitting the predictions of the black box algorithm and not the
original data. In ante-hoc (interpretable AI) methods, use a *white-
box’ method instead of a black box, which is transparent and in an
easy-to-digest form [5].

An additional categorization that is relevant for interpretability
methods is distinguishing between global and local interpretability.
As Salahuddin et al. put it: "Local explanations identify the attributes
and features of a particular image that the DL model considers
important for prediction. On the other hand, global explanations
aim at identifying the common characteristics that the DL model
considers when associating images with that particular class.’ [27].
These categories influence the applicability of an XAI method in
certain contexts. A global method may not be as much of a fit
for explaining an outcome to a patient, for instance. A case-based
approach is more advisable under these circumstances.

In the context of this research, we take a socio-technical approach,
thus viewing the Al as part of a system that views the algorithm and
the organization it will be employed in with all relevant surrounding
features as one holistic instance which is yet to be designed [34].

Hence, this research will explore and validate effective XAI tech-
niques that foster the maintenance of trustworthiness and trans-
parency within the field of medical diagnosis. It will do so by the
means of a literature review and the consultancy of several experts
from the field of XAI itself to determine which methods may be
most appropriate to be validated. Finally, clinicians shall be inter-
viewed, and their answers will be analysed to draw conclusions on
the relevance of these methods in practice.

1.1 Problem statement

This work builds upon the framework developed by van Bruxvoort
and van Keulen [34] and extends it by recommending employable
techniques that help fulfilling the goals defined in the framework.
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Specifically, the research shall be focusing on the goal of ensuring
the explicability of an algorithm. Clearly, the challenge in this regard
lies within the diversity of stakeholders depending on the sector into
which the relevant algorithm should be implemented. Patients may
have differing knowledge levels and capacities for understanding
medical concepts, where clinicians may prefer an explanation based
on their individual thought processes and workflows, for instance.
Another objective is pointing out methods that can be understood
and employed by people who do not necessarily have a technical
background.

As the original framework focuses on fraud-detection algorithms,
the arguments made in the paper are delimited to the group of
stakeholders to whom these apply. This research will thus aim to
expand the scope of the framework by researching possible meth-
ods to ensure explicability in the medical sector, specifically for
disease diagnosis, as mentioned above. It does therefore not only
add sector-specific considerations, but gives recommendations on
the implementation of transparency, which was not done in the
original framework. Moreover, the introduction of three XAI meth-
ods utilized less frequently within the medical sector (this excludes
Grad-CAM, which is also introduced, but more common in its use)
will reveal whether there is a chance to take a novel approach to
this conundrum.

1.2 Scope

It is noteworthy that the research will focus on interviewing clini-
cians only. This is due to the fact that they build the metaphorical
bridge between the algorithm and all other stakeholders, such as
patients and their families or other clinicians interested in the di-
agnosis. Through their position, they are aware of the needs of the
other stakeholders to a certain degree as well, since they have to
use the explanation for communicating the reasoning behind the
diagnosis to them.

1.3 Research questions

The problem statement leads to the following research question:

How can one ensure that an algorithm is sufficiently explicable to
pathologists in medical image diagnosis?

To answer it, the following sub-questions will be tackled:

(1) Which XAI techniques are relevant to be investigated for
algorithms used in medical image diagnosis?

(2) How can the techniques in (1) be explained to clinicians, and,
immediately after, be tested on trust and usability?

(3) Which of the techniques mentioned in (1) are able to maintain
the clinicians’ trust in the algorithm and effectively facilitate
the diagnosis process?

1.4 Related work

As to explore the realm of Explainable Al Google Scholar was uti-
lized as a resource. The terms "XAI’, ‘'medical sector’ and ’diagnosis’
yielded the most exploitable results for the initial search for general
information concerning the methods which should be introduced
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to the clinicians at a later stage of the research. Additionally, the
experts consulted during this stage suggested relevant papers.

Generally speaking, there are a number of surveys which address
the issue of giving an overview of the range of XAI methods used in
the medical sector [21, 32, 39]. The literature review yielded that XAI
methods can be split into post-hoc and ante-hoc (or explainable-by-
design) methods. From the evaluation done in the surveys, post-hoc
methods revealed themselves to be used the most. However, there is
some mention of the usage of ante-hoc as well, which built the basis
for the choice of including two of these models in the interview
evaluation. Additionally, Stiglic and Kocbek [31] mention that there
is an increased relevance of visual analytics and their interpretability
in the sector, which shall further influence the research done from
this point.

Another highly relevant study in this regard was conducted by
Tonekaboni and Goldenberg [33]. They asked a range of clinicians
from different fields what their understanding of explainability was
and which features they would render most useful in this regard. It
was found that the most important features are domain appropriate-
ness, potential actionability, and consistency of the model. However,
their research focused on the opinion of clinicians only. Arguably,
it may take interdisciplinary communication between Al specialists
and clinicians to find a common ground.

Furthermore, there appears to be the opinion amongst some schol-
ars that ante-hoc methods may be far more applicable to be em-
ployed in the healthcare sector than post-hoc methods [5, 26]. The
reasoning in these papers mainly points to the fact that post-hoc
methods give the user a wrong sense of understanding through
oversimplified and often faulty descriptions of the black box model.
Furthermore, they point out that it is hard to find the source of an
error in these systems, as the post-hoc explanation is a mere ap-
proximation of the actual system, whereas ante-hoc methods point
to the actual variables used by the algorithm.

2 METHODOLOGY

The whole research was executed in three phases. The phase con-
sisting of the literature research and expert consultation aimed to
answer sub-question 1. The interviews and their evaluation then
intended to answer sub-questions 2 and 3, respectively.

2.1 Literature research and Expert consultation

The first phase entailed researching relevant XAI techniques to gain
a deeper understanding of the field. One common post-hoc method
of XA, one that is not as widely used, and two ante-hoc methods
were chosen and then investigated. At first, relevant information for
choosing these four methods was gathered in close consultation with
field experts. This was done to ensure a basic level of effectiveness of
the methods before interviewing the relevant stakeholders. For this
reason, close contact was maintained with two experts performing
research in the field of XAI and one expert who works with medical
algorithms. One of the XAI researchers being the supervisor of
this research enabled a close communication and weekly exchange
of ideas and findings in meetings and text message channels. The
other experts were consulted in an ad hoc fashion, as they were
not directly involved in the project and thus not available to as
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great of an extent. Overall, their knowledge helped tremendously to
streamline the research process and incentivize perspective shifts
throughout it. In the next step, the methods were chosen based on
the previously gathered information and then researched for deeper
understanding. Specific applications of the techniques in medical
diagnosis were researched in this phase as well.

2.2 Interviews and Preparation

The second phase consisted of developing an effective explanation
of the methods that can be understood by the pathologists. The
interviews then aided to validate the methods by explaining them
to a group of three clinicians first and discussing them with the
participants immediately after the presentation. Interviews were
chosen as a method to gain an understanding of the mental models
of the participants[15]; for a deeper understanding of their needs in
the setting. As Johs et al. [17] point out, semi-structured interviews
are useful for researchers who do not have in-depth knowledge
about a specific discipline or group and are inclined to get deep
insights from their participants, without having to deal with the
boundless qualities of unstructured interviews or the very delimited
nature of structured interviews, for that matter. Therefore, making
the interviews semi-structured seemed like a valid approach in this
context.

The clinicians were picked in a manner such that both their
backgrounds and their expertise with algorithms in diagnosis was
held as diverse as possible. The group involved some people who
had already implemented some of these algorithms themselves, and
some who had assisted other researchers with doing so. Therefore,
the domain in question was familiar to all of them, just to different
extents. The group consisted of one trauma surgeon, one radiologist
and one endocrinologist. A number of three participants was chosen
due to the scope of the research and the given diversity in the group
of participants. They were reached out to via email. It was decided
not to interview people who only performed medical research but
did not work as pathologists themselves, as they could hardly be
classified as users of the to-be-evaluated system.

Before the actual interviews, the interview was practised with a
lay participant to see whether the explanation would fit the time
frame and how many questions could be asked within one hour,
realistically. The slides and question sheet were then adapted ac-
cordingly. The participants were sent a short file consisting of one
Ad4-page before the interviews that included a short introduction to
the realm of XAI and to each of the methods that would be discussed.
This was done to give them the chance to familiarize themselves
with the subject before, if they had time and interest to do so.

After a brief introduction, the clinicians were informed about the
research topic in general, and asked to fill in the informed consent
form. Then, a short presentation of around 20 minutes covering all
relevant methods was given to them. Subsequently, the methods
were discussed in a semi-structured interview setting. Thus, some
guiding questions were prepared, but there was room for follow-up
questions to be asked if the flow of the conversation rendered it
feasible. All the participants were shown the same examples, as
their general medical education was considered sufficient for them
to comprehend the methods in these contexts.

The interviews were held via Microsoft Teams and lasted around
one hour each. They were recorded for further reference, but not
transcribed. The risk of any unexpected happenings was considered
very low. To ensure that the informed consent form consisted of
all necessary questions, the self-assessment form of the UT ethics
committee was consulted, and the research was conducted according
to the standards defined in that form.

The interviews mainly measured trust and applicability (or use-
fulness) of the explanation techniques. Trust was measured, as it is
a crucial concern in the context of automation [8, 13, 14, 25]. The
questions asked in the interviews were mainly based on the work of
Tonekaboni and Goldenberg [33], and Hoffman et al. [15]. Applicabil-
ity was split into the dimensions of output goodness and satisfaction
[15], as well as some factors that clinicians may find advantageous
[33]. What should be mentioned is that most of these frameworks
assume extensive use of the explanation method before filling in
the questionnaire, which is not applicable in this case. Therefore,
the questions from the relevant literature had to be rephrased to fit
the interview setting of this research.

2.3 Evaluation and Results

For the third and final phase, an evaluation of the responses re-
trieved and drawing conclusions on the employability of the chosen
techniques followed. Since the interviews were semi-structured and
hence consisted of open questions only, the inter-participant con-
sistency in the answers was low. For the results, interesting facts
found during these conversations were pointed out, where every
answer was considered as a novel finding on its own, except if the
content of two or more answers was very similar.

3 CHOSEN METHODS

It was chosen to research two post-hoc methods and two ante-hoc
methods in order to be able to compare the two approaches properly
in terms of their effectiveness and trustworthiness.

Currently, interpretability in Deep Learning is mainly based on
saliency maps [38]. However, high inter-observer variability sig-
nificantly affects productivity in routine pathology and is espe-
cially present in medical centres with diagnostician deficiencies
[40]. Other XAI methods may thus possibly introduce a higher level
of consistency to this process than the saliency maps, as they give a
more detailed interpretation of the outcome. Some scientists even
dedicated a whole paper to why post-hoc methods may not be as
applicable, even though they are predominantly used in the medical
sector as of now [5, 26]. Therefore, the author deemed it interesting
to both validate the methods which are used already, but also com-
pare them to methods that are employed less, to see whether these
may be even more effective.

Throughout the literature research, the focus was narrowed down
to methods utilizing image data based on the recommendations of
two of the XAI experts consulted in this research. They pointed out
that images are the most commonly used data form in the medical
field. Then, the methods were chosen based on the categories defined
in the work of Salahuddin et al. [27], which gives a comprehensive
overview of current interpretability methods in the field of XAI for
medical image data. The survey focuses on deep neural networks,
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as these have demonstrated state-of-the-art performance on many
medical imaging challenges related to classification, segmentation
and other tasks.

In order to ensure sufficient diversity within the range of meth-
ods, the author decided to choose two post-hoc methods that were
based on different sub-categories within the range of saliency map-
producing methods in the paper by Salahuddin et al. [27]. Grad-CAM
was chosen based on an expert recommendation, stating that it was
used frequently in practice. Similarly, LRP was chosen based on its
general popularity as advertised in the literature [3, 12, 19], even
though it was not as popular in the medical sector at the point of
the research.

For the ante-hoc methods, because they were not used as much
yet, the author decided to take two methods that provide the user
with diverse outputs. Concept attribution methods were chosen
since they emphasize feature importance, a part of the clinical
decision-making procedure that is crucial to clinicians [33]. Lan-
guage description methods, and specifically natural language de-
scription, was chosen since they facilitate another part of the diag-
nosis process, namely report-writing. As Jing et al. [16] point out,
report writing can be error-prone to inexperienced clinicians and
dreary to experienced ones.

In order to find visualizations for explaining the methods to the
clinicians, relevant papers were searched for figures that would
represent the output of the method for medical image analysis
properly. For the post-hoc methods, the work by van der Velden et
al. [35] was consulted. For finding relevant figures for the ante-hoc
methods, the work by Salahuddin et al. [27] was used to search for
examples.

In the end, each method was exemplified in the form of two cases
with an according visualization taken from relevant papers. The
images were chosen to be appealing and recognizable, as far as that
was possible within the scope of this research. The chosen papers
and the associated topics can be found in Table 1.

Table 1. Visualization examples used for the interviews with the clinicians.

Method Papers Medical case

Grad-CAM [37], [24] Brain tumour, COVID-19

LRP [23], [9] Paediatric pulmonary
health, Multiple Sclerosis

Language- [40], [20] Bladder cancer, breast can-

based meth- cer

ods

Concept attri- | [2], [22] Breast cancer, skin lesion

bution meth- identification

ods
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3.1 Post-hoc methods

Fig. 1. Grad-CAM applied to slices for brain tumour diagnosis. Obtained
from the work by Windisch et al. [37].

3.1.1  Grad-CAM. Gradient-weighted Class Activation Mapping
(Grad-CAM) is an extension of the classic Class Activation Mapping
(CAM) method. It is applicable to a wide variety of CNN model-
families. It "uses the gradients of any target concept (say ‘dog’ in
a classification network or a sequence of words in a captioning
network) flowing into the final convolutional layer to produce a
coarse localization map highlighting the important regions in the
image for predicting the concept’ [29].

In a nutshell, Grad-CAM uses the gradients of any target con-
cept flowing into a convolutional layer (most often this is the final
layer) to produce a bawdy localization map highlighting the relevant
regions in the image for predicting the given concept [1]. Using
Grad-CAM, it is possible to visually validate that the network is
indeed looking at the relevant regions of an image and activating
around them. The output of Grad-CAM is a heatmap visualization
for a given class label [1]. An example on how to use Grad-CAM for
an algorithm performing brain tumour classification can be found
in Figure 1.

The advantage of Grad-CAM over traditional CAM is the possi-
bility to retrieve relevance scores for any CNN-based differentiable
structure, where CAM can not be applied to networks which use
multiple fully-connected layers before the output layer [30].

It should be noted that it is best practice to use Guided Grad-CAM
to retrieve more fine-grained heat maps [4]. This entails a combi-
nation of Grad-CAM with Guided backpropagation. Grad-CAM in
itself is quite useful, because it can easily identify classification
mistakes due to high-resolution, class-discriminative visualizations
[30].

For further reference, the reader is encouraged to consult the
paper by Selvaraju et al. [29] in which this method is looked at in
detail.

The method was chosen for the research because of its extensive
use in medical image diagnosis, as visible in the amounts of examples
mentioned in the survey paper by van der Velden et al. [35].
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(b) Covid-19 detection with LRP
X-ray

Fig. 2. LRP applied to Covid-19 classification slices. © 2022 IEEE. Reprinted,
with permission, from Ggaliwango Marvin and Md.Golam Rabiul Alam [23].

3.1.2  LRP. Layer-wise Relevance Propagation (LRP) was first in-
troduced by Bach et al. [6]. It circumscribes a method of back-
propagating over the layers of a convolutional neural network to find
the most relevant pixels for the classification decision by the model.
The activation number of the neurons in each layer determines their
individual relevance, where the composition of the network then
determines the relevance of the input pixels. The input forms the
first layer of the network, where the output classification forms the
last layer. The idea is that through a backpropagation over all these

To dive deeper into the LRP method, the reader is advised to
consult the paper by Bach et al. [6].

In natural images, it has been argued that methods relying on
gradients only measure the susceptibility of the output to changes
in the input. The results may thus not necessarily correspond to
the areas relevant for the network’s decision [7]. This arguably
constitutes a clear reason to use LRP instead of gradient-based
methods such as Grad-CAM. However, LRP’s quality to point to
exact feature details naturally increases the file size of the output of
these explanations. Since file size quantifies interpretability in image
classification [28], it may thus be less comprehensible by humans
than more fuzzy methods with smaller file sizes. Thus, Grad-CAM,
which is more fuzzy than LRP by nature, may be more applicable
in situations where high interpretability is needed, such as when
trying to explain a diagnosis outcome to a patient.

The aforementioned arguments seemed convincing enough to
choose this method as a second post-hoc method to discuss, even
though it is used less in practice. Anyhow, whether the theoreti-
cally postulated advantages and disadvantages would also hold in
an interview with practitioners seemed compelling enough to be
explored.

3.2 Ante-hoc methods

Visual Diagnosis,
Original ROI  justification hy Margin,
image proposed method Shape

Proposed method Without £

Benign,  There is vague cgglike structure The boundary of egglike mass is
Obscured, o d by sharp line pattern.  sharply demarcated with clear
Oval color transition.
Malignant, There is no clear demarc
Obscured, J all around the ¢
Irregular form.
Benign,  The outline of a bur There are vague lines projecting

Obscured,  blurred from adjace from inside of uneven mass.

Lobulated

Malignant,  The contour of indef
Spiculated, tee
ITrregular  sha

that mass.

tely formed A complex mass boundary is oo

layers, the values computed on the way will determine the positive/
negative influence of each neuron (or pixel, depending on what is

! MGy blur to define where it is exactly.
ing outside of

M Correct visual word M False visual word

analysed) in the very first layer. The sign before their relevance
score determines whether they have positive or negative influence
then.

LRP can be used for explaining algorithms with different kinds
of visual inputs. It is a heatmap method that has been shown to
perform better than previous techniques in terms of explainability
and disease-specific evidence [9]

Identifying the relevance of each pixel is particularly useful in
the medical sector because it allows for explaining individual clas-
sification decisions in a fast and intuitive way without the need
for delving deeply into the network structure [9]. Therefore, it can
easily be applied to analyses of outputs for physician training or
discussion purposes. Furthermore, in heatmaps generated with LRP,
group effects in the data occur less [7]. An example of the use of a
method using LRP for the explanation of an algorithm performing
diagnoses of pulmonary diseases (in this case, Covid-19, specifically)
can be found in Figure 2.

Fig. 3. Textual and visual justification of a method proposed for breast can-
cer diagnosis. The textual justification of the proposed method is compared
to and the method learned without a visual word constraint. Retrieved from
the work of Lee et al. [20].

3.2.1 Language Description Methods. In these methods, a combina-
tion of both image data and corresponding textual data (either micro-
scopical reports or medical reports) are analysed. Commonly, they
provide an output that contains both a heat map and a computer-
generated textual report. In order to make sure that the outputs
are corresponding to the inputs, the concept of key ’visual words’,
so words which point to specific elements in the images, is used.
Notably, the generation of natural language models is often made
harder by the limited number of medical report data [20]. Therefore,
some scholars use additional relevant sources for their textual data
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to ensure a sufficient level of textual diversity [20, 36, 41]. Addi-
tional image segments that are key to determining the classification
may be added to the output as well [40]. An example of the use of
a method generating textual reports circumscribing breast cancer
slices can be found in Figure 3.

For further reference, the reader is invited to consult the papers
that mention the development of these techniques [20, 36, 40, 41].

A clear advantage of language-based methods is their quality to
facilitate the process of medical report-writing [16]. Additionally,
they provide accurate descriptions of subtle changes in tissue images
that are challenging even for very experienced analysts [41]. Hence,
they are very applicable in cases where the medical image itself is
hard to understand, even with the help of a heat map. Of course,
since medical reports are taken as input data, the interpreter needs
to be able to read these structured texts to use the methods in the
first place. They may thus be less applicable to situations where the
outcome needs to be explained to a patient, as the doctor would
probably have to rephrase the textual output in simpler terms.

The additional dimension of adding a computer-generated report
led to picking this method as the first ante-hoc method. It provides
the clinicians with an explanation of greater detail that is written
in their own vocabulary, and thus seemed like a solid choice.
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Fig. 4. TCAV scores for skin lesion concepts used in a method for skin cancer
diagnosis. © 2020 IEEE. Reprinted, with permission, from Adriano Lucieri,
Muhammad Naseer Bajwa, Stephan Alexander Braun, Muhammad Imran
Malik, Andreas Dengel, and Sheraz Ahmed [22].

3.2.2  Concept Attribution Methods. Concept attribution methods
are all based on a methodology created by Kim et al. called *Testing
with Concept Activation Vectors’ (TCAV) [18]. The main idea behind
this approach is that an algorithm uses certain features to exhibit
the classification of every image. TCAV then takes a set of user-
defined concepts and looks at how the probabilities for the outcome
classification change if the concept in question (i.e. stripes for a
Zebra) is removed. The output is a numerical score (TCAV score),
that represents the number of pictures in which the classification
was positively influenced by the concept from the dataset. This can
be applied in the medical sector by using biomarkers as concepts
such as the estrogen receptor and the progesterone receptor for
breast cancer diagnosis [40]. An example of the use of TCAV scores
in the context of skin lesion identification can be found in Figure 4.
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For further information, the reader is invited to consult the paper
in which the method is introduced [18], or some papers in which
the method is applied to medical images [2, 22]. Some scholars took
this method even further and applied so-called regression concept
vectors to medical image diagnosis [10, 38].

The advantage of the TCAV score is that it effectively measures
the ratio of the inputs of a specific class that are positively affected
by a certain concept without taking any magnitude into account. As
compared to saliency maps or other per-feature metrics, the TCAV
score allows for quantitative evaluation of concepts on whole input
classes [22]. Of course, the chosen concepts need to be understood
by the target group of the explanation in the first place. In the case
of patients, this may not always be the case, since the biomarker
concepts are usually well-known in expert circles only. Furthermore,
TCAV is a global explanation method [18], which makes the case-
based explanation commonly needed when talking to a patient
harder than with local explanation methods. Therefore, saliency
maps (which are produced by LRP or Grad-CAM, for instance) or
textual outputs may be more applicable in this case, as these are
able to provide this local dimension. Another pitfall of the method
is learning a meaningless CAV [18]. This case would render the test
and output scores meaningless and produce redundant data only.

Based on the arguments made above, concept activation methods
were added to the pool of the techniques investigated in this research.
The fact that they give quantifiable evidence of the decisions made
by the networks trained, and thus provide a different dimension of
explanation for the interviews, manifested their relevance.

4 RESULTS

When analysing the interviews with the clinicians, a few overarch-
ing themes became apparent.

Foremost, there is no one-size-fits-all when it comes to trying
to choose the right XAI method for pathologists in the process of
medical image diagnosis.

Clinicians tend to use the explanations (no matter whether post-
hoc or ante-hoc) to double-check whether the algorithm misclas-
sified an image, or discuss the outcomes amongst themselves to
see whether the method actually performs in the way they want
it to perform. Usually, they like to test the algorithm extensively
with real-life data that is somewhat dissimilar to the training data
to see whether it performs consistently in all scenarios they would
want to utilize it in. For these use cases, more elaborate explanations
like language-based methods are very applicable, because they give
deeper insight into what factors the algorithm based its decision on
and use the same terminology as the clinicians themselves.

When trying to justify their decision to patients and their families,
doctors tend to prefer heat maps since they are easy to comprehend.
One participant mentioned that LRP would be particularly useful
for hip fracture detection and its explanation, as it tends to point
to contours rather than larger areas like Grad-CAM does. This
would make the justification ever so much easier and induce more
trust in the patients, because their feeling of understanding the
diagnosis would be stronger. Based on this argument, the two post-
hoc methods may be more applicable in this use case. However,
it is worth mentioning that a lot of ante-hoc methods use heat
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maps for their explanation as well. The simple difference is that
the complex image sets these methods are applied to are usually
hard to comprehend by non-experts, even through a heat map. It
was mentioned that concept attribution methods are valuable for
justification to patients as well, since they provide numeric outputs
and charts.

In order to simplify their workflows, there are several ways in
which each of the methods could be employed. It was mentioned that
LRP could be used by clinicians for training visual recognition skills.
Furthermore, language-based methods would lessen the burden of
having to create a full report by themselves, as their output could
be used as a basis. Concept attribution methods could, however,
help with labelling past tumour data to categorize it more easily.
The relevance of embedding any of the methods into the diagnosis
process was seen as highly individual and dependent on the type of
sickness.

If they think that something was misclassified, pathologists would
usually tend to prefer language-based methods as a means of check-
ing where the algorithm went wrong. This is due to the added layer
of complexity in the textual output that makes it easier to discuss the
explanation with other experts as well. Notably, concept attribution
methods were also mentioned as a good method in this regard, be-
cause they provide quantifiable relevance for certain illness features.
Additionally, they provide a rather unique combination of concept
scores for each sickness, rendering them very useful when it comes
to classifying sicknesses that are highly similar, naturally. The two
post-hoc methods were considered to be useful for error-checking
by a more visually prone participant.

The participants were also able to point out some issues that
may arise with the methods. Concept attribution methods may be
less applicable in the context of fractures, for instance, as these
tend to have a binary existence quality in the diagnosis and would
hence lack the multi-dimensionality required for this type of expla-
nation method. They may also fail if they gave similar outputs for
different sicknesses. For instance, if two concepts displayed very
similar TCAV scores for three different sicknesses, these sicknesses
would be hard to identify based on the TCAV scores only. More
concepts would then have to be added to ensure the uniqueness
of the classification explanation. Additionally, it was mentioned
that language-based methods may be trained on either convoluted,
or even highly personal reports. The former would render their
outputs hardly comprehensible even for trained professionals, the
latter may invalidate them altogether. The choice of training data
would thus be a rather sensitive one in this context.

When it comes to trust, pathologists have mixed opinions about
which methods would seem most reliable. Some prefer concept at-
tribution methods as they give a more detailed insight as to which
concepts were relevant for the decision-making process, some fancy
a combination of LRP and language-based methods in this regard.
Evidently, this decision is quite personal and depends both on the
background of the pathologist and their individual preference for
either visual or textual explanations, for instance. Interestingly, a
participant that generally tended to prefer visually-oriented meth-
ods mentioned that they would prefer a language-based explanation
in case of own uncertainty, as it appears more like the statement of
another clinician and thus seems to induce trust from that angle.

Something that did reach high agreement amongst the partic-
ipants was the fact that consistency and accuracy in the output
induced trust, no matter which XAI method would be used. They
collectively acknowledged that an added confidence value to the
output would be helpful in that regard. This would facilitate the
step from the differential diagnosis (all possible sicknesses based on
the symptoms given) to the working diagnosis (choice of sickness
from all possible ones based on clinicians own judgement), where
confidence levels are highly relevant. That would also make it easier
to justify their reasoning to other stakeholders, because they could
point to the high numeric confidence score of the algorithm as a
convincing argument.

5 DISCUSSION

Looking at the results, different XAI methods may be effective under
varying circumstances. Whilst post-hoc methods are predominantly
in use, there seems to be a general agreement amongst pathologists
and XAl experts alike to prefer ante-hoc methods due to the added
levels of accuracy and complexity. Due to these facts, they seem more
trustworthy and simplify the discussion of results with other experts,
for instance. However, saliency maps are still needed, at least to
explain outcomes to stakeholders with less expert knowledge and
for use by clinicians who prefer visual feedback, generally. Hence,
combining both approaches in practise seems most applicable.

Furthermore, it is not only important to choose the right method
for the right type of diagnosis, but train the algorithm extensively on
a sufficiently diverse data set. Pathologists value edge case-centred
design in this regard. Standardized data sets should be employed,
to ensure the understandability and trust of clinicians in textual
outputs, specifically.

5.1 Categorization based on interview results

Based on the outcomes of the qualitative data retrieved during the
interviews, a rough scheme of when the methods could be best
applied was developed. This can be found in Table 2. For each
relevant use case, the applicability of the method was evaluated
and only use cases specifically mentioned by the participants were
chosen.

5.2 Limitations

The clearest restraint of this research is its sample size. Interviewing
three clinicians only is by far not representative enough to make
general statements about this population. Pathologists are an in-
credibly diverse group not only in terms of expertise in XAl but
in the dimensions of specialization and personal diagnosis style as
well.

Furthermore, the amount and diversity of methods discussed
could have been more vast. There are a number of other XAI meth-
ods that may just be as applicable or even more applicable than the
ones discussed. However, both the time constraint of the research
and the interview length did not allow for a greater number to be
investigated.

Another limitation is the researcher’s lack of prowess both in
the field of XAI and in conducting interviews. A more experienced
professional would probably have been more able to explain these
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Table 2. Scheme for Method Application

Method
Grad-CAM

Use cases

expert-to-patient conversa-
tion, checking for errors
LRP expert-to-patient conversa-
tion, facilitation of clinician
workflows, checking for er-
rors, inducing expert trust in
the model

expert-to-expert discussion,
facilitation of clinician work-
flows, checking for errors,
inducing expert trust in the
model

Language-based methods

Concept attribution meth- | expert-to-patient conversa-
ods tion, facilitation of clinician
workflows, checking for er-
rors, inducing expert trust in
the model

methods to the clinicians and retrieve results with greater insight
from the interviews by steering the conversation in the right direc-
tion.

5.3 Future work

Future research endeavours may look to validate these methods
with a larger group of stakeholders. More pathologists need to be
consulted to achieve a more consistent overview of which points are
relevant to these professionals across different specializations and
countries. Furthermore, patients should be consulted for validation
purposes as well, because they form a significant chunk of the
medical XAI stakeholder group. Their trust is imperative when it
comes to whether an expert system will be embedded in the medical
practice or not. Additionally, findings like the peculiar applicability
of LRP to hip fractures should be validated with patients, since they
may only be interesting to the expert eyes of clinicians, after all.

Additionally, future work could look at explicability beyond the
medical sector. The methods researched in this work can be applied
to many fields and may have different use cases and requirements
in each of them.

It may also be of interest to investigate confirmation bias in al-
gorithmic medical diagnosis. After all, doctors are testing the algo-
rithms on their own accord. They check whether it makes decisions
based on the same factors as they do. However, the algorithm may
discover some relevant points that were unknown to them before,
which may be neglected through their methodology.

6 CONCLUSION

Noticeably, XAI methods assume high relevance in a vast range of
sectors already. In a socio-technical system, their ability to induce
trust in different kinds of stakeholder groups is evident from the
literature. To substantiate this ability from a user’s perspective, a
closer look was taken at four of these methods, and their validity
for applying them to algorithmic medical diagnosis was established

Jacques Fiirst

in this research. In order to address this issue, the following sub-
questions were answered:

(1) Which XAI techniques are relevant to be investigated for
algorithms used in medical image diagnosis?

Answer: The four relevant techniques and the reasoning
behind choosing them can be found in section 3. They
were determined by the means of the literature research
and the expert consultation in the beginning.

(2) How can the techniques in (1) be explained to clinicians, and,
immediately after, be tested on trust and usability?

Answer: The techniques were explained by means of a con-
cise description enhanced with case examples in the begin-
ning of the interviews. Then, a semi-structured interview
was held to gain insight into the pathologists’ perspectives.

(3) Which of the techniques mentioned in (1) are able to maintain
the clinicians’ trust in the algorithm and effectively facilitate
the diagnosis process?

Answer: Different methods are able to maintain trust under
varying conditions, as elaborated upon in section 5. The
same holds for the facilitation of the diagnosis process.

Finally, the answer to these questions lead to addressing the overar-
ching research question:

How can one ensure that an algorithm is sufficiently explica-
ble to pathologists in medical image diagnosis?

Evidently, XAI methods are an effective way of to ensure explica-
bility of algorithms to clinicians in medical image diagnosis. Every
technique can contribute to this goal in its very own way, depending
on the situational circumstances. Therefore, it is momentous to look
into a sensible integration of these methods. Using a combination of
several methods may be decisive to maximize their facilitation of the
diagnosis workflow. If applied correctly, however, they are able to
abate the workloads of even the most conservative of clinicians and
enhance the lives of many. After all, a more efficient medical sector
would not only enlarge the general quality of life within society, but
help citizens to enjoy its benefits over ever-increasing time spans.
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