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Aspect-based sentiment analysis (ABSA) finds the sentiment of a feature in a
text. It can be useful for both businesses and customers to get an overview of
product reviews. In this paper, I explore the possibility to use data extracted
from Dutch Bol.com customer reviews rather than annotated data, since
annotating data is a labour-intensive task.

I try two different methods: in the first one, I fine-tune a Dutch GPT-2
model to generate aspects together with a sentiment label. In the second, I
fine-tune the same GPT-2 model to generate only an aspect. I then fine-tune
a Dutch BERT model (BERTje) to classify the sentiment. Using both an
automatic and human evaluation, I find that the combination of GPT-2 and
BERT outperforms the multi-tasked GPT-2.
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1 INTRODUCTION
Natural language processing is increasingly more important in cur-
rent society. The internet is overflowing with data, more than a
human could ever process. A large amount of the retail industry has
moved partly or entirely online, allowing consumers to widely share
their experiences with places and products. For businesses, this is
very valuable information, but to have all these reviews analysed by
hand would take an immense amount of time. Therefore, teaching
a computer to read and summarize a set of reviews can help busi-
nesses review their customer’s opinions much faster. Likewise, it
can help customers get an overview of a product’s reviews without
having to read them all.
Sentiment analysis, also called opinion mining, aims to identify

the sentiment of a text. It can classify text as positive or negative, or
rank it on a specified scale. Aspect-based sentiment analysis (ABSA)
effectively does the same thing, only for much smaller pieces of text.
It aims to find the sentiment of different aspects of the reviewed
entity. For example, consider the sentence "The chair is very com-
fortable, but I don’t like the colour." The overall sentiment of this
sentence could be viewed as neutral, or perhaps conflicting since
it holds both a negative and positive element. This information is
not very specific or informative. However, when looking at the dif-
ferent aspects mentioned in the sentence, the information becomes
more distinct. The comfort of the chair is positive, but the colour
is not. This information allows a business to review whether they
should update their product to attract more customers, and if so, in
what way. Furthermore, it can summarize the reviews to help other
customers choose what to buy.
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In contrast to most previous work, this research focuses on ABSA
in Dutch. Most research in the field of natural language processing
is done in English. I do not use an annotated dataset, but rather a
large number of unannotated customer reviews. To the best of my
knowledge, this has not been tried for ABSA before. The results
of this research are evaluated by both an automatic and human
evaluation. Since these evaluations use the same data, I compare
them to see to what extent they agree with each other.

An issue of aspect-based sentiment analysis is the need to have a
large amount of annotated data. Annotating data by hand is very
time-consuming and presents the issue that different people anno-
tate in different ways. This causes inconsistencies in the data and
can therefore be a problem in training a classifier. The Dutch lan-
guage has the disadvantage of having a relatively small amount of
speakers, compared to e.g. English. This means there is less research
into natural language processing tasks in Dutch, therefore not many
annotated datasets are available. It also means that it is harder to
find annotators via crowdsourcing, thus it is harder to create new
datasets. I try to bypass this issue by using customer reviews from
Bol.com1. Bol.com asks customers to add plus and minus points
when writing a product review. I regard these plus and minus points
as aspects with a sentiment label, which means that I can use a large
amount of unannotated data as if it were annotated.

ABSA generally consists of two tasks: aspect extraction and aspect
sentiment classification. Aspect extraction is the task of identifying
mentioned aspects of an entity. In the example above, this entity is
the chair. For that sentence, aspect extraction would aim to find the
words ‘comfortable’ (or more general: comfort), and ‘colour’. Aspect
sentiment classification is the task of determining the sentiment of
these aspects. For the chair review, these would be positive and neg-
ative, respectively. These tasks are typically performed separately.
However, some studies on the English, Chinese and Vietnamese
languages found that combining those tasks into one, creating a
multi-task learningmodel, can produce promising results [11, 15, 16].
Therefore, this research explores two methods: using a multi-task
model and performing the tasks separately. By doing so, I can try
to find which method works best when using a customer review
dataset.
For the first of the two methods, I fine-tune a Dutch GPT-2

model[3] to generate an aspect when prompted with a review text.
In this model’s training data, each aspect is preceded by a tag with
its sentiment. Consequently, the model generates aspects with a
sentiment label. The second method starts with a similar fine-tuned
GPT-2 model. However, this model’s training data does not contain
sentiment tags, thus it only generates aspects. I fine-tune BERTje[4]
to determine the aspect’s sentiment. The predictions of both meth-
ods are evaluated using both an automatic and human evaluation.

1Bol.com is a Dutch webshop and marketplace
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1.1 Research question
This paper aims to answer the following question:

• How and to what extent can customer reviews that contain
plus and minus points be used as training data for an aspect-
based sentiment analysis model?

Considering the intended methods, the following questions arise:
• What criteria should be used to select the data?
• How can GPT-2 be fine-tuned to generate relevant aspects?
• How does a fine-tuned GPT-2’s performance change when
bundling aspect generation and sentiment classification into
one task?

• How can BERT be fine-tuned for aspect sentiment classifica-
tion of generated aspects?

2 RELATED WORK
This research uses a fine-tuned Dutch GPT-2 model as well as a
fine-tuned Dutch BERT model. The following section provides some
background information about the models used and their origins.
Furthermore, it provides some background information about aspect-
based sentiment analysis in relation to Dutch, GPT-2 and BERT.

2.1 GPT-2
GPT-2 is short for the second generation Generative Pre-trained
Transformer. At the time of writing, a third generation exists (GPT3),
but is unfortunately not open-source. GPT-2 was developed by Ope-
nAI2 in 2019 [13]. It was trained on a large amount of unannotated
data, namely internet pages. GPT-2 learns and generates language
based on the context of previous words. It can be fine-tuned for
a specific task with additional annotated data. Some of GPT-2’s
abilities are summarizing, translating and question answering. It
completes these tasks using text generation; given a prompt, GPT-2
will attempt to continue the text to the best of its ability.

In 2020, the Dutch university of Groningen created a Dutch ver-
sion of GPT-2. They did so by taking the English GPT-2 model from
OpenAI and adapting it to be used for Dutch [3]. Like the original
GPT-2 model, the Dutch model is pre-trained and can be fine-tuned
with annotated data to perform a specific task. The exact model I
use for this paper is called ‘GPT-2-small-dutch’, it is available on
the Hugging Face platform3

2.2 BERT
BERT was developed by Google AI Language4 in 2018 [5]. It is
short for Bidirectional Encoder Representations from Transform-
ers. Similar to GPT-2, BERT was trained on a large amount of
unannotated data. This data was collected from free English novel
books and English Wikipedia pages. Unlike GPT-2, BERT learns
language and makes predictions based on all its surrounding con-
text at once, rather than only that of previous words (hence bidi-
rectional). Some language tasks for which BERT achieves a good
performance are question answering and next sentence prediction.
Furthermore, BERT achieves high scores for sentiment classifica-
tion tasks [6, 10, 14]. In 2019, ‘BERTje’ was developed by the Dutch
2OpenAI: an AI research and deployment company
3https://huggingface.co/GroNLP/gpt2-small-dutch
4Google AI: Google’s artificial intelligence research and development division

university of Groningen [4]. It was trained the same way as the
earlier mentioned BERT, but with a Dutch dataset. It can therefore
be used or fine-tuned for Dutch language tasks. The training data
mostly originates from books, news articles and Wikipedia. BERTje
is available on the Hugging Face platform5.

2.3 ABSA for Dutch
Little research has been done for Dutch aspect-based sentiment
analysis. [1] presents the first full pipeline for Dutch customer re-
views. This research used two Dutch annotated datasets, one on
restaurants and one on smartphones. Their pipeline consists of three
subtasks: aspect term extraction, aspect category classification and
polarity classification. These subtasks are respectively performed
by using a lexicon lookup on the surface forms and lemmas, gather-
ing semantic information and looking at lexical features and word
shapes.
Another Dutch research in ABSA is [2]. This research focuses

on creating a pipeline for reviews in retail, banking and human
resources. The study distinguishes itself by using service-oriented
domains, rather than products. It performs a quality evaluation on
models either trained in one domain or all domains. The pipeline
used consists of the same steps as in [1]. Aspect term extraction is
approached as a sequential IOB labelling task, category classification
and polarity classification are both done using an SVM.

2.4 ABSA with GPT-2
[9] reformulates aspect-based sentiment analysis as a generation
task, and uses GPT-2 to achieve it. It researches the performance
of this method on the sub-tasks separately, but also as a multi-task
model. It finds that ABSA as a generation task outperforms BERT
on single-task polarity prediction. Furthermore, it finds that fine-
tuning GPT-2 as a multi-task model improves the prediction of
aspect terms and categories. The main difference with my research
is that I use a GPT-2 model that was repurposed for Dutch. Therefore
it is uncertain whether my model will achieve similar performance.
Furthermore, this research uses an annotated dataset to fine-tune
GPT-2, whereas my research uses unannotated customer reviews.

2.5 ABSA with BERT
[8] aims to accomplish both in-domain and out-of-domain aspect-
based sentiment analysis and outperforms its predecessors in this
task. It does so by fine-tuning BERT as an aspect classifier, a sen-
timent classifier and a combined model that classifies aspect and
sentiment simultaneously. In this research, all aspects are classified
into a predefined category. This is a significant difference compared
to my research, since I do not use predefined aspect categories.

Another related research is [14]. It investigates the possibility of
using BERT for aspect sentiment classification by creating auxil-
iary sentences. In this way, it changes the task to a sentence-pair
classification task. Inspired by BERT’s high-quality performance on
question answering tasks and natural language inference tasks, the
paper proposes four formats for those auxiliary sentences. Two of
those are questions, the other two are statements. This is similar
to my research in the sense that it tackles the aspect sentiment

5https://huggingface.co/GroNLP/bert-base-dutch-cased
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classification task by treating it as a sentence-pair classification task.
However, my second sentence contains only the aspect, rather than
a question or statement.

3 DATASET AND PREPROCESSING
The dataset consists of customer reviews about electrical appliances,
retrieved from Bol.com. This website is a Dutch webshop and mar-
ketplace. With 13 million active customers and 41 million available
products, Bol.com holds an enormous number of customer reviews.
The domain of electrical appliances is used for this research because
these products generally have a large variety of aspects (e.g. battery,
waterproof, sound, etc).

3.1 Data format
Each review contains a text and a list of positive and negative aspects
(hereafter referred to as ‘pros’ and ‘cons’). Since the customer does
not necessarily need to write pros or cons along with the review,
the presence and quantity of both vary. Another thing to note is
that customers use the ability to add pros and cons to their reviews
in different ways. Some try to summarize what they wrote in the
review text, others elaborate on the text. Frequently, the pros and
cons form a combination of these two options: some aspects are
explicitly mentioned in the review text, and some aspects provide
new information. For example, consider the following review:
This laptop is super fast, but it overheats quickly.
+ good quality - expensive

- overheats quickly
This review contains a text and three aspects: one pro and two
cons. The aspect ‘overheats quickly’ is clearly mentioned in the text.
However, the aspects ‘good quality’ and ‘expensive’ provide new
information.

3.2 Data preprocessing
In order to use this data to fine-tune a language model, I first have
to make sure it is useful and relevant. I start by removing all the
duplicates from the downloaded data. Bol.com shows the same
reviews for slightly different products (e.g. different colours), causing
a large portion of the reviews to occur more than once.

Next, I try to filter out all aspects that were not mentioned in the
review text. My goal is to provide GPT-2 with a dataset containing
only explicitly mentioned aspects, so that it can learn how to gener-
ate those itself. To achieve this goal, I use the pre-trained fastText
Dutch embeddings [7]. I take the average vector of the words in an
aspect and calculate the cosine similarity between this vector and
the word vector of each word in the review text. I save the highest
similarity alongside the aspect. A high cosine similarity indicates a
high semantic similarity. It ranges from 0, for completely different
semantics, to 1, for the exact same embeddings. If this similarity is
high enough, I assume the aspect was mentioned in the review text.
An example of this process is presented in Table 1.

By visual inspection of the results, I can find a threshold for the
similarity value. This threshold should be high enough to filter all
irrelevant aspects, but low enough to include sufficient relevant
aspects. The threshold I find is 0.83, so I remove all reviews that
have no aspects with a similarity score above 0.83. Unfortunately,

Table 1. Example of data preprocessing

good quality expensive overheats quickly
(goede kwaliteit) (duur) (oververhit snel)

This (Deze) 0.492 0.301 0.369
laptop (laptop) 0.219 0.171 0.293
... ... ... ...
overheats
(oververhit) 0.149 0.214 0.813
quickly (snel) 0.363 0.352 0.813
Highest
similarity 0.492 0.352 0.813

using this threshold means filtering out many relevant aspects. For
example, consider the example in Table 1. The aspect ‘overheats
quickly’ is discarded, even though it is explicitly mentioned in the
text. However, using a lower threshold would include many irrele-
vant aspects. Since enough data is available, I favour excluding all
irrelevant aspects over including all relevant aspects in the choice
of threshold.
The final step to preprocess the data is to split it into a training,

validation and testing set. The training and validation sets are used
to fine-tune the language models. The testing set can then be used
to evaluate the models with new, unseen data. I take 1,000 reviews
and set them aside as the unseen testing set. For the rest of the
reviews, I first remove all aspects with a similarity score below 0.83.
Since I already removed all reviews without any aspects above this
threshold, all reviews in this dataset should have at least one aspect
left. I do not remove any aspects from the testing set because I want
to keep those for the evaluation. I split the remaining reviews into a
training and validation set by randomly selecting 15% of the reviews
as validation data. An overview of the amount of data along each
step of preprocessing can be found in Table 2.

4 METHOD
I attempt to answer the research question by using two different
methods. Both methods cover the aspect extraction and aspect sen-
timent classification tasks, but they do so in different ways. The first
method generates aspects with a sentiment label using a fine-tuned
GPT-2 model. In other words, it tackles both tasks in one go. For the
second method, I fine-tune GPT-2 to generate aspects and fine-tune
BERTje to label their sentiment. The following section goes into
more detail on the two methods. The code and data used to fine-tune
the models can be found on GitHub6.

4.1 Method 1: Multi-task GPT-2
Method one uses the Dutch GPT-2 model (see Section 2.1) for both
aspect extraction and classification. I fine-tune the model using 3
epochs and a learning rate of 5×10−5, with the training and valida-
tion datasets described in Section 3.2. Each review is formatted in
the following way7:
<startoftext> This laptop has a great screen, but a terrible keyboard.
<aspects> <pro> screen <con> keyboard <endoftext>

6https://github.com/FM12001/DutchABSA.git
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Table 2. Numeric information on the dataset during preprocessing

Number of Number of Number of
reviews aspects aspects per review

0 1 2 3+
Total downloaded 686,278 1,605,448 85,544 144,083 136,375 320,276
After removing duplicates 298,109 687,528 44,354 60,653 59,520 133,582
After removing aspects with a

similarity value below 0.83 29,848 36,291 0 25,556 3,124 1,168
In the training/validation data 28,848 32,694 0 25,484 2,936 428
In the testing data 1,000 3,597 0 72 188 740

After training the model, I prompt it to generate aspects by format-
ting the testing data as follows:
<startoftext> This phone has a good battery. <aspects>
Ideally, when feeding this to the model, it outputs something similar
to:
<startoftext> This phone has a good battery. <aspects> <pro> battery
<endoftext>
From this output, I can extract the generated aspects together with
their sentiment label.

4.2 Method 2: GPT-2 and BERT
For the second method, the aspect extraction using GPT-2 happens
quite similar to the first method. The only difference is that instead
of specifying aspects as either ‘pro’ or ‘con’, they are all labelled as
‘aspect’. This means the training data is formatted as follows7:
<startoftext> This laptop has a great screen, but a terrible keyboard.
<aspects> <aspect> screen <aspect> keyboard <endoftext>
I fine-tune the model using the same data and parameters as for the
first method (3 epochs, 5×10−5 learning rate). After fine-tuning, the
model can be prompted the same way as in method 1. However, the
ideal output now looks like this:
<startoftext> This phone has a good battery. <aspects> <aspect> battery
<endoftext>
From this output, I can extract the aspect ‘battery’. However, unlike
in method 1, it does not have a sentiment label yet. To create this
label, I fine-tune the pre-trained BERTje model (see Section 2.2).
The training data for BERTje contains the same pros and cons as
used for the GPT-2 fine-tuning, each linked to their corresponding
review. They are also linked to a label: 1 for a positive aspect, or 0
for a negative aspect. The result has the following format:
(“This laptop has a great screen, but a terrible keyboard.”, “screen”)
Label: 1
(“This laptop has a great screen, but a terrible keyboard.”, “keyboard”)
Label: 0

The model is again fine-tuned using 3 epochs and a learning rate
of 5×10−5. An important detail is the maximum input size of a BERT
model, which is 512 tokens. If the testing data is longer than this,
only the first part of the data may be truncated. Losing part of the
review text is not necessarily problematic, but losing the aspect is.
After fine-tuning BERTje on this data, it can be prompted with an
input like:
(“This phone has a good battery.”, “battery”)

Ideally, it should now output the label 1, to indicate the aspect in
this input is positive according to the review.

5 EVALUATION AND RESULTS
Ideally, I would like to evaluate all testing data with high quality.
Realistically, this is not possible, since it would take too much time
and evaluators. Therefore, the two methods are evaluated by both
an automatic and human evaluation. The automatic evaluation can
assess a large number of results, but the quality is limited. In contrast,
the human evaluation can only assess a smaller part of the results,
but with higher quality. The following section presents both the
evaluation processes, their limitations and the gathered results.

5.1 Automatic Evaluation: Aspect Extraction
The aspect extraction task evaluation is similar to the selection
of the training data, namely by using word embeddings and their
cosine similarity. I ignore the sentiment labels for now, which means
I compare each generated aspect as if its sentiment is unknown. To
evaluate the aspect generation, I compose two different scores for
each generated aspect: the customer aspect similarity (cas) and the
review text similarity (rts).

The customer aspect similarity represents the highest similarity
found between the generated aspect and the aspects written by the
customer. In other words, I try to find out whether the generated
aspect was also mentioned by the customer as a pro or con. As men-
tioned in Section 3.2, the testing dataset contains all the customer
aspects, including the ones with a similarity below the threshold.
In this way, if a relevant customer aspect fell below the threshold, I
can still use it to see if a generated aspect is relevant. For example,
this could be the case for the aspect ‘overheats quickly’ in Table 1,
which is a relevant aspect but fell below the threshold. I calculate
the cas score by calculating the cosine similarity of the generated
aspect vectors and the customer aspect vectors. I then save the high-
est value for each generated aspect. By visual inspection I find a
threshold of 0.80. This means that I assume all generated aspects
with a cas score above 0.80 are mentioned in the review, thus I con-
sider them relevant aspects. However, it does not necessarily mean
that all generated aspects with a cas score below the threshold are
invalid aspects. Consider the following examples:

7For the purpose of this paper, English examples are used. The actual models are trained
on Dutch data.
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Table 3. Automatic evaluation: aspect generation results

GPT-2 and Multi-task
BERT GPT-2

Total number of generated aspects 1000 1046
Threshold rts score 0.83 0.83
Threshold cas score 0.80 0.80
Mean average of rts score 0.702 0.694
Standard deviation of rts score 0.181 0.193
Mean average of cas score 0.695 0.645
Standard deviation of cas score 0.264 0.251
Number of aspects that are . . .
above both thresholds 361 289
only above rts threshold 132 163
only above cas threshold 54 56
above either threshold 547 508

Minimal accuracy 0.547 0.485

cosine_similarity("past precies", "past prima") = 0.801
(fits perfectly), (fits fine)

cosine_similarity("werkt goed", "werkt naar behoren") = 0.759
(works well), (works properly)

Both these examples hold two differently expressed aspects. The
aspects are the same, but the expressions differ in adverbs and adjec-
tives. Whether something fits ‘fine’ or ‘perfectly’, the aspect remains
about the size. However, only the first example has a cas score above
0.80. That means that the first example is a relevant aspect. The
second example’s cas score falls below the threshold, but it is a
relevant aspect too. This means I cannot know for sure whether it
is relevant when evaluating it automatically.

The review text similarity score represents the highest similarity
between the generated aspect and a word in the review text. With
this score, I aim to find out whether the generated aspect was men-
tioned in the review text. The process of finding this score is the
same as the data preprocessing in Section 3.2. See Table 1 for an
example. Apart from the process, the goal is the same too: I want to
know if the aspect is mentioned in the review. Therefore, it makes
sense to use the same threshold of 0.83. I consider any generated
aspect with an rts score above this threshold
After calculating the scores for each generated aspect, I count

how many aspects I can assume to be relevant. Next, I use this
number to calculate the accuracy of the aspect generation of each
model. I call this accuracy the ‘minimal accuracy’, since any aspects
with scores below the thresholds are not necessarily invalid. The
minimal accuracy therefore holds the highest accuracy that I can be
certain of. The results can be found in Table 3.

5.2 Automatic Evaluation: Aspect Sentiment Classification
Evaluating the aspect sentiment classification is slightly more chal-
lenging than evaluating the aspect generation. This is mostly be-
cause the results are dependent on whether or not the aspects were
generated correctly. If the review is about a smartwatch, it is hard
to determine whether the aspect ‘remote control’ was assigned the
right sentiment. An additional thing to note is that the customer

Table 4. Automatic evaluation: aspect sentiment classification results

GPT-2 and BERT Multi-task GPT-2
True negatives 18 27
True positives 387 305
False negatives 1 6
False positives 9 7
Total 415 345
Accuracy 0.976 0.962
Precision 0.977 0.978
Recall 0.997 0.981
F1 0.987 0.979

aspects do not necessarily cover everything mentioned in the re-
view text. For example, consider the aspect ‘fast’ from the review
in Section 3.1). I need to know the actual sentiment of a generated
aspect to check if the prediction is correct, but I can only find that
sentiment if the same aspect was mentioned in the customer aspects.
Therefore, I limit the evaluation to the aspects that have a customer
aspect similarity (cas) above the threshold of 0.80 (see Section 5.1).
This leaves 415 generated aspects for the GPT-2 and BERT method,
and 345 generated aspects for the multi-task GPT-2 method.
For the multi-task GPT2 method, the aspects are already linked

to a sentiment label. For the GPT-2 and BERT method, I first need
to let my fine-tuned BERTje model predict the sentiment of the
generated aspects. After this, I have the predicted sentiment label
for the generated aspects of bothmodels. However, I do not yet know
the actual sentiment of these aspects. In order to find this, I compare
the generated aspect vector to each pro vector and save the highest
cosine similarity. Next, I repeat this for each con vector. Since I only
evaluate aspects with a cas score higher than 0.80, either the highest
pro similarity or the highest con similarity has to be above 0.80, if not
both. I assume that the highest similarity I find is from the matching
customer aspect. Therefore, if the highest similarity is with a pro,
I assume the actual sentiment of the generated aspect is positive,
and vice versa. Now that I have both the predicted sentiment label
and the actual sentiment label of each generated aspect, I can easily
count the number of true and false negatives and positives. With
these numbers, I calculate the accuracy, precision, recall and F1
score of both models. The results can be found in Table 4.

5.3 Human Evaluation
Using word vectors is a great way to gain a large number of results.
However, the quality of those results is limited. To get an indication
of said quality, and to get a high-quality assessment for both the
aspect extraction and aspect sentiment classification tasks, I also
perform a human evaluation. This evaluation consists of an online
survey. The questions have the following format8:
What can you say about [aspect] in this review?
[Review text]
- [aspect] is not mentioned
- [aspect] is positive
- [aspect] is negative

This question forms two questions in one. It asks the respondent
8For the purpose of this paper, the example is in English. The actual survey is in Dutch
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Table 5. Human evaluation: aspect extraction results

GPT-2 and Multi-task
BERT GPT-2

Total number of generated aspects 100 100
Number of aspects without split division 95 98
Number of relevant aspects 60 54
Accuracy 0.632 0.551

whether the aspect is mentioned, and if it is, whether it is positive
or negative. For this reason, the results are presented in two parts
as well.

The survey consists of 100 reviews. Each review is annotated for
two aspects (one from each model), meaning the survey contains
200 questions. The respondent does not see the two questions for
the one review at the same time, they are annotated separately. The
survey reached 82 respondents, which led to a total amount of 1210
annotations, 605 for each model. Each review is annotated by at least
three respondents. On average, the reviews received 6 annotations.
The final answer to each question was found by taking the ma-

jority vote. A generated aspect is assumed to be irrelevant if more
than half of the responses said it was not mentioned in the review
text. If the aspect is assumed relevant, its sentiment is again found
by taking the majority vote. Any aspects with a split division of
answers are left out of the results (this is the case for 8 aspects).
Since the human evaluation is done with a subset of the testing

data of the automatic evaluation, it is interesting to see whether the
evaluations agree with each other on the generated aspects. This is
shown and discussed in Appendix A.

5.3.1 Human Evaluation: Aspect Extraction. The results can be found
in Table 5. TheMulti-task GPT-2 method scored an accuracy of 0.551.
This is 0.08 lower than the accuracy of the GPT-2 and BERT method,
which is 0.632.

To see whether the difference in accuracy is enough to say the
models differ, I use an approximate randomization test [12], a non-
parametric test which requires minimal assumptions. This test is
based on the idea that if one model scores higher on a test metric t
(in my case, the accuracy), swapping random predictions of the two
models should almost never result in a better performance of that
model. If this does happen often, then either the models are not that
different, or not enough predictions are available. I use this test by
taking the 100 reviews as the independent variable, and the accuracy
as the test metric (i.e. the statistic). After 10,000 iterations, the test
results in a 2-tailed p-value of 0.393. This value is higher than the
standard alpha value of 0.05 (0.025 for a 2-tailed test), which means
I cannot say for certain that the two models differ in performance.

5.3.2 Human evaluation: Aspect Sentiment Classification. The re-
sults of the human evaluation for the sentiment classification can be
found in Table 6. Both methods achieved approximately the same
F1-score. The GPT-2 and Bert method got an F1-score of 0.945. The
Multi-task GPT-2 method got an F1-score of 0.943.
Since the difference in results is very small for this task, the

approximate randomization test is not used.

Table 6. Human evaluation: aspect sentiment classification results

GPT2 and BERT Multi-task GPT2
True negatives 5 9
True positives 52 41
False negatives 0 0
False positives 6 5
Total 63 55
Accuracy 0.905 0.909
Precision 0.897 0.891
Recall 1.0 1.0
F1 0.945 0.943

6 DISCUSSION AND FUTURE WORK
For the automatic evaluation of the aspect extraction task, the GPT-2
and BERT method scored a minimal accuracy of 0.55. The multi-task
GPT-2 model scored a minimal accuracy of 0.49. For the human
evaluation, the methods scored an accuracy of 0.63 and 0.55, re-
spectively. The GPT-2 and BERT method appears to have the best
performance for this task. As expected, the automatic evaluation is
too strict in declaring aspects irrelevant, since both methods score
higher on the human evaluation. The approximate randomization
test failed to prove that the difference in accuracy for the human
evaluation is significant. However, since the automatic evaluation
shows a similar difference in performance, I assume that GPT-2 and
BERT still outperforms the multi-task GPT-2.
Unfortunately, I have no automatic way to find the precise ac-

curacy of the results of the methods. I call the accuracy that I did
find the ‘minimum accuracy’ because my evaluation method only
finds which aspects are probably relevant (due to the chosen high
threshold). It does not tell me which aspects are probably irrelevant.
Instead, for all aspects that fall below the threshold, I simply do not
know much about their relevance. I assume the worst-case scenario
and count them all as invalid. Consequently, there is an error margin
from the calculated accuracy going upwards until 1. However, the
advantage of choosing a relatively high threshold is that I can be
certain the models perform with at least the found accuracy.
For the aspect sentiment classification task, both methods score

similarly and high. GPT-2 and BERT slightly outperforms multi-
tasked GPT-2, with the respective F1-scores 0.99 and 0.98 for the
automatic evaluation. The human evaluation scores are slightly
lower, namely 0.95 and 0.94. It is interesting to note that both meth-
ods achieve F1 scores very close to 1, meaning they labelled all
sentiments almost perfectly. However, that does bring into question
the validity of the evaluation. Since I can only evaluate generated
aspects that are mentioned in the review according to the extraction
evaluation, I can only evaluate a relatively small part of the testing
data. This is the part that was mentioned explicitly in the review,
which could mean it is also the easier part to find the sentiment of.

Overall, the GPT-2 and BERT method outperforms the multi-
task GPT-2 method. This could be because this method uses two
separate models for the two separate tasks. In other words, the
model is dedicated entirely to generating aspects. The multi-task
GPT-2 model has to divide its capabilities over two tasks. Hence, it
makes sense that it performs a little less well.
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The methods score well on aspect sentiment classification, how-
ever, their scores on aspect extraction could be improved. I think
using Bol.com reviews rather than annotated data has the potential
to work very well, but it would be interesting to look into different
ways of doing so. Perhaps a better method to extract the aspects
from the review texts can be found. Furthermore, it can be useful
to design a better way to preprocess the data so that more relevant
aspects can stay with the reviews. This way the reviews would pro-
vide more data to train on. Lastly, the automatic evaluation method
could be more precise, especially for the aspect extraction task (see
Appendix A). It could be practical to design a better automatic eval-
uation method in the future, to properly compare the performances
of various methods.

7 CONCLUSION
In this paper, I explore the possibility of fine-tuning language models
for aspect-based sentiment analysis without using annotated data.
Instead, I use Bol.com customer reviews with plus and minus points,
which I regard as aspects with a sentiment label. I try two methods,
namely a multi-task GPT-2 and a combination of GPT-2 (for aspect
extraction) and BERT (for aspect sentiment classification). I use the
pre-trained fastText Dutch embeddings to preprocess the data and
automatically evaluate the results. Furthermore, I use an online sur-
vey to have a subset of the results evaluated by humans. From both
evaluations, I find that the GPT-2 and BERT method outperforms
the multi-task GPT-2 method. Both models perform very reliably on
the task of aspect sentiment classification. However, the accuracy
scores on the aspect extraction tasks can still be improved. It would
be interesting to find a different way to extract the aspects, and
then use BERT to label their sentiment. Overall, using customer
reviews with plus and minus points rather than annotated data has
the potential for success. The methods I propose could be improved
for the task of aspect extraction, but the scores are high enough
to show that it is possible to train for this task using Bol.com data.
Furthermore, both methods show that customer review data can
successfully be used to fine-tune a language model for an aspect
sentiment classification task.
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A APPENDIX A
Since the human evaluation is done using a subset of the reviews
from the automatic evaluation, it is possible to see to what extent
the two evaluation methods agree with each other. I created two
confusion matrices: one for each subtask. The evaluation results of
both the Multi-task GPT-2 and GPT-2 and BERT method are added
together. The matrices are presented in Table 7.

For the task of aspect extraction (AE), the agreement for the two
evaluations has an F1-score of 0.778. This is high enough to assume
that the automatic evaluation results give a useful insight into the
performance of the models. However, the score is not high enough
to render the human evaluation unnecessary.

For the aspect sentiment classification (ASC) task, the evaluation
methods seem to almost always agree with each other. They got
an F1-score of 0.941. This score is high enough to consider leaving
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out the human evaluation for this task in a future repetition of the
experiment.
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