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In this paper, a literature review is conducted and a framework is anal-
ysed for the automatic recognition of social relations in egocentric videos.
Background research is conducted, where different methods of recognising
social relations in videos are compared. An approach is proposed where the
supervised machine learning models Nearest Neighbors, Linear SVM [14],
RBF SVM, Gaussian Process, Decision Tree, Random Forest [8], Neural Net,
AdaBoost [11], Naive Bayes and QDA are applied to data generated by human
pose estimation and tracking [15]. Finally, various experiments are done to
validate the proposed features and classifiers.

CCS Concepts: • Computing methodologies → Object detection; Activ-
ity recognition and understanding.

Additional Key Words and Phrases: deep learning, computer vision, egocen-
tric videos, pose estimation, social relation recognition, supervised machine
learning

1 INTRODUCTION
Digital technologies are getting involved in our social life more and
more every day. As the world is getting more digitised, enormous
amounts of multimedia data are becoming available to use in tech-
nologies. Wearable head-mounted cameras have become more pop-
ular, providing the possibility to use video data from a first-person,
egocentric perspective. This rise of egocentric videos and the need
for a better understanding of our social relations and interactions
[7] has motivated many different studies in the automated analysis
of egocentric videos using computer vision [5]. With this rise of
new data, the possibility emerges to recognise social relations. This
possibility has been the point of focus in many pieces of research
in the last decade [1]. The identification of different types of social
relations proves to be crucial in multiple domains. According to the
studies [4], [39] and [12] mobile technologies that provide a precise
assessment of human behaviour lead to an improved mental health.
There have been different approaches to recognise social relations,
most methods use deep learning to identify certain features of a
video and then use these features to predict a type of social relation.

This paper will include - in order - a problem statement, back-
ground research, methodologies on how the research was conducted,
the results from these experiments, a conclusion and lastly, recom-
mendations for future work built on this research.

2 PROBLEM STATEMENT
With different kinds of research already being done on recognis-
ing social relations, there has still lacked an approach using both
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pose estimation [15] and supervised machine learning models. To
research if this approach could perform as well as, or better than,
current state-of-the-art approaches [16], or if the approach could
help improve these approaches, the following research question is
proposed.

RQ: Can supervised machine learning models help us
in the recognition of social relations in egocentric videos
when supplied with human pose estimation and tracking
data?

When trying to answer this question, it has been useful to first
answer the following sub-questions and afterwards concluding an
answer to the research question.

SQ1: Can we use pose estimation and pose tracking to
create useful features?
SQ2: Which extracted features are the most important?
SQ3: Can we optimise the performance of supervised
machine learning models for our specific features?

These sub-questions have been used to guide the research in a
structural manner and finally answer the main research question.

3 RELATED WORK

3.1 Dataset preparation
A comprehensive dataset is needed to recognise social relations
using computer vision. This dataset does not only need to con-
tain enough normalised data, but also well-defined labels. Different
studies have not agreed upon the most correct definition of labels
in the social relations field. While on the one hand, Aghaei et al.
[1] provided an approach to only recognise the labels of formal
and informal meetings, the approach of Sun et al. [34] was able
to recognise 16 different labels, among which grandpa-grandchild,
teacher-student and sports team members. These 16 labels were
grouped in 5 different domains based on Bugental’s social psychol-
ogy theory [9]. Another study by Aimar et al. [2] based their labels
on these same groups but discarded seven insufficiently represented
labels and left nine well-presented labels. Several studies regarding
social relation recognition in movies also concern the same labels as
in the egocentric domain. The Video Multiple-Relation dataset, pro-
posed by Liu et al. in [23], groups 105 relationships into nine classes,
these nine showing some overlap with [2], but also differences. The
relationships proposed by [23] are shown in Fig. 1. The ViSR dataset
[22] defines eight types of social relations, also grouped in the five
suggested domains. Most studies base their labels on the five social
domains defined by Bugental in [9]. These five social domains are
attachment, coalitional group, mating, reciprocity and hierarchical
power.

3.2 Social relation recognition
With a labelled dataset, there have been many approaches to create
a framework to detect social relations. One particularly seminal
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Fig. 1. The nine relationships as defined by Liu et al. in [23]

study is the study by Sun et al. [34], where two different types of
approaches to models were compared and experimented on.
The first type was Convolutional Neural Networks (CNN), [35]

with images as input and a social relation decision as an output.
These end-to-end models learn about social relations solely by find-
ing patterns in data using deep learning. Various improvements
have been made with these types of state-of-the-art techniques over
the past years. Sun et al. [34] have investigated a double-stream
CaffeNet model, extracting data from both heads and bodies in
images.
A much better approach to building a social relation recogni-

tion model is first predicting intermediate semantic attributes, after
which concluding a social relation decision based on the former.
According to Sun et al. [34], this method is attractive because the
researcher can derive which semantic attributes are essential and
include these into the model. These semantic attributes can be con-
cluded by using social domain theory. Many studies investigating
this second approach use CNN for the first stage, but there is no
general agreement on what to use for the later stage of the model.
Aimar et al. [2] used CNN models to extract intermediate semantic
attributes. With these attributes as input, multiple strategies to clas-
sify social relations were explored, namely the Single-task (based
on LSTM [19]), the Multi-task Top-down (inspired by the hierarchi-
cal approach as proposed in [10]) and the Multi-task Independent
strategy (based on multi-task learning [30]). Sun et al. [34] chose
semantic attributes based on the attribute categories mentioned in
the definitions of social domains; age, gender, location, head appear-
ance, head pose, clothing, proximity and activity. A novel approach
was the approach from Felicioni et al. [16], who researched building
a graph with CNN data and from that inferring the category of a
social relation. The research from Liu et al. [23] also shows particu-
larly state-of-the-art methods to extract semantic features and fuse
them into a single decision usingMulti-Conv Attention modules and
Multilayer Perceptrons.

4 METHODOLOGIES
To properly research and analyse the technology to recognise so-
cial relations, a refined methodology has been constructed. In this
section, this methodology is explained and validated.

4.1 Dataset analysis
This research builds upon work from various others. A dataset
of egocentric videos is needed to experiment with constructing a
technical framework. For this, the Ego4D dataset [17] was used. In
the research, the videos from the Ego4D dataset have been refined,
restructured and labelled so that they could be used effectively in
the later stages of the research. Mainly the same labels have been
used as proposed in [23], but three labels have been excluded due to
insignificant proportions in the Ego4D dataset. The labels leader-sub,
sibling and opponent were left out, leaving only the labels couple,
service, friend, stranger, colleague and parents-offspring.

4.2 Feature extraction
The pose estimation framework AlphaPose [15] was used to recog-
nise human bodies in videos. The framework works on video frame
inputs and detects where certain limbs of individuals are and how
they connect to each other. With this framework, published models
have been used that are trained on the exhaustive and complete
COCO dataset [21]. The AlphaPose framework allows different
methods to track the human poses. In the research, an approach
using Human-ReID [41] [33] and an approach using PoseFlow [40]
were compared. Both tracking modules use information from the
pose estimation of previous frames to infer to which person differ-
ent data points belong. With this information, features have been
constructed based on individual persons.

4.3 Social relation prediction
Next in the pipeline, a component was created to recognise social
relations in videos. To do this, multiple descriptors - or features -
have been extracted from the data that the deep learning model
described above provides. The descriptors are based on the position
and movement of individuals in the egocentric videos. They are gen-
erated by accumulating individuals’ body data points over a video
and calculating the mean and standard deviation for each person.
With these descriptors, experiments have been done to measure
which combination of descriptors performs the best when apply-
ing supervised machine learning on them. The different supervised
machine learning models [36, 38] that are compared in this study
are Nearest Neighbors, Linear SVM [14], RBF SVM, Gaussian Process,
Decision Tree, Random Forest [8], Neural Net, AdaBoost [11], Naive
Bayes and QDA.

4.4 Validation
To understand different models, it is helpful to visualise the feature
space using the dimensionality reduction algorithms PCA and t-SNE
[13]. First, PCA was used to reduce the dimensionality to 50, and
afterwards, t-SNE was used to visualise the feature space in two
dimensions. This technique was chosen because of the complexity
of the t-SNE algorithm and the linearity of PCA [28].
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Next to analysing the feature space, the different models were
trained and compared. A well-used metric when comparing the
effectiveness of a supervised machine learning model is the accuracy
of the model. A model’s accuracy is defined by the number of correct
predictions divided by the number of total predictions. However,
when you have an imbalanced dataset, the metric does not reflect
the effectiveness of the model as well since it might be very good at
one of the classes but not the others. A better metric is the F1 score
[37], which was used in the research to help determine the most
effective models. The definition of the F1 score is shown in Eq. 1.

𝐹1 =
# true positive

#true positive + 1
2 · (# false positive + # false negative)

(1)

4.5 Feature importance
Finding the most imoprtant features in a dataset can be useful, since
it means that a more efficient model could be constructed when
only using the important features. To find out the most important
features, this research uses two different methods. One method
only works on Random Forests and is based on mean decrease in
impurity [24]. It only works on Random Forests because it relies
on measuring the impurity among different trees [6, 31]. The other
method is based on feature permutation and works on all models
[3]. This method was applied to the model with the best results.

5 RESULTS

5.1 Dataset analysis
The Ego4D dataset [17] is a remarkably complete dataset, providing
enough data for all kinds of applications. It has 3,670 hours of video
material in total, 47.7 hours of which have been released that show
social interaction. One downside of the dataset is that it does not
include any annotations relevant to this research. The dataset con-
sists of videos on many different social interactions, showing people
with different social relations to the camera-wielding individual.
The annotations are made by hand, where a relation was chosen
for a specific duration of the video. These particular durations can
be viewed as sub-clips of the whole video, where a certain relation
can be recognised. A few example frames from videos in the Ego4D
dataset have been shown in Fig. 2, annotated with six of the nine
categories defined by Liu et al. [22]. The other three social relations
were found to be represented insignificantly in the Ego4D dataset
and have thus not been considered in this study. In Table 1, the
composition of this dataset can be seen. The dataset has shown
to be somewhat imbalanced, which needs to be considered when
analysing the trained classifiers.

5.2 Human pose extraction
AlphaPose [15] runs using PyTorch [27] and produces good results
compared to other state-of-the-art solutions [15]. When running
Deep Learning models, GPU accelerated calculations speed up the
process significantly [27], creating the need for a powerful computer.
To account for this need, Google Colab 1 was used, where Tesla K80
GPU’s and 13GB RAM are provided for free.

1https://colab.research.google.com/

Social Relation Amount of videos
Friend 484
Stranger 109
Service 135

Colleague 103
Parent-Offspring 54

Couple 106
Table 1. Composition of the 996 sub-clips made from videos in the Ego4D
dataset regarding social relations

Fig. 2. Example frames from videos in the Ego4D dataset

Fig. 3. Examples of pose estimation and tracking on frames from the Ego4D
dataset

The chosen model was created by Fang et al. , and is based on
ResNet50 [18] and YOLOv3 [29]. The model achieves an average
precision of 72.0 on the COCO [21] dataset. Together with this
pose estimation model, a tracking module based on Human-ReID
techniques [33, 41] was used. The model used for this tracking is
based on OSNet, which has shown good accuracy [42]. Another
tracking module - PoseFlow [40] - was tried, but it performed less
accurately since it provides a MOTP of 67.8. In Fig. 3, a threefold
examples can be observed, which show the output from the pose
estimation and tracking used. You can see that every person has a
unique colour, indicating the difference detected between persons
through multiple frames.

5.3 Feature extraction
Having acquired the information about different people’s move-
ments through videos, this data can be used to train different ma-
chine learningmodels. The extracted features can be viewed in Table
3. In the research, the data collected by the Deep Learning models,
as explained in the previous section, have been transformed and
restructured to function as the input data for supervised machine
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Classifier Scaler Accuracy score Balanced accuracy score F1 score (weighted)
3 Nearest Neighbors Standard 0.371 ±0.028 0.210 ±0.016 0.339 ±0.022

Linear SVM none 0.394 ±0.034 0.217 ±0.030 0.348 ±0.031
RBF SVM MinMax 0.406 ±0.029 0.192 ±0.014 0.323 ±0.020

Gaussian Process MinMax 0.402 ±0.033 0.195 ±0.015 0.320 ±0.015
Decision Tree MinMax 0.360 ±0.036 0.175 ±0.016 0.292 ±0.020
Random Forest Standard 0.423 ±0.007 0.176 ±0.008 0.281 ±0.016
Neural Net Standard 0.413 ±0.040 0.250 ±0.033 0.388 ±0.035
AdaBoost none 0.230 ±0.045 0.174 ±0.030 0.271 ±0.030

Naive Bayes none 0.184 ±0.017 0.194 ±0.045 0.202 ±0.019
QDA none 0.392 ±0.059 0.216 ±0.038 0.331 ±0.047

Table 2. The accuracy, balanced accuracy and F1 score of different classifiers using SMOTE and different types of scalers

learning models. For every body joint feature from the pose estima-
tion and tracking model, the mean and standard deviation (both for
the x and y coordinate) were calculated for a single person. Also, the
confidence score of a person throughout a video is accumulated, and
the mean and standard deviation are used as features. In total, this
creates 70 features. These features are the input attributes for the
supervised machine learning models discussed in the next section.
After this rearrangement of the data, 1428 relations were extracted
from sub-clips. Due to time constraints, not all videos have been
used in this process, but it is expected that the released part of the
social domain of the Ego4D dataset could provide five times as many
relations in total. The research aims to analyse this minor part of
the dataset to draw conclusions that also hold for the rest of the
dataset. In Table 4, the composition of these extracted relations can
be examined.

Feature
Nose

Left eye
Right eye
Left ear
Right ear

Left shoulder
Right shoulder
Left elbow
Right elbow
Left wrist
Right wrist
Left hip
Right hip
Left knee
Right knee
Left ankle
Right ankle

Confidence score of person
Table 3. Features that are extracted from pose estimation

5.4 Supervised machine learning
When using supervisedmachine learning on this transformed dataset,
it is essential to critically analyse different types of models and com-
pare the results they provide. In this research, the ten classifier types
Nearest Neighbors, Linear SVM, RBF SVM, Gaussian Process, Decision
Tree, Random Forest, Neural Net, AdaBoost, Naive Bayes and QDA
were chosen to compare. This is because these are the most promis-
ing and most used classifier types at the time [26, 32]. The models
were implemented in the Python library Scikit-learn [28]. Because
some models perform better with standardised data [25], the data
was normalised with two different methods. For some models, a
StandardScaler (scaling the data in a normal distribution from -1 to
1) performed better, and for others, a MinMaxScaler (scaling the data
in a range from 0 to 1) performed better. Because of the imbalance
that was shown to be in the dataset, two different over-sampler
methods were tried, namely the popular SMOTE and ADASYN [20].
No difference was found between the two over-sampler methods.
Therefore, SMOTE was chosen to use for all metrics. In Table 2, the
metrics accuracy, balanced accuracy and F1 score of the classifiers
can be compared. For some models, the StandardScaler performed
better. For others, the MinMaxScaler and for others, neither. The
metrics are shown for the classifier with the scaler that performed
best for that classifier. All metrics are calculated with 5-fold cross-
validation, which means that the metric is calculated five times on
different subsets of the whole dataset. This is done to create a more
reliable metric and show the deviation of the metric. The Neural
Net, Linear SVM and 3 Nearest Neighbors classifiers showed the most
promising results in these metrics, proving to have the highest F1
scores compared to the other models. To compare the different re-
sults for all the researched classifiers, confusion matrices have been
constructed and are shown in Appendix A. These matrices provide a
way of visualising which classes are predicted when certain classes
are the truth.

5.5 Model analysis
The extracted features been analysed using the dimensionality re-
duction algorithms PCA and t-SNE [13]. To better visualise the
feature space, SMOTE was [20] applied on the dataset beforehand.
The analysis has been done to visualise the separability of different
data points in a high-dimensional space. In Fig. 4, the result can be
perceived. Firstly, PCA was used to reduce the dimensionality to 50.
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Social Relation Amount
Friend 604
Stranger 272
Service 192

Colleague 117
Parent-Offspring 12

Couple 231
Table 4. Composition of relations extracted from sub-clips in the Ego4D
dataset

Fig. 4. Dimensionality reduction on the feature space using PCA and t-SNE
combined with SMOTE

After this, t-SNE was used to further reduce the dimensionality to
2. Different perplexity values for t-SNE have been tried, where the
value 50 showed the best results. It can be concluded that the model
does not show apparent distinctions between relations since the
dimensionality-reduced features also do not show clear distinctions
between each other. No groups were formed in the t-SNE graphs,
but most relations are scattered around the two-dimensional space.
This indicates that there is no clear correlation between the features
implemented and the corresponding relations.

5.6 Feature importance
As discussed in the section 4, two different methods have been
applied to find out if some of the extracted features are more im-
portant than others. The results to the MDI [24] and the feature
permutation [3] techniques are presented in Appendix B. The first
technique uses the Random Forest classifier, since that is required
from the technique. The second technique was applied to the Neural
Net classifier, since it proved to have the best results of the examined
classifiers. Among all features, no features clearly stood out to be
more important.

6 CONCLUSION AND DISCUSSION
Having analysed the data and various supervised machine learning
models, there are many things to conclude. First of all, the dataset
shows a clear imbalance where the ’Friend’ relation is represented
excessively compared to the other relations. This imbalance is also
represented in the fact that most supervised machine learning mod-
els analysed predicted some relations falsely as being a ’Friend’
relation. One technique has been tried to remove this bias in mod-
els by over-sampling the dataset. This technique did not show any
improvements in the models, except for the Neural Net classifier.
Even though the models showed less bias towards the ’Friend’ label,
the overall F1 score and balanced accuracy did not improve. Fur-
thermore, metrics were used that take into account this inherent
imbalance in the dataset, like balanced accuracy and F1 score.

With the results from the feature importance techniques, no clear
conclusion could be drawn. Both of the techniques showed similar
results. No features showed to be significantly more important than
others.
We can conclude that of all examined models, the Neural Net,

Linear SVM and 3 Nearest Neighbors showed the most promising
results of all. These models had the best F1 score compared to the
other models using the same features, and a clear diagonal can be
seen in the confusion matrix of these classifiers.
Overall, it seems that the extracted features don’t show enough

significance in recognising social relations to create a state-of-the-
art model since only an F1 score of 38.8% was achieved. The work
by Liu et al. [23] resulted in an F1 score of 46.7%. These F1 scores do
not necessarily relate to each other since the work by Liu et al. uses
far more data and a different type of data, namely from movies. Also,
the work by Liu et al. uses a multi-modal approach, meaning it uses
the best parts of different models to combine into one approach. The
research conducted in this study could very well be used in future
studies to improve a social relation recognition model, but on its
own it does not perform conforming to the state-of-the-art.

7 FUTURE WORK
Since the Scikit-learn [28] classifier Neural Net performed the best
amongst themodels tested, it makes sense that Convolutional Neural
Networks should be tried as well. In the literature study, it was found
that a lot of studies use CNN’s to predict social relations. In a future
study, different types of Neural Nets could be examined when using
the same input data as this study.
Furthermore, it is believed that this input data could prove to

be of significant use when combining the models discussed in this
research with other research and thus creating a multi-modal ap-
proach to the problem. It is believed that the work of this study
has the potential to improve current multi-modal state-of-the-art
approaches.

A point where this study has lacked is in the size of the data set.
Due to time constraints, only parts of the data set have been used. In
future studies, it would improve performance if more data is used.
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A CONFUSION MATRICES OF DIFFERENT CLASSIFIERS

Fig. 5. Confusion matrix for AdaBoost classifier on a SMOTE over-scaled
dataset

Fig. 6. Confusion matrix for Decision Tree classifier on a MinMax scaled
and SMOTE over-scaled dataset

Fig. 7. Confusion matrix for Gaussian Process classifier on a MinMax scaled
and SMOTE over-scaled dataset

Fig. 8. Confusion matrix for Linear SVM classifier on a SMOTE over-scaled
dataset
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Fig. 9. Confusion matrix for Naive Bayes classifier on a SMOTE over-scaled
dataset

Fig. 10. Confusion matrix for Nearest Neighbors classifier on a Standard
scaled and SMOTE over-scaled dataset

Fig. 11. Confusion matrix for Neural Net classifier on a Standard scaled
and SMOTE over-scaled dataset

Fig. 12. Confusionmatrix for QDA classifier on a SMOTE over-scaled dataset

8



An Approach at Social Relation Recognition in Egocentric Videos using Pose Estimation TScIT 37, July 8, 2022, Enschede, The Netherlands

B FEATURE IMPORTANCE

Fig. 13. Feature importance calculated with mean decrease in impurity on the Random Forest classifier

Fig. 14. Feature importance calculated with feature permutation on the Neural Net classifier
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