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ABSTRACT
The coronavirus pandemic ravaged the world with millions of
deaths, lockdowns, etc. The pandemic has led to people all around
the globe using social media more often to voice their opinions, es-
pecially on platforms such as Twitter. The effects and sentiments re-
garding the coronavirus pandemic have largely varied across differ-
ent continents. The question remains, how did people on different
continents react to the virus? Moreover, whether there are any dif-
ferences between the sentiments of people from various continents
about COVID-19. In this research, the Netherlands and Mexico
were chosen as countries to conduct the research. The Netherlands
and Mexico are culturally, politically, and socio-economically very
different countries in Europe and Latin America, respectively. This
paper makes two contributions. Firstly, popular topics related to
COVID-19 are found in Mexico and the Netherlands. Lastly, the
population’s sentiment related to the popular topics is compared.
Data from Twitter in the form of tweets is collected from Mexico
and the Netherlands during COVID-19. Clustering algorithms are
used to perform an analysis of the collected data. Sentiment anal-
ysis on the popular topics related to COVID-19 is performed to
find sentiment among the populace about the topics. The results
aim to compare popular topics about COVID-19 in Latin America
and Europe and the sentiments underneath the topics. Overall the
research will provide a better understanding of the popular top-
ics and people’s sentiments across different continents during the
coronavirus pandemic.
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1 INTRODUCTION
The coronavirus pandemic (Covid-19) has been themost widespread
virus pandemic since the beginning of the 20th Century. The virus
is responsible for over 400 million cases, and over 6 million deaths
[23]. The virus quickly spreads through droplets in the air and has
reached an R number of 3. The R number/ Reproduction number
indicates howmany other people can be infected by a person having
the virus [33].

Globally, governments have imposed harsh restrictions and mea-
surements to curb the virus’s spread. Measurements such as lock-
downs, working from home, and general isolation profoundly im-
pact people’s psyche and mental well-being. Therefore, lack of
social mobility eventually led to mental health decline and more
social media usage amongst the general population [8].

Statements and opinions posted on prominent social media plat-
forms give an insight into the masses’ thoughts, emotions, and
feelings, thus providing a great tool to analyze sentiments. Twitter
is one of the largest social media platforms where people voice their
opinions about breaking news and current topics. G7 world leaders
have approximately 85 million followers, and 500 million visitors
log into Twitter every month [26].

Empirical studies show that the spread of coronavirus has been
unequal amongst different countries and socio-economic classes
[31]. Another empirical study shows different media narratives
across different countries during various peaks of the pandemic
around the world [22]. These studies show the impact of the coro-
navirus on different socio-economic classes and media narratives
in different countries. However, research has been conducted on
the impact of coronavirus in various countries and socio-economic
classes. There is a lack of information on how different popula-
tions across different continents perceive the coronavirus pandemic.
There is not enough information available about popular topics
related to COVID-19 amongst the general populace across Latin
America and Europe in a certain time range. This research paper
aims to cover the gap caused by the lack of information on popular
topics related to COVID-19 amongst the general population in Latin
America and Europe.
For this study, two countries in Latin America (Mexico) and Europe
(Netherlands) have been chosen. According to Hofstede’s chart [13]
[19], Netherlands and Mexico have distinctive cultures. Further-
more, there are significant differences between the Netherlands
and Mexico regarding press freedom [10] and human development
(UNDP 2022). Hence, such large differences might provide an inter-
esting perspective on both sides. The WHO declared a coronavirus
pandemic across the globe on 30th March 2020 [2]. This research
paper aims to answer the following questions:-
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Q What are the main differences in popular topics related
to Covid-19 between Mexico and the Netherlands from 20th

March 2020 to 20th May 2020?
Q What are the main differences regarding sentiments

about popular topics related to Covid- 19, between Mexico
and the Netherlands from 20th March 2020 to 20 May 2020?

In order to answer these research questions, topic modeling and
sentiment analysis are performed. Data is collected from Twitter
in the form of ’tweets,’ the text posted by the user on the platform.
The data is cleaned, stemmed, and processed into features. Further-
more, excess features are reduced. Finally, clustering algorithms
are applied for topic modeling and libraries for sentiment analysis.

The main contributions of this research paper are :-
• To understand and compare popular topics related to COVID-
19 in the Netherlands and Mexico. This research will provide
an understanding of similarities and differences in trending
topics during COVID-19 in these two countries. This will
give a better insight into the thoughts and opinions of the
population in Mexico and the Netherlands.

• Understand sentiments behind COVID-19 topics in theNether-
lands and Mexico. The data in this research will provide a
better understanding of the effects of the pandemic on emo-
tions, feelings, and sentiments in these countries.

The remainder of this research paper is organized as follows:
The second chapter discusses the literature review, which discusses
previous work done in clustering algorithms and sentiment analysis.
The third chapter delves deeper into the research methodology, data
processing techniques, the K-means algorithm, and NRC sentiment
analysis. The fourth chapter is about observations and analysis
of the research conducted. Finally, the fifth chapter discusses the
results and overall discussion of the research.

2 LITERATURE REVIEW
In the past, many researchers have used clustering algorithms and
sentiment analysis to research popular topics and the sentiments
associated with these topics.

A study by [14] discovered popular COVID-19-related topics world-
wide in their research.
Researchers collected data related to COVID-19 worldwide using
the Twitter API. The results showed nine clusters of different topics
with the highest score of 83.25% positive and 16.75% negative senti-
ments. Furthermore, the results explored different topics in clusters
and visualization of clusters. First, the data was collected, cleaned,
filtered, and processed. The terms were found using natural lan-
guage algorithms. Once the terms were found, they were reduced
to fit the size. The features’ size was reduced using SVD (Singular
Value Decomposition). Once the features were reduced to the most
prominent features, clustering algorithms such as the k-means al-
gorithm were applied to these features to find the most popular
topics. The datawas visualized using t-SNE (t-Distributed Stochastic
Neighbor Embedding). Finally, sentiment analysis was performed
on popular topics to find overall sentiment related to these topics.
Software related to sentiment analysis, such as TextBloB, was used

to find underneath sentiments. The research, however, lacks the
usage of various other clustering algorithms. Moreover, in this re-
search, we compare COVID-19 popular topics and sentiments in
two different countries. Comparison between two countries gives
in-depth view and helps compare sentiments and popular topics in
different cultures and languages.

Another research study by [15] compared different clustering
algorithms on the Covid-19 data set to demonstrate the different
accuracy of clustering algorithms. The research found k-means
algorithms as the best clustering algorithm. The research stated
that the k-means algorithm helps find the best quality clusters with
less computational time.

Lastly, a similar research study conducted by [9], compares topic
modeling and performs a sentiment analysis between the USA and
Brazil. The findings compared English and Portuguese tweets. The
findings showed that the overall sentiment in English and Por-
tuguese was similar; in this case, it was negative. Moreover, seven
of ten popular topics were similar in Portuguese and English. The
study uses the Gibbs Sampling algorithm for Dirichlet Multinomial
Mixture (GSDMM) for topic modeling [9]. GSDMM is a generative
process to build documents where terms/words are drawn from a
probability distribution, with each probability distribution repre-
senting a topic. However, another study [30] states that the k-means
algorithm with TF-IDF is best for comparing cluster analysis results
to an externally known provided class label. Although the study
by [9] and this research paper are similar in comparing topic mod-
eling and sentiment analysis between two countries. This study
compares Spanish and English tweets

This study aims to use TF-IDF (Term Frequency-Inverse Doc-
ument Frequency) to find the most popular terms. Excess fea-
tures/terms will be removed using Singular Value Dimension (SVD)
to extract themost relevant features. Furthermore, the K-means clus-
tering algorithm will be used to perform the topic analysis. Clusters
will be visualized using t-SNE (t-Distributed Stochastic Neighbor
Embedding). Finally, sentiment analysis will be performed using
software such as NRC Lexicon, which describes the sentiment in 8
different emotions (anger, fear, anticipation, trust, surprise, sadness,
joy, and disgust).

3 DATA ANALYSIS FRAMEWORK
This section will talk about the data analytical framework used in
this study. Using various data analysis techniques on Twitter data
gives a more in-depth view of the underlying topics and sentiments.
The process is as follows:

3.1 Data Collection
The data collected for this study was done in following steps:-

• The IEEE dataset of COVID-19 tweets from [17] was used as
the source to extract tweets related to the corona pandemic.
The dataset contains about 2 billion tweets from all around
the globe. The tweets have been translated into English.
Tweets ranging from March 20𝑡ℎ 2020 till May 20𝑡ℎ2020
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were downloaded from the IEEE dataset. Due to Twitter’s
policy, tweets were provided as tweet ids, which were further
processed.

• The Twitter API, along with the software library of twarc,
were used to hydrate the tweet ids. Twarc is a Python library
used to collect Twitter data through the Twitter API. Twarc
software was used to hydrate the tweet ids. Hydration is a
process where the text from a tweet is extracted through a
given tweet id.

3.2 Data Filtration and Processing
The collected Tweets contain irrelevant data, which gives inaccurate
results. Therefore, tweets undergo a filtration process to remove
the noise.

3.2.1 Data Filtration. Tweets contain many different words and
symbols, many of which have no meaning in the context of the in-
formation they contain. Symbols such as hashtags (), mentions (@),
URLs (e.g. https:///abc.org) , digits and special characters, empty
tweets and duplicate tweets are removed from the tweets. Punc-
tuations (e.g.,.) and abbreviations (e.g greeeaat for great) are also
removed. Python code is written to keep track of the criteria above
and filter out unnecessary noise from tweets [1]

3.2.2 Data Processing. Stopwords are the most frequent words
used in a language. In English, "a" and "at" are examples, while
in Spanish, "un," "sobre," and "todo" are examples. Stopwords do
not add value to the context and thus need to be removed [28].
Stopwords are removed using the help of NLTK’s stopword list,
which is available in both English and Spanish.

Stemming is a normalization process where the prefix and the
suffix are removed from certain words to give them the same base
[14]. For example, eating, eats, eaten are stemmed into "eat." Stem-
ming helps reduce the exact words’ overall volume, thus increasing
the overall accuracy of the results. A Python library called snow-
ballStemmer is used, which contains a stemmer for both English
and Spanish languages.

3.3 Tokenization
Once the data is filtered and processed, a tokenization technique
is applied to the tweets. Tokenization segments the tweets into
different words, which are referred to as tokens/features. Features
are used in clustering algorithms for topic modeling. Features can
be extracted from a tweet in different ways, such as n-grams repre-
sentation, word frequency, Latent Segment Allocation, or TF-IDF
(Term Frequency-Inverse Document Frequency). This study used
the TF-IDF technique to extract features from the tweets. The TF-
IDF technique is used to find the importance of a word in a set
of documents. TF-IDF uses a certain word’s term frequency (TF),
which occurs in a set of documents. However, as stated in [14], term
frequency in itself is inadequate to give accurate information about
the importance of a word in a list of documents. In this research,
the TF-IDF Vectorizer library from SK-Learn is implemented.

3.4 Reducing Excess Features
Once the features are collected, irrelevant or excess features must
be removed. Too many features can cause high dimensionality.

High dimensionality is a common problem in data analytics studies
when mining data. High dimensionality occurs when the number of
features exceeds the number of observations. High dimensionality
can cause computation problems as data becomes more sparse [7].
Feature reduction techniques such as SVD (Singular Value Dimen-
sion), PCA (Principle Component Analysis), Linear Discriminant
Analysis (LDA), and Non-negative matrix factorization (NMF) are
used to reduce the number of features. This study uses the SVD
(Singular Value Dimension) technique to reduce the number of fea-
tures. According to [32], SVD reduces the number of features and
is less computationally expensive than PCA. As a result, SVD is a
good choice for feature reduction [25]. Truncated SVD library from
sk-learn.decompisition is used in this study for feature reduction."
The size of the matrix can be reduced to n components so that only
the most relevant components are kept. The explained variance
can determine the value of n components. An estimated value for
variance should be above 95% [14]

After all these steps in this section, tweets are filtered and pro-
cessed, and the most relevant features are extracted. The next step
is clustering and topic modeling, along with sentiment analysis.

3.5 K-Means Clustering Algorithm
K-means is a clustering algorithm that uses a set of n data points
in a dimension and an integer k. The algorithm tries to make k
centers that contain similar data points, and the algorithm does so
by calculating the mean squared distance of each data point closest
to its near center [24].

3.5.1 Benefits and Limitations of K- Means. This section explores
some benefits and limitations of K-Means as a clustering algorithm.
This is explained as follows:

Advantages

• K-Means is a fast (linear time complexity), and simple algo-
rithm which can handle large data sets with ease [15].

• The K-Means algorithm guarantees convergence of the data
points into clusters. Clusters can be of different shapes, such
as circles or elliptical [3].

• According to [15], the K-Means algorithm was used along
with different clustering algorithms on the COVID-19 data
set. As a result, K-Means provided the most accurate results
compared to other clustering algorithms.

Disadvantages

• K-Means requires a specific number of clusters ’k’. For ex-
ample, algorithms such as the mean-shift algorithm do not
require a predefined number of clusters to start the algorithm
[29].

• According to [18], K-Means helps reduce inter-cluster vari-
ance but does not reduce overall global variance in the
dataset.

• If there are many outliers, the sum of square errors would
increase, thus leading to inaccurate cluster centers [11].

3.5.2 Finding K. K-Means algorithms require an input value of ’k’
to run the algorithm. Here, ’k’ stands for the number of clusters that
are meant to be formed. The Elbow method is the most common
method to find the value of ’k.’
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The Elbow method runs the K means algorithm for values of
k ranging from 1–10. As clusters get calculated, the value of the
within-cluster sum of squares decreases. Eventually, the graph of
k vs within-cluster sum square takes an elbow shape, as shown
below [16]. There is a point in the graph where there is a sudden
decrease in the value of k, indicating less distortion. Henceforth,
the value of k is chosen to be at that point [6]. The sharp declines
gives the graph a curved edged, thus giving it an elbow shape. In
figures 1 and 2 represents ’k’ vs WCSS (Within cluster square sum)
graph for the Netherlands and Mexico,respectively. Y-axis reprents
WCSS and X-axis represents value of ’k’.

Figure 1: K Elbow Dutch, k = 8

Figure 2: K Elbow Mexican, k = 7

3.6 Sentiment Analysis : NRC Lexicon
Sentiment analysis is conducted after the k-means algorithm di-
vides the data points into different clusters. Positive, negative, anger,
anticipation, joy, anger, trust, sadness, disgust, surprise, and fear

are all included in the NRC Lexicon [20]. NRC Lexicon is a senti-
ment analysis library that has associated emotion categories with
each specific word. For example, the word "hate" is associated with
sentiments such as fear, anger, and negativity. Furthermore, the
NRC Lexicon contains both manually created (joy, anger, fear, etc.)
and automatically generated (positive, negative) features [20]. Each
emotion and sentiment associated with the word is given a score.
NRC Lexicon gives an in-depth analysis of various emotions and
sentiments in the data set, especially compared to other sentiment
analysis libraries such as TextBlob (only 3 sentiments). The NRC
Lexicon python library was used to conduct the sentiment analysis
on the dataset.

4 EXPERIMENTATION AND OBSERVATIONS
This section will cover the experimentation and observations in the
study. This section is divided into 5 parts. The first part will discuss
extracting tokens from the given dataset of tweets and reducing
features using Singular Value Dimension (SVD). The second part
discusses finding a sufficient number of clusters by finding the
value of ’k.’ The value of ’k’ is found using the Elbow method. The
third part discusses clustering data along with word clouds for
each cluster. Furthermore, the fourth section discusses different
categories of topics for both the Netherlands and Mexico. Finally,
the fifth section discusses sentiment analysis conducted on the data
set.

4.1 Feature Engineering
About 15,000 tweets for both the Netherlands and Mexico were
analyzed.
The tweets were dated from 20𝑡ℎ March 2020 to 20𝑡ℎ May 2020. On
average, 2000 tweets per week were selected while constructing
the dataset. The tweets were hydrated from the tweet IDs using the
python code.
Furthermore, tweets were cleaned and filtered using python code.
Finally, the tweets were ready for feature extraction using TF-IDF
(Term Frequency-Inverse Document Frequency). About 12000 to-
kens were extracted from the dataset using TF-IDF.
Once all the features were extracted, feature reduction techniques
were applied to extract the most valuable and relevant features. Sin-
gular Value Dimension (SVD) was applied for feature reduction. In
order to find the optimal number of features, the explained variance
of SVD was applied. According to [14], a component size that gives
an explained variance of more than 95% is sufficient. The research
found that the variance for about 5500 components gave over 95%
variance in both the datasets (Netherlands and Mexico).

4.2 Clusters and Silhouette Score
K-Means algorithmwas applied with k = ’8’ for the Netherlands and
k = ’7’ for Mexico. The graph here shows clusters in different colors.
Each cluster represent set of similar words which are aggregated
together by the K-Means algorithm. The graph herewas represented
using t-SNE software (t-distributed stochastic embedded). Figures
5 and 6 represent cluster graph for the Netherlands and Mexico
respectively.



Comparing popular topics related to Covid-19 in Latin America and Europe
TScIT37, Enschede,Netherlands,

Figure 3: Dutch Clusters

Figure 4: Mexican Clusters

4.2.1 Cluster Quality and Analysis. As is visible from Figure 3,
Cluster 4 has the highest number of data points among the Dutch
clusters. In Figure 4, Cluster 5 has the number of data points among
Mexican clusters. However, the clusters with most data points had
a slightly negative silhouette score (-0.02), indicating that the most
significant clusters were not very well clustered. However, the rest
of the clusters had a slightly positive score with the average number

of data points. Therefore, on average, clusters in Dutch andMexican
graphs were clustered well.

Finally, Dutch and Mexican clusters achieved an overall low sil-
houette score 0.007. Furthermore, Dutch Clusters had more outliers
on average as shown in the graph. The reasoning for low silhou-
ette scores can be explained by [14], which states, "challenges of
unstructured short textual data analysis, such as the data repre-
sentation, weighting scheme, high dimensionality, sparse feature
vector, and the word synonymy. Moreover, some challenges are
faced by the textual data clustering technique, such as the similarity
measures, determining the optimal centers and the huge number
of outliers".

4.3 Sentiment Analysis
About 15000 tweets were analyzed to understand the underlying
sentiments and emotions behind the tweets. The tweets were fil-
tered and processed as discussed in section 3.2 to remove the noise
and irrelevant information. Furthermore, the NRC lexicon library
was applied to the tweets. NRC Lexicon library results in 8 emo-
tions (fear, anger, sadness, disgust, joy, anticipation, trust, surprise)
and 2 polarities (Positive and Negative). Figures 5 and 6 represent
the emotion count vs emotion graph for Netherlands and Mexico,
respectively. X-axis represents the emotion count. Y axis represents
the emotions. From the graphs, there are some similarities and
differences that are visible.

Figure 5: Dutch Sentiments

Figure 6: Mexican Sentiments
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In both Figure 5 and Figure 6, negative emotions seem to have
the highest count in both countries, with approximately 10000 emo-
tions count. Trust and fear seem to be high in both countries, with
around 6000 emotion counts. There is slightly more anticipation in
the Dutch sentiments (5000) compared to the Mexican sentiments
(4100). The rest of the emotions, like anger, sadness, joy, disgust, and
surprise, seem to be on par in both Dutch and Mexican sentiments.

4.4 Word Topics and Classification
The words inside the clusters are represented in the form of word
clouds. Each word cloud contains words similar to each other, which
represent similar topics. Overall, there are ’8’ word clouds for the
Netherlands and ’7’ word clouds for Mexico. Figures 7 and 8 repre-
sent word clouds for Netherlands and Mexico, respectively.

In order to gain a better understanding of the words in the word
clouds, words were classified into certain topics. Therefore, the
most frequently occurring words were manually classified into 7
topics. The topics are related to education, health, proliferation care,
treatment, politics, economic impact, and daily life. Furthermore,
graphs for topic vs. volume of messages were made to understand
which topics were most prevalent in both countries.

Firstly, Tables 1 and 2 represent classified topics for Netherlands
and Mexico. Figures 7 and 8 represent graphs of the volume of
messages vs. classification for the Netherlands and Mexico, respec-
tively. The x-axis represents the volume of messages. The y-axis
represents the topics. It is visible that in both the graphs, different
topics received extra attention. The tables and graphs are shown
below:-

Table 1: Dutch Topics

Topic Correlated Words
Economic Impact lockdown,industri,affect,crisis,work
Treatments vaccine,disease,drug,medic,hospital,patient,help
Proliferation Care stay,home,death,flu,care,protect,mask
Case Statistics dutch,pandemic,infect,die,report,outbreak,update,new
Politics china,trump,rutte,UK,johnson,amsterdam,netherland
Daily Life manage,share,live,fight,talk,watch,miss

Table 2: Mexican Topics

Topic Correlated Words
Economic Impact crisis,lockdown,masterstroke,hike,impact,worker
Treatments virus,patient,positive,help,inject,cure,health,treatment
Proliferation Care people,stay,home,report,medic,disinfect,face,quarantin
Case Statistics pandemic,case,death,die,news,grandpa,grandson,million
Politics trump,president,mexico obrador,referendum,imprison,amlo
Daily Life think,want,kiss,whatsapp,train,plane,garlic,utensil,fight,beer

Figure 7: Dutch Classification

Figure 8: Mexican Classification

From Tables 1 and 2, it is visible that there are some similarities
between the words in specific topics. In topics like treatment and
proliferation care, topics related to Covid-19 like wearing masks,
staying home, and quarantine seem to be a common discussions.
Furthermore, both countries seem to be discussing hospitals and
patients testing positive due to Covid-19. In Figure 7, it is visible that
in the Netherlands, case statistics (2500 words) is the most discussed
topic, followed closed by Treatment (2400 words). Economic Impact
(2300 words) is also prevalent in the Netherlands. In Mexico (Figure
8), case statistics is a reasonably popular topic (2500 words). Case
statistics popularity can be explained by continuous reporting of
corona-related tragedies and deaths by various news and media
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outlets in both countries. However, Politics emerges to be the most
popular topic by far in Mexico by a margin (2800 words).

Figure 9: Dutch WordCloud

Figure 10: Mexican WordCloud
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5 RESULTS AND DISCUSSION
This section will cover the results of the observations and experi-
ment section in more detail. Firstly, the section discusses potential
reasons behind sentiment analysis observations. Lastly, the unit will
discuss more results found in the word cloud and topics, highlight-
ing the differences and similarities in popular topics of COVID-19
between the Netherlands and Mexico.

As discussed in section 4.3, Mexican and Dutch sentiments seem
negative overall, along with high sentiments for fear and trust. The
further analysis gave more insights into tweets associated with fear
and trust. Most tweets in both countries related to fear and nega-
tive sentiments were related to the coronavirus pandemic. Tweets
related to corona deaths, rising cases, seeking help and aid, and
complaining about the virus seemed to be the hottest topics. Neg-
ative tweets about Donald Trump and his corona-related policies
seemed to be a point of criticism in both countries.

In the Netherlands, tweets criticizing the intelligent lockdown
were prevalent amongst the tweets. On March 23, 2020, [12], the
Dutch government passed the orders for an intelligent lockdown
in the Netherlands. Lockdown policies received criticism on Twit-
ter. Some tweets criticized the government for acting similar to a
surveillance state. Furthermore, privacy related to corona tracking
apps was also discussed. Moreover, some tweets shared concern
about the children’s mental health due to schools being shut down.

In the Netherlands, tweets also reflected the news about UK’s
prime minister Boris Johnson. Boris Johnson was hospitalized for
coronavirus on April 6th 2020. Furthermore, Boris Johnson’s late
implementation of lockdown was criticized in the tweets. Accord-
ing to [5], if the lockdown in the UK was implemented two weeks
ago, the infection rate could have gone down by 5% resulting in
fewer deaths.

The economic impact due to the coronavirus pandemic in both
countries was reflected in the tweets. The lockdown policies, which
enforced working from home, social distancing, and other factors,
resulted in the loss of jobs in both countries [21][12]. In Mexico,
tourism makes a big part of the GDP growth [21]. Tourism in Mex-
ico took a hit due to corona policies across the globe, resulting in
a loss of tourism. For example, 95% of restaurants in Mexico city
were forced to close their business, and more than 140000 rooms
had to shut down in Cancun, Mexico. In the Netherlands, the Dutch
economy impacted the GDP rate going down in 2020 by -3.8% and
GDP going by 1.5% [21]. Furthermore, due to strict lockdown poli-
cies, businesses were forced to closed, and public transportation
went down.

Criticism about Donald Trump’s policies seems to be reflected
in the tweets of both countries. According to [27], Donald Trump
played down the impact of the coronavirus along with spreading
false information since the start of the pandemic [27]. Furthermore,
Trump shared false information on Twitter about the effectiveness
of hydroxychloroquine and azithromycin against the coronavirus

around march 2020 [27].

In Mexico, president Andrés Manuel López Obrador (AMLO) was
criticized heavily in the Mexican tweets. The tweets mainly focused
on the mishandling of the coronavirus pandemic by the president
AMLO. According to [4], the Mexican government underestimated
the coronavirus pandemic. Thus the medical staff was unprepared
for the oncoming virus. The medical staff was poorly funded, with
insufficient equipment to fight the virus. As a result, on 11th May
2020, more than 8000 Mexican medical staff got infected by the
coronavirus [4].

6 CONCLUSION
As the coronavirus pandemic raged worldwide, the world shifted to
prominent social media like Twitter to present their opinions about
the current event. Thus, finding and comparing similarities and
differences in the coronavirus across different countries becomes
increasingly important. This study established some similarities
and differences by comparing the coronavirus topic and sentiments
in the Netherlands and Mexico.
Firstly, In both countries, negative sentiments along with fear and
trust were the most prevalent ones. Moreover, in both countries,
tweets related to coronavirus death, cases, and statistics seemed to
be the most popular topic. Secondly, Both countries faced similar
challenges with economic impact resulting from the coronavirus
pandemic, such as lockdowns and unemployment. Thirdly, criticism
related to Donald trump’s policies and response to the pandemic
was common in both countries. In the Netherlands, popular topics
revolved around the intelligent lockdown and its impact on society,
such as the mental health of kids, surveillance society, economic
crisis, UK’s Boris Johnson, and his health. However, in Mexico,
popular topics revolved around the mishandling and bad leadership
by president Andrés Manuel López Obrador (AMLO), deaths of the
medical staff due to poorly funded equipment by the government,
and unavailable hospitals.
In the future, more research could be done on a weekly basis on the
popular topics and sentiments. Weekly analysis can provide a better
insight into changing trends and topics per week and provide amore
clear understanding of the research. Furthermore, machine learning
algorithms, along with different sentiment analyzers, can be used
to find the most accurate sentiment analyzer for the document.
Lastly, refined techniques for tokenization of textual data can be
implemented for more accurate results.
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