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1 Abstract

Carotid atherosclerosis is a disease in which the carotid artery narrows down due to plaque
formation. Photoacoustic imaging is a promising technique for providing information about
the plaque composition. In this research, it is studied if photoacoustic imaging can be used to
obtain the absorption spectrum of an unknown absorber. Furthermore, the relation between the
concentration of the chromophore and the resulting photoacoustic signal is investigated. This
study is based on a hypothesis that a known absorber can be used to correct for the difference
in light propagation at different wavelengths, to retrieve the absorption spectra of an unknown
chromophore. In the experiment, two tubes containing a solution of India Ink are examined.
The tubes are examined with multiple wavelengths of light and the measured PA signals of
one tube are compensated for the differences in the signal from the other tube, which has a
constant, known concentration ink. The resulting photoacoustic signal follows the absorption
spectrum of India Ink. The relation between the photoacoustic signal and the concentration of
the chromophore is not linear proportional. Looking at the amount of signal coming from across
the tube might give an indication about the light fluence at that particular depth.
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2 Introduction

Carotid artery stenosis or carotid artery disease is the medical condition in which the carotid
artery narrows down due to plaque formation on the inside of the blood vessel, as shown in Figure
1.

The obstruction of the artery increases the risk of a stroke,
which is the second leading cause of death worldwide. [2]
In an early stage, the disease might be unnoticed as long
as enough blood is provided to the brain. When the artery e ] N
is narrowed down in such a way that this is not the case ‘ \
anymore, people will suddenly have problems with speaking [ : |
and seeing and will experience weakness and numbness on
one side of the body. A stroke can be caused by a plaque \ /
in two ways. One is when the plaque obstructs the carotid -
artery in such a way that the brain is not receiving enough
blood. The other one is when a piece of the plaque comes
loose and blocks a smaller blood vessel higher in the brain.
Current imaging techniques only allow examination of the
dimensions of the plaque and not its composition. The plaque
consists of multiple substances such lipids, blood and collagen and the specific composition
determines the vulnerability and stability of the plaque.[3] It is therefore desired to have a
method for determining the concentrations of those components, because than it will be better
possible to do a risk analysis and to apply the best possible treatment. Photoacoustic (PA)
imaging is a promising, relatively new, imaging technique which can provide information on the
concentrations of certain substances.

The technique uses the advantages of both optical imaging and ultrasound (US). In PA imaging,
light with a specific wavelength is sent into a sample, where different chromophores will absorb
the light in different ways, due to their differences in absorption spectra. When the light is
absorbed, the chromophore will slightly heat up, causing the pressure to rise, resulting in the
production of an US wave. This wave propagates back through the sample to a probe where
an array of transducer elements measure the signal. When the sound of speed in the sample is
known and multiple transducer elements measure the signal, it is possible to find the location
of the source of the signal by using for instance backprojection.

Optical imaging is characterised by the capability of imaging with a high contrast, since every
substance has different absorption characteristics for different wavelengths. For most optical
imaging techniques, light has to be ballistic, meaning that the scattering of light limits the
possible depth of imaging which results in low imaging depths. A US wave can propagate
further distances through a sample without being influenced. The transducer only measures the
US wave and therefore it is not necessary that the light is ballistic. The result of this is that
the light can travel deeper and still generate a clear signal. So by combining both techniques,
PA imaging is a very promising technique for measuring the presence of certain substances in a
sample.

For clinical usage, PA imaging could be used to examine the presence of tumor cells, to measure
the blood oxygen saturation and also to investigate the presence of substances as lipids in a
plaque. To be able to determine the amount of those substances present in a sample, quantitative
photoacoustic imaging (QPAI) can be used. This technique uses multiple wavelengths of light to
obtain multiple images, from which accurate estimations can be made for the concentration of
chromophores such as lipids present in a sample with other scattering and absorbing substances
present.

Figure 1: Plaque formation in
the carotid artery. [1]
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2.1 Quantitative Photoacoustic Imaging

As discussed above, PA images consist of measured ultrasound waves which are produced by the
absorption of light by chromophores. In this section it will be briefly discussed how PA waves
are generated, how image reconstruction can be done and what the principle is of QPAI

For photoacoustic imaging, mostly light in the near infrared (NIR) range is used. This light is
non ionizing and the absorption of water and the scattering of tissue is low and permits therefore
deeper tissue penetration. The photoacoustic signal is produced by the absorption of the light
by chromophores. This process of absorbing a photon, generating an increase in pressure due
to the increase of temperature, and then the propagation of an ultrasound wave is called the
photoacoustic effect. The relation between the initial pressure that is created at a point r (Py(r))
and the absorbed energy density at that point H(r) may be written as

Py(r) =TH(r) (1)

where I' is the Griineisen coefficient, a constant which gives the efficiency of heat to pressure
conversion, which is given by I' = 3¢?/C,, with 3 being the volume thermal expansivity, c¢ the
speed of sound and C), the heat capacity at constant pressure.
The absorbed energy density is depended on the absorption coefficient (1), and the light fluence
(¢) and is given by

H(r) = pa(r, \)o(r, A, ta, f1s) (2)

where A is the wavelength of the light and us is the scattering coefficient.

All this can be rewritten into the final expression

PO = F,ua(ra A)¢(7’, )\a Ka, :us) (3)

Reconstruction of a photoacoustic image is done by backprojection of the received signal. In
Figure 2 this principle is shown. Every detector element measures the pressure wave coming
from a chromophore absorbing the light. All the elements detect the signal at another time, due
to the difference in distance to the source. By knowing the speed of sound in the sample and the
time between the light being pulsed and receiving the signal, it’s possible to determine for every
element a circular region on which the source should be located. By overlapping all the circles
for the different elements, the spot can be found that lays on the circle of every element. In this
way, the location where Py was generated can be found. There are multiple detector geometries,
but this research is focused on a planar geometry, since for spherical or cylindrical geometries,
all points around the sample should be accessible, which is not the case for the carotid artery.
The backprojection can be done by taking the Fourier transform of the measured time-depended
pressure data across the surface, then mapping the temporal frequency to the axial spatial
frequency and finally taking the inverse Fourier transform to get Py. [4]

ultrasound transducer
1 array

| time

Figure 2: Principle of reconstructing a photoacoustic image using backprojection. [5]
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2.2 Relation between concentration and photoacoustic signal

Literature states that the image contrast is mostly determined by optical absorption.[5] Here
it is important to state that this does not mean that the PA signal is directly proportional to
the absorption coefficient p,. As can be seen in Eq. 3, Py is proportional to p, and to ¢,
which is also depended on pu,, meaning that the PA signal is not linear proportional to only the
absorption coefficient.

According to literature [6, 7], when cylindrical objects are investigated, such as blood vessels or
tubes, there are some circumstances where the light fluence is known and where the assumption
can be made that the influence of the absorption coefficient on that light fluence can be neglected.
In those situations a linear relation is seen between the light absorption coefficient and the PA
signal amplitude. There are two cases in which this holds. One being the situation in which the
blood vessel, or a tube in the case of this experiment, has such a small radius that it satisfies Eq.
4. In the second case, the relation can also be linear for larger tubes if the central frequency of
the transducer is high enough to fulfil the first criterion showed in Eq. 5 and when pu, satisfies
the second criterion.

Moo << 1 (4)

a>>A A pa < 1/A (5)

Where a is the radius of the blood vessel and A is the ultrasonic wavelength corresponding to
the central frequency of the transducer. In Figure 3, the relation between photoacoustic signal
and the absorption coefficient is shown. Here it is clearly depicted that there exist a linear and

a non linear region. This figure is originating from the paper of Mathangi Sivaramakrishnan et
al.[7]

A<

Signal magnitude A (arbitrary units)

a=0.0125A

10°

10" 10° 10’
Normalized optical absorption (j,A)

Figure 3: Magnitude of the photoacoustic signal as a function of the optical absorption coefficient
normalised by the acoustic wavelength (u,A) for different normalised cylinder radii. The non-
shaded region indicates the circumstances under which the PA signal is linear depended on the
absorption coefficient. The shaded region is the part where this relation is not linear. Figure
originating from the paper of Mathangi Sivaramakrishnan et al.[7]
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3 Research question and hypothesis

3.1 Goal

Before it is possible to quantify an unknown concentration of lipids within the carotid artery, it
is necessary to investigate if photoacoustic imaging is capable of providing this information. In
this study this is studied for a simplified situation, in which India Ink is located in a tube within
a bin of water and intralipids. The goal of the study is to use a known concentration of India
Ink as a reference to quantify unknown concentrations of India Ink. This is done by analysing
the relation between the photoacoustic signal coming from the tube and the absorption spectra
of the different concentrations of India Ink.

3.2 Hypothesis

When an India Ink solution with a u, is placed within a tube with a inner radius of such a
dimension that a >> A is true, than a linear relation is expected, according to the literature
that is stated in Paragraph 2.2. The transducer that is used in this study has a central frequency
of 5 MHz. With a taken value for the speed of sound of 1485 m/s, corresponding to the speed
of sound in water and intralipids, the central wavelength has a value of 0.297 mm. Following
the condition given in Eq. 5, u, should be smaller than 1/(0.297) = 3.37 mm~!. When India
Ink solution are used with absorption coefficients similar to that of oxidised blood, which is
o = 0.38 mm~! at a wavelength of 800 nm[8], this will be the case. Because of this, a linear
proportional relation is expected. This means that if two solutions with C; and Cy = 2% C; are
investigated for a specific wavelength, a PA value twice as high is expected for Co compared to
C.

Furthermore, when looking at the PA values coming from a specific concentration looked over
a range of wavelengths, it is expected that the corresponding graph has the same shape as the
absorption spectrum.

3.3 Research questions

The following research questions stand central in this study.
Using the theoretical background as mentioned above, combined with prior knowledge about
the optical properties of a known chromophore (in this study India Ink), is it possible to:

(i) Study the nature of the fluence at a specific location?

(ii) Obtain the absorption spectra of an unknown chromophore, without knowing the fluence
variations and laser pulse energy?

(iii) Obtain the relation between the concentration of a chromophore and the photoacoustic
signal, eliminating other variables?
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4 Experimental set up

In this chapter the experimental set up and the measurement methods are explained. The aim
of the experiment is to image two tubes containing India Ink solutions, one being a reference
tube containing a constant concentration of India Ink and one being a test tube in which five
different concentrations of India Ink are investigated.

The following sections are present:

(i) Production of five India Ink Dilutions.
(ii) The experimental set up.

(iii) Protocol on how to use the photoacoustic imaging system and a protocol on how to do the
measurements.

(iv) Post processing method to properly analyse the data received from the PA measurements.

4.1 Production of five India Ink Dilutions

When India Ink is purchased, the concentration of the stock solution is unknown, meaning
that it is not possible to express the concentration of India Ink in a form of moles/litre.
Following Beer Lambert law, there is a linear relationship between the absorbance (and thus the
absorption coefficient) and the concentration of a substance. A spectrophotometer can measure
the absorbance of a dilution in the UV/VIS range of wavelengths. In the rest of this report,
the concentrations of different dilutions are expressed in the form of y, (mm™1) for light with
a wavelength of 800 nm.

Seven dilutions were made by adding a certain amount MilliQ water to a certain amount of
India Ink stock solution. Eventually the different ratios of India Ink stock solution : MilliQ
water lay in a range of 1:500 to 1:8000. In Table 1, the different ratios and how they were
produced are shown.

Dilution India Ink : MilliQ water | Amount of India Ink (pL): MilliQ (mL)
1: 500 200 : 100
1: 750 133 : 100
1 : 1000 100 : 100
1: 1500 67 : 100
1 : 2000 50 : 100
1: 4000 25 : 100
1: 8000 12.5: 100

Table 1: Different dilutions of India Ink and how they are produced

After making the dilutions, the absorbance was measured with the spectrophotometer. The
spectrophotometer measures the amount of light reaching the detector behind the sample. In
other words, it measures how much light is absorbed by the sample. According to the user
instruction of the spectrophotometer, the spectrophotometer gives trustworthy results as long
as the absorbance of the sample is not much higher than 1.00 absorbance unit (AU). Using Eq.
6 corresponding to a absorption coefficient of g, = 0.23 mm™1.

To measure the absorbance of the different dilutions, a small amount of all the solutions was
further diluted to get a dilution ratio of 1:6000, after which the absorbance was measured three
times for every 1:6000 dilution. The obtained absorption spectra are showed in Figure 4 Since
the absorbance and concentration are linear related, the absorbance of the original dilution can
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be calculated. With Eq. 6, in which d is the path length of the light through the sample (in this
case a 10 mm cuvette), the absorption coefficient for specific wavelengths can be calculated.

In 10absorbance
po = OO ()

In Table 2, the averaged absorbance values (over three measurements for the 1:6000 dilutions),
the calculated absorbance for the stock dilution and the corresponding absorption coefficients
are shown for a wavelength of 800 nm.

It can bee seen that the dilutions in the range of 1:500 - 1:2000 have approximately the same
average absorbance value for the further diluted 1:6000 dilutions. The absorbance measured
for the further diluted 1:4000 dilution is more off. The 1:8000 dilution is not further diluted,
but gives a similar absorbance value as the 1:6000 dilutions, where it should give a lower value,
around A = 0.428 AU. These two difference of absorbance values compared to the expected
values can be the results of the way of pipetting. India Ink droplets stuck quite easily onto the
exterior side of the pipette tip and since for these two dilutions a small amount of India Ink had
to be added, a small droplet can have a bigger influence.

The goal was to have at least five solutions with different absorption coefficient close to the
one of oxidised blood, which is p, = 0.38 mm™! at a wavelength of 800 nm.[8]. Because of
this all, the choice is made to only use the dilution with the absorption coefficients p, = 1.608,
fig = 1.044, po = 0.814, y1o = 0.529 and g, = 0.391.

Dilution Average absorbance 1:6000 | Average absorbance stock | calculated (mm_l) at
(A =800 nm) (AU) dilution A =800 nm
1:500 0.582 6.984 1.608
1:750 0.567 4.536 1.044
1:1000 0.589 3.534 0.814
1:1500 0.575 2.300 0.529
1:2000 0.566 1.698 0.391
1:4000 0.623 0.935 0.215
1:8000 0.578 (not further diluted) | 0.578 0.133

Table 2: Table with the measured average absorbance of the dilutions further diluted to 1:6000,
the calculated absorbance for the original dilution and the calculated corresponding p,
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Abosrbance (AU) versus wavelength (nm)
for 5 1:6000 dilutions of India Ink
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Figure 4: Absorption spectra of five 1:6000 India Ink dilutions, obtained when the five different
solutions were further diluted. Spectra obtained using the spectrophotometer.

4.2

Requirements, experimental set up and protocol

In this subsection, the requirements, the experimental step up and the protocol on how to use
the set up and how to do the measurements will be discussed.
The experimental set up consists of the following components:

Q-switched pulse laser

Opolette 532 laser. Consisting of Quantel Ultra Nd:YAG pump laser and optical parametric
oscillator (OPO) technology. From Opotek.

An objective lens for fiber optic coupling.

Flip mirror to measure pulse energy.

Nova II power meter from Ophir.

Fiber bundle which splits into two bundles ending in two linear laser arrays.

A concave array ultrasound transducer C5-3, containing 256 transducer elements.
Two Legion Amp 128-channel preamplifiers from PhotoSound Technologies.
Vantage 256 system from Verasonics.

MATLAB

Intralipid (20%)

Four 4 mm inner, 8 mm outer radius silicon tubes from Rubber Webshop.

3D printed transducer, laser array and tube holder. This is a custom designed holder
which is shown in Figure 6.

India Ink solutions with different concentrations.
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Laser light is generated in a Opolette OPOTEK laser, which has a range of laser light of 680 nm
- 950 nm. The emission of the laser light is regulated by a Q-switch with a frequency of 20 Hz.
The laser light has a varying pulse energy over wavelength, with values between approximately
2.0 - 4.0 mJ. When the laser light is emitted, it is focused in such a way that the diverging light
beam after the focus point has exactly the width of the opening of the fiber bundle. This fiber
bundle takes up all the laser light and then splits the bundle into two separated bundles. These
bundles end each in a different linear laser array, where the light leaves the fiber bundle. These
arrays are attached next to a concave transducer probe in a custom designed 3D-printed holder.
When doing measurements, this probe holder was placed in a bin filled with water to reduce
acoustic impedance and reflection. The sample is placed under the probe holder. This can be
done at different locations, giving different results. In this research, only tubes with a liquid
solution were examined. The tubes were placed into a 3D printed tube holder, which has 35
places to locate the tubes. This tube holder could then be attached to the probe holder, to
ensure a constant set up between the tubes, the laser arrays and the probe. In the way the
experiment was executed for this report, a separated tube and probe holder were attached to
each other using a clamp and tape, as can be seen in Figure 5. A new design has been made,
in which the probe and tube holders are merged into one holder. Figure 6 shows the design in
Solidworks. The holder is already printed and available at the Biomedical Photonic Imaging
(BMPI) group at the University of Twente.

After receiving the ultrasound wave, the signal acquired by the probe is amplified by two
amplifiers and then is digitised by the Verasonics system. A MATLAB script processes the signal
to eventually deliver the desired data which can be processed for analysis.

In Figure 5 the experimental set up is shown.

Figure 5: Experimental set up with in (a): Opolette 532 laser emits light into optics, which
consist of first a flip mirror and than an objective lens, where the fiber is placed behind. In the
front the power meter is visible. In (b): the other part of the set up. The fiber is splitted into
two, which enter the probe holder. The probe holder is placed within a bin containing water
mixed with 5% intralipids.

10
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Figure 6: Design of the probe and tube holder combined together.

4.3 Protocol using set up

In this paragraph, a protocol is given on how the experimental set up is used.

4.3.1 Start up system

1. Put on the laser Interlock.

2. Start up the laptop which has the OPOTEK user software and the computer on which the
Verasonics is connected.

3. Start up the laser cooler.

(i) There are two flips on the back side, the bottom one (external trigger) should be
flipped to the right.

(ii) The pulse repetition rate on the cooler should be set to 00.
4. Turn on the function generator and the laser driver.
(i) The laser generator has two output cables, channel 1 is for the flash lamp, channel 2

is for the Q-switch. Both have to be turned on.

(ii) Press the recall button and then select the first channel. The frequency should be at
20 Hz and the delay should be 180 microseconds.
In Figure 7, the display with the correct settings can be seen.

5. On the laptop, open the OPOTEK program.

(i) At the settings, set both the flash as the Q-switched setting to ”External”.
(ii) Set the intensity to 100.

6. Start MATLAB, go to ”Vantage” folder and open the IMA_C5_3_PA_standAlone_avg
code. This is a custom developed program by the BMPI group of the University of Twente
for photoacoustic imaging using the concave ultrasound transducer C5-3. The script can
be found in Appendix II.

(i) Run the command activate in the command window and click accept.

(ii) Run the script.

11
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10.

11.

12.

(iii) Run the command VSX in the command window

(iv) Select the .mat - file with the same name as the script by using the arrow keys.

Put on the correct safety goggles.
Close the curtains of the compartment.

Turn on the amplifiers.
Important! From this point on it is only allowed to run scripts specifically made for
photoacoustic imaging. With scripts for ultrasound, the amplifiers can be damaged.

Finalise the set up, e.g. place the tubes with the sample and the transducer within a bin
of water.

Set the laser to the desired laser wavelength via the OPOTEK software on the laptop and
start the laser.

Execute the desired measurement.
Saving the data can be done by Freezing the live image on the control screen on the
computer where MATLAB is running. Then save the RF file on the computer.

WEH "L Cont
frea  20.000 000
Phase 0.0°
apl 5,000
Offset 2.500v

Figure 7: The correct settings for the laser driver. The button marked on the bottom left is
the power button and in the middle of the bottom two ”On” buttons should be pressed in and
give light. The display shows the right settings, these can be obtained by pressing the button
"Recall”, which is marked in the Figure.

4.3.2 Shut the system down

1.

Shut down the MATLAB script by first closing the control panel and then the live visualisation
screen.

Shut down the laser via the laptop.

Shut down the OPOTEK program first! Do this before shutting down the laser cooler,
otherwise the calibration of the laser can be ruined.

Shut down all the machines by flipping the knobs.
Shut down the Verasonics and the computer, for the laptop only the screen has to be

closed.

12
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6.
7.
8.

4.4

Shut down the power supply to the amplifiers, otherwise they might burn out.
Remove the transducer probe out of the bin of water and clean up the workspace.

Turn off the Interlock.

Protocol doing a measurement

In this paragraph it is concise described how the measurements were done.

1.

2.

10.

11.

12.

13.

14.

15.

16.

Fill the bin with 5 litres of water
Add 250 mL (5%) intralipids. This mimics the scattering behaviour of tissue.

Place one tube at the first row (24 mm depth) and third column and one tube at the first
row and fifth column in the tube holder.

Fill the tube at the fifth column with the p, = 0.391 mm™"! for A = 800 nm India Ink
solution. This tube will always contain the same concentration of India Ink and will be
used as the reference sample. From now on, this tube will be referred to as the reference
tube.

. Fill also the tube at the third column with the p, = 0.391 mm~! for A = 800 nm India

Ink solution. This tube will be the tube with varying concentrations India Ink during the
different measurements. From now on, this tube will be referred to as the test tube.

Fix the tubes with the extra 3D printed blocks which can be clinged onto the tubes using
screws or fix the tubes by hooking them behind the probe holder.

Place the entire tube/transducer holder in the bin of water and intralipids. Make sure that
the whole transducer is under water and that there is no air bubble under the transducer.
Since it is not possible to see the transducer due to the intralipids, splash some water
against the downside of the transducer. Before doing the first measurement, look if the
PA image is as expected.

Start the laser and set it to a wavelength of 680 nm. Let the laser emit light for circa 10
minutes.

Start up the power meter, make sure the settings are as shown in Figure 8. Dependent
on the pulse energy, select the range 2.0 or 20.0 mJ. Change the laser setting according to
the wavelength of the laser which is used.

Shut down the laser, flip the mirror before the laser beam and start the laser again.

Wait until the pulse energy value which is displayed is approximately constant and note
this value.

Shut down the laser, flip the mirror away from the laser beam and start the laser again.
Safe the RF data from the Verasonics by freezing the live image.

Repeat step 10 - 13 for seven other wavelengths in the following range: [710 nm, 740 nm,
775 nm, 795 nm, 820 nm, 850 nm, 900 nm)].

Carry out step 10 - 14 in total three times, such that the experiment is triplicated.

Remove the transducer from the bin of water.

13
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17.

18.

19.

20.
21.

22.

23.

Remove the tubes from the probe holder and flush out all the ink. Rinse the tubes with
water and make sure that the ink is fully removed. Then dry the tubes by blowing air
through them.

Place the tubes back in the same place. Put again the j, = 0.391 mm~! for A = 800 nm
India Ink solution in the reference tube.

Put now the next lowest concentration of India Ink in the test tube. Eventually the
following five solutions have to be examined: [u, = 0.391 mm™!, u, = 0.529 mm~}
pa = 0.814 mm™t, p, = 1.044 mm™', p, = 1.608 mm~1].

Fix the tubes.
Repeat step 9 - 20 for all the concentrations.

Now all the measurements are done for the tubes located at 24 mm depth, the same steps
have to be carried out for the tubes located at 39 mm depth. Place the test tube in the
fifth row and third column and the reference tube in the fifth row and fifth column in the
tube holder.

Repeat step 4 - 21.

Wode: Energy
Range:  20.0mJ

Laser: 680
| Pulse Width: 1.0ms

Figure 8: Settings for the power meter.

14
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4.4.1 Data processing

The Verasonics obtains the digitised Radio Frequency (RF) data corresponding to each measurement.
This data is first filtered with a bandwidth filter with cutoff frequencies 2 MHz and 6 MHz. By
using the properties of the probe, such as number of elements and their dimensions, and the
speed of sound, backprojection of the signal is possible, reconstructing an image. Before the
image is plotted, a Hilbert transform is applied to envelope the signal. The reconstruction
image is a plot of intensity values which are proportional to the initial pressure generated at
that specific point in the sample. The values have an arbitrary unit as the acoustic calibration
of the system is not performed, but the results can be analysed relatively towards each other.
In Appendix III the MATLAB script that generates these PA images is given.

In Figure 9 two photoacoustic images are shown for two different depths, one at 24 mm depth
and one at 39 mm depth relatively to the centre of the transducer. The images can be seen as
cross sections of the sample, with the transducer located at the top of the image. Two tubes filled
with India Ink solutions are visible, with on the left a lower concentration (p, = 0.391 mm ™!
for A = 800 nm and on the right a higher concentration (y, = 1.608 mm~! for A = 800 nm).
The intensity values of a certain area in the image are considered as the PA values corresponding
to that specific area. As mentioned above, these intensity have an arbitrary unit, meaning
that if investigating the relation between concentration and PA signal is the goal, multiple
measurements should be done to compare the different results relatively to each other.

Reconstruction pa = 0.391 (left) and pa = 1.608 (right) Reconstruction pa = 0.391 (left) and ma= 1.608 (right)
at 24 mm and 680 nm light X105 at 39 mmand 680 nm light X61°5
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Figure 9: Two photoacoustic images of two tubes with different absorption coefficients located
at different depths: left 24 mm depth, right 39 mm depth.

For analysis of the results, a region of interest (ROI) is chosen. This ROI than contains PA
values of all the pixels across this area. The average intensity value of this ROI is calculated and
is then considered to be the average PA value over the whole tube. As can be seen in Figure 9,
not all the pixels across the whole cross section of the tube give a similar PA value. Mostly this
is because of two facts. The first one being the fact that a concave ultrasound transducer array is
used, which has a limited view angle of 110 degrees, making it impossible to measure the signals
coming from the sides of the tubes. The second one is that the transducer is band limited. The
transducer has a central frequency of 5 MHz with a bandwidth of 80% which removes the low
frequency signals. Therefore the signal coming from inside the tube is not visible.

The calculated average PA value contains a lot of lower noise values and therefore it is not
correct to assume that the average PA value is the correct value for the whole tube. However, it
is possible to compare different measurements when the same ROI is taken for every measurement
and when the assumption is made that the noise has a constant contribution to this average PA
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value.

On the basis of one reconstruction image, the centre of the tube is determined. Then a circular
ROI is set, which contains the whole tube, as shown in Figure 10. Due to the different proportions
of the axis, the circular ROI becomes oval, but since the dimensions of the tube and the white
noise are both constant for all the measurement, it does not have an effect on the analysis of
the PA values.
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Figure 10: ROI selection for both the reference as the test tube, with the tubes located at 39
mmm depth.

4.5 Results

In Figure 10, the ROI is shown for one measurement with a wavelength of 680 nm. Besides this
measurement with laser light of 680 nm, the tube is also emitted with seven other wavelengths:
710 nm, 740 nm, 775 nm, 795 nm, 820 nm, 850 nm and 900 nm. Every measurement, so a single
concentration measured for one wavelength, is done three times. In Figure 11 the average of these
three PA values of the ROI are plotted against the corresponding wavelength. The errorbars are
showing the standard deviation. The results for all the five concentrations of India Ink are shown.

When viewing these result, two things get the attention. First, the photoacoustic signal is
not exponentially decaying over wavelength like the absorption spectrum in Figure 4 does. An
increase in the PA value at A = 710 nm is visible, especially for the tubes at 24 mm depth, and
also a increase is seen at A = 795 nm.

Second, the PA values does not show a linear relation with the concentration of India Ink. When
looking at one specific wavelength, for instance 680 nm, the average PA signal is not twice as
high for the India Ink with p, = 1.608 (mm™!) compared to u, = 0.814 (mm™1).

In Chapter 5 two different methods are discussed to possibly declare and deal with this.
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Average photoacoustic signal vs wavelength for 5 concentrations India Ink.
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(a) Photoacoustic signal plotted per wavelength for 5 different concentrations. Tube
located at 24 mm depth.

Average photoacoustic signal vs wavelength for 5 concentrations India Ink.
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(b) Photoacoustic signal plotted per wavelength for 5 different concentrations. Tube
located at 39 mm depth.

Figure 11: Photoacoustic signal plotted per wavelength for 5 different concentrations. PA values
are the average of three measurements. Top: tubes located at 24 mm depth; bottom: tubes
located at 39 mm depth. The j, that are shown in the legends have the unit mm ™! and are the
values corresponding to A = 800 nm
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5 Analysis of the gained data

In this chapter it is discussed how the gained data from the Verasonics system are analysed and
which results are obtained from that.

First, an analysis is done on the photoacoustic signal across a single column of the test tube.
So called profile plots show the magnitude of the photoacoustic signal across the vertical cross
section of the tube. Then, two different analyse methods are applied to deal with the difference
in the received absorption spectra compared to the expected absorption spectrum, as shown in
Paragraph 4.4.1. The MATLAB scripts which were used to obtain all the plots that are presented
in this chapter can be found in Appendices IV and V.

5.1 Profile plots

In this paragraph, profile plots are shown for the cross section of the tube. The plots display the
uncompensated PA values for the specific column in the photoacoustic image which goes through
the centre of the test tube. The profile plot is shown for a region starting a view millimeter above
the tube and ending a view millimeter below it. There are two types of plots made, one with a
constant concentration of India Ink investigated for all the eight different wavelengths, and one
for all the five different concentrations of India Ink and a constant wavelength. In Figure 12 the
profile plots are shown for the tubes located at 24 mm depth. In Figure 13 the profile plots are
shown for the tubes located at 39 mm depth.

In the plots two clear high peaks are visible. These peaks correspond to the signal coming from
the ink at the top and bottom part of the tube. The transducer measures a bandlimited signal,
where the change in the magnitude of the received ultrasound wave is measured. The entering
of the tube produces a high signal, because the intralipids do not absorb much laser light and
therefore do not produce a strong US wave, on the other hand India Ink does absorb much light
and produces a strong US wave. This change produces the first peak, seen at a vertical depth
of 23 mm in Figure 12a. The same holds for the bottom part of the tube. The ink absorbs
much light, but the intralipids below it do not. In other words, the change in the magnitude
of the US wave that the transducer receives is large, resulting in the second high peak, visible
at approximately 25 mm depth in Figure 12. Since the ink absorbs approximately the same
amount of light within the tube, the magnitude of the US wave is constant resulting in a low
frequency signal which is not measured by the transducer. That is why the photoacoustic signal
in that region is low.

For both Figure 12 as 13, the profile plots for the p, = 0.391 mm ™! for multiple wavelengths
are shown in subfigure a. In subfigure b the profile plots are shown for the five solutions with a
wavelength of A = 820 nm. The profile plots in Figure 12a show two extra, lower peaks before,
two within and one behind the tube consistent for all the solutions of India Ink. In Figure 12b,
the second peak is higher in value than the first peak for the highest concentration of India Ink.
This is unexpected, since light intensity will decay over depth due to absorption and scattering
in the sample. The PA images were investigated to see where this is coming form. The results
are shown in Figure 14. Subfigure (a) shows a ring artefact above the test tube with two bands
with a higher intensity, which can be responsible for the two peak values before the tube. In
subfigure (b), a zoomed in image of the test tube j, = 1.608 mm™~! is shown, which shows that
the lateral position of the maximum PA intensity is not the same for the top and bottom part
of the tube. For these profile plots column 141 was taken, and in 14 it can be seen that the
bottom part has a higher value in this row than the top part of the tube, which explains why
the second peak is higher than the first peak in Figure 13 for this concentration.

To take this into account, the profile plots were redone, but than with three columns around

the column containing the maximum value. The column containing the maximum value was
determined for every measurement separately. The results are shown in Figure 15 and 16.
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The plots for one concentration over multiple wavelengths are more smoothed out, which is as
expected since the average PA values were taken for three columns. In Figure 15 it is visible
that the second peak is higher for every measurement. To investigate were this comes from,
the photoacoustic images were analysed. Figure 17 shows two PA images of the test tube with
ta = 1.608 mm~! at A\ = 680 nm, located at 24 mm (top) and 39 mm (bottom) depth. In
the top figure it is seen that the India Ink gives a much narrower signal at the top of the tube
than at the bottom part of the tube, where the signal is broader. This could declare the higher
PA value for the second peak, since taking the average of three columns around the column
containing the maximum value of the tube gives higher averages for the bottom part than for
the top part. In the bottom figure, the test tube is shown when it is located at 39 mm depth.
Here it is visible that the top part of the tube gives a broader signal instead of the bottom part,
which corresponds to the profile plots where the first peak has a higher value than the second
one.

A possible explanation for this result can be the usage of a wrong value for the speed of sound
in the reconstruction script. When the actual speed of sound is lower than the one used for the
backprojection, the reconstruction of the tube will be fanned out, having a narrow signal for the
top part and a broader signal for the part located below that. If a wrong speed of sounds was
used, it would be expected that for both depths this influence is visible. In other words, also at
39 mm depth the bottom part should give a broader signal than the top part of the tube. Due
to light scattering, the light fluence at 39 mm depth is lower than at 24 mm depth, which could
declare why this effect is not as clearly visible as at 24 mm depth. However, the note should be
made that a wrong value of speed of sound gives indeed a wrong distribution of the PA signal in
the reconstruction image, but the total value of the signal should be equal. In other words, the
signal can be concentrated in one pixel, or the same signal is spread out over multiple pixels.
Hence it is not sure that this effects the profile plots, since the average PA value over 3 columns
would than be the same.

Another explanation could be that at the different depths a different light fluence reaches the
tubes. Due to the usage of two linear laser arrays, which emit light under a certain angle, the
light fluence initially increases in the medium, but at larger depths decays again. If this is the
reason for the different profile plots, than the profile plot could possibly be used to provide
information about the fluence at a particular depth. Further investigation will be necessary to
verify this.
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Profile plot for line through centre of tube with B, = 1.608 mm'1,

«10° 8 wavelengths, 24 mm depth, one measurement
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(a) Profile plot of PA value through middle of the tube with p, = 0.391 mm ™" for 8 different wavelengths.

Profile plot for line through centre of tube with 5 different concentrations India Ink,
" «10° for A =820 nm. Tubes located at 24 mm depth, one measurement.
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(b) Profile plot of PA value through middle of the tube with 5 different concentrations for A = 680 nm. The pq
that are shown in the legend have the unit mm ™" and are the values corresponding to A = 800 nm

Figure 12: Different profile plots for India Ink solutions at 24 mm depth. PA values are not
pulse energy compensated.
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Profile plot for line through centre of tube with By = 0.391 (mm'1),

«10° for eight wavelengths, at 39 mm depth, one measurement
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(a) Profile plot of PA value through middle of the tube with p, = 0.391 mm ™" for 8 different wavelengths.

Profile plot for line through centre of tube different concentrations,
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(b) Profile plot of PA value through middle of the tube with pg = 0.391 mm ™" for 8 different wavelengths. The
lta that are shown in the legend have the unit mm ™! and are the values corresponding to A = 800 nm

Figure 13: Different profile plots for India Ink solutions at 39 mm depth. PA values are not
pulse energy compensated.
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PA image of test tube with 4i_ = 0.391 mm™,
ring artefact visible
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Figure 14: (a): A ring artefact is visible above the tube with two bands with a higher intensity;
(b): PA image of the test tube with p, = 1.608 mm ™1, zoomed in on the tube to show difference

lateral location of maximum in top and bottom region.
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PA value for average of 3 colums through centre of tube for 1.608 I, India Ink,

7 x10° investigated for 8 wavelenghts, 24 mm depth, one measurement
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(a) Profile plot of average PA values over three columns through centre of the tube with p, = 0.391 mm ™" for 8
different wavelengths.

PA signal value for sum of 3 colums through Peak value for five concentrations India Ink,

A =820 nm, 24 mm depth, one measurement
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(b) Profile plot of average PA values over three columns through centre of the test tube with 5 different
concentrations for A = 820 nm. The pu, that are shown in the legend have the unit mm ™" and are the values

corresponding to A = 800 nm

Figure 15: Different profile plots for India Ink solutions at 24 mm depth. PA values are not
pulse energy compensated.
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PA value for average of 3 colums through centre of tube for 1.608 I India Ink,

" «10° investigated for 8 wavelenghts, 39 mm depth, one measurement
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(a) Profile plot of average PA values over three columns through centre of the tube with pq = 0.391 mm ™" for 8
different wavelengths.

PA signal value for sum of 3 colums through Peak value for five concentrations India Ink,
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I T I I [
—pa = 0.391 India Ink
35~ ——pa = 0.529 India Ink] |
pa = 0.814 India Ink
S 3 —pa = 1.044 India Ink|_
8 —pa = 1.608 India Ink
EPY
2
w
Qo 2
k7
3
815
g1
S
§ 1
0.5
0
34 35 36 37 38 39 40 41 42

Pixel on y-axis

(b) Profile plot of average PA values over three columns through centre of the test tube with 5 different
concentrations for A = 820 nm. The u, that are shown in the legend have the unit mm ™' and are the values
corresponding to A = 800 nm

Figure 16: Different profile plots for India Ink solutions at 24 mm depth. PA values are not
pulse energy compensated.
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PA image of test tube with ;_=1.608 mm™
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Figure 17: (a): PA image of the test tube located at 24 mm depth, where it is visible that the
top part of the tube gives a narrower signal than the bottom part. (b): PA image of the test
tube located at 39 mm depth, where the signal at the top of the tube is higher and broader than

at the bottom part.
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5.2 Pulse energy compensated

To find a possible explanation for the non expected shape of the spectrum of the photoacoustic
signal versus wavelength, an analyse method was made to compensate the signal for the laser
pulse energy. This was done, because it was expected that the laser light has different pulse
energies for different wavelengths. The pulse energy of a laser beam is directly linked to the light
fluence and therefore a change in pulse energy could declare the difference spectrum compared
to the absorption spectrum.

To compensate for this pulse energy and therefore check if this is indeed the explanation for the
outcome of the experiment, pulse energy is measured for every measurement. Like described in
Paragraph 4.4, the pulse energy is measured before and after each measurement. This is done
by flipping a mirror before the laser beam, directly behind the point where the laser light is
emitted. The laser beam is then send onto a pulse energy meter, which displays the average
pulse energy for every 3 seconds. The average pulse energy is calculated from those two values
and then it is assumed that this was the pulse energy during the measurement. In Table 3,
the pulse energies for one measurement with p, = 0.391 for A = 800 nm India Ink located at
24 mm depth are shown. In Appendix I all the measured pulse energies for all the different
measurements are shown.

Wavelength (nm) | P before (mJ) | P after (mJ) | P average (mJ)
680 2.60 2.40 2.50
710 3.65 3.80 3.73
740 3.95 3.95 3.95
775 3.85 3.80 3.83
795 3.50 3.55 3.53
820 3.59 3.60 3.58
850 3.60 3.65 3.63
900 3.35 3.30 3.33

Table 3: Pulse energies for one measurement with p, = 0.391 for A = 800 nm India Ink located
at 24 mm depth

Then, before calculating the average PA signal of the tube with India Ink, the whole signal is
divided by this pulse energy. This is done for every measurement with the pulse energy that
was measured during that specific measurement. In this way the signal is compensated for the
pulse energy. After this is done, the average PA value is calculated in the same way as before.
Those values are plotted against the corresponding wavelengths in Figure 18.

Reviewing these results, it can be noted that the amount of increase at the A = 710 nm is
decreased, but is still there. Before compensating the signal, the PA values at A = 710 nm are
almost twice as high as the values at A = 680 nm and after compensating the increase is less that
two times. The increase around A = 800 nm is still there and did not change much compared
to the signal before compensating. Regarding the relation between different concentrations,
the linearity is still not visible. For the values at 24 mm depth, the values of the highest two
concentrations are almost identical and the also the lowest two are really close to each other, with
sometimes a higher signal for the lowest concentration than for the second lowest concentration.
For the values at 39 mm depth, the increase at A = 710 nm is not seen for the concentrations
with e = 0.391 mm™t, pg = 0.814 mm~"! and p, = 1.044 mm~! at A = 800 nm. Overall it
seem that there is more dispersion of the PA values at 24 mm depth than at 39 mm depth, when
looking at different concentrations. The error bars are a generally smaller for the PA values from
24 mm depth than at 39 mm depth at A\ = 680 nm and A\ = 710 nm, meaning that different
measurements of the same concentration India Ink gave average PA values of the ROI that are
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closer to each other for a depth of 24 mm than for a depth of 39 mm.

Since the overall shape of the graph is still not similar to the absorption spectrum measured
with the spectrophotometer, it is expected that there are more external variables which influence
the measured PA signal. Another compensation method is desired which takes care of all these
factors.

«10% Photoacoustic signal vs wavelength for 5 concentrations at 24 mm depth
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Figure 18: Average PA signal, of three measurements after compensating for the pulse energy
in each measurement, versus wavelength for 5 different concentrations, with tubes located at
39 mm depth. The p, that are shown in the legends have the unit mm™! and are the values
corresponding to A = 800 nm
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5.3 Compensating for difference in reference tube

As described in Paragraph 4.4, every photoacoustic measurement was done for two tubes
simultaneously. The reference tube always contained a p, = 0.391 mm~"! for A\ = 800 nm
solution of India Ink and the test tube had a varying concentration of India Ink for the different
measurements. The tubes were located at the same depth, but were laterally 6 mm removed
from each other.

Since the reference tube always contains the same concentration, ideally the PA signal should
always be the same. When there is a difference in the reference tube, this must be due to external
factors, including for instance the pulse energy difference like discussed before. In this analyse
method, it is assumed that all the external factors that have an influence on the test tube also
have the exact same influence on the reference tube. Then by comparing the differences in the
signals from the reference tubes, it is possible to receive weight factors which can compensate
for those difference. These weight factors are gained by shifting every average PA signal of the
reference signal for one wavelength to the exact absorption coefficient value corresponding to that
wavelength, which was measured with the spectrophotometer. Eq. 7 shows the formula which
is used to calculate the weight factors. It takes the value of the actual absorption coefficient of
the concentration present in the reference tube for one specific wavelength. Than it divides this
value with the average PA value of the reference tube for that same wavelength. Eventually this
is done for every wavelength and for every measurement, providing a large 6x40 matrix with
weight factors which are each specific for one single measurement. Like discusses in Paragraph
4.4, every concentrations of India Ink at a specific depth is measured three times for every
wavelength. On row 1 to 3, the weight factors are noted for these three different measurement
with the tubes located at a depth of 24 mm. On row 4 to 6, the weight factors are noted for the
tubes located at 39 mm depth.

The compensation is finally done by multiplying the weight factor coming from measurement
x with the average PA value of the test tube from measurement z, as shown in Eq. 8. This
is done for all the measurements. All the values that play a role in this compensations for
one measurement with the tubes located at 39 mm depth are shown in Table 4. The actual
absorption coefficient is the absorption coefficient measured with the spectrophotometer for the
concentration of India Ink which is present in the reference tube.

Wi = g ()\)/PA (ref, ) (7)

PA (compensated, ) — PA (uncompensated, \) * Wi (8)
Wavelength (nm) 680 710 740 775 795 820 850 900
Actual absorption coefficient (mm™!) 0.48 046 0.44 041 040 0.39 0.37 0.35
Measured PA signal reference tube (x10*) | 2.61 3.88 250 229 215 212 159 1.27
Calculated weight factor (x10%) 0.18 0.12 0.17 0.18 0.19 0.18 0.23 0.27
Uncompensated PA signal test tube (x10) | 3.55 6.05 3.50 3.36 3.26 3.20 244 1.57
Compensated PA signal test tube 0.66 0.71 0.61 0.61 0.61 0.58 0.57 0.43

Table 4: Example of all the components with their values to receive the compensated PA signal
of the test tube. Example for measurement 1 with the tubes at 39 mm depth.
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5.3.1 Results for photoacoustic signal versus wavelength

In the Figures 19 and 20, the analyse method is visualised and in Figure 21 the final results of
the compensated test tubes are shown.

Figure 19a shows the PA signal coming from the reference tube versus wavelength. The different
lines reflect the reference tube located next to the a test tube with different India Ink solutions.
As stated earlier, ideally the signal of the reference tube should always be the same, since the
concentration is constant. As can be seen, there is a significant difference in all the PA values
coming from all the different measurements.

The weight factors are determined by dividing the actual absorption coefficient by the measured
PA value for a single wavelength and measurement. For example for A = 680nm holds p, =
0.48 mm ™!, then five weight factors are determined, all by dividing j, = 0.48 mm~! by the PA
value for the reference tube at A\ = 680nm. This is done for all the eight wavelengths.

In Figure 19b, all the five curves of Figure 19a are multiplied with the weight factors belonging
to each data point. The result is five overlapping curves, which is as expected since all the curves
are weighted to the same actual absorption coefficient. The curve shows a exponential decay,
just as the absorption spectrum of India Ink does.

In Figure 20a the uncompensated PA signals versus wavelength are shown for the test tube. All
the data points in this plot are multiplied with the same weight factors which were calculated
before. The results for one measurement with tubes located at 24 mm depth are shown in Figure
20b. After compensating, the PA values are considered to be estimated u, values, since they are
weighted with factors which bring the PA values coming from the reference tube to the actual
absorption coefficient.

Eventually this compensation is done for all the different measurements, so three times for
the tubes located at 24 mm depth and three times for the tubes located at 39 mm depth. The
averages of these values for every wavelength and every concentration are plotted in Figure 21
with the standard deviation as error bars. With red dashed lines, exponential fits are plotted
through the curves.

Overall, there is a decay visible of the estimated absorption coefficient with wavelength. There
is still an increase visible at A = 710 nm, but this is much smaller than at the beginning. The
increase around A = 800 nm is more smoothed out.

The different concentrations do not show linearity with the estimated pu,. For the tubes located
at 24 mm depth, the estimated p, have values further apart from each other, which makes
it easier to distinguish the different curves in the plot. the estimated pu, follows the order
of concentrations: the lower concentrations give lower estimated p, values and the higher
concentrations give higher estimated p, values. The only exception here is that for the lowest
concentration the estimated p, value is higher than the estimated p, for the second lowest
concentration for the wavelengths A = 850nm and A = 900nm.

For the tubes located at 39 mm depth, the estimated p, values are less seperated from each
other. The three highest concentrations have approximately the same estimated p, values as
for the tubes at 24 mm depth, but the two lowest concentrations have higher values at 39 mm
depth than at 24 mm depth. The curve corresponding to i = 0.814 mm ™! India Ink shows
fluctuating behaviour, but also has relatively large error bars.
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(b) Average PA value of reference tube forced to correct absorption spectrum

Figure 19: PA value of the reference tube (i, = 0.391 mm~! for A = 800 nm) without
compensation (top) and after it is forced to the absorption spectrum of India Ink p, =
0.391 mm~! for A\ = 800 nm (bottom). Both with tubes located at 24 mm depth. The i, that
are shown in the legend have the unit mm™! and are the values corresponding to A = 800 nm
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Average PA value from different India Ink concentrations, not compensated
I

24

5 N = N
N ES ) o N
\ \ T \ \

PA value (a.u.)

-
T

0.8 -

0.6

——pa = 0.391 India Ink
—e—pa = 0.529 India Ink[]

pa = 0.814 India Ink
——pa = 1.044 India Ink]|
—eo—pa = 1.608 India Ink| |

04
650

700 750 800 850 900
wavelength (nm)

(a) PA value of test tube, not compensated.

Estimated B, from different India Ink concentrations, compensated for reference tube

0.85

0.75 -

Estimated Hy (mm'1)
o o
o o o o
(&3] (=2} o1 ~
\ T \ \

o
n
T

0.45 -

04

|
—=—pa = 1.608 India Ink
—e—ua = 1.044 India Ink[
pa = 0.814 India Ink
—s—pa = 0.529 India Ink]]
—e—pa = 0.391 India Ink

0.35
650

700 750 800 850 900
wavelength (nm)

(b) PA value of test tube compensated with weight factors from reference tube.

Figure 20: PA values of the test tube with 5 different concentrations India Ink without
compensation (top) and the estimated mu, after compensating for the reference tube (bottom).
Both with tubes located at 24 mm depth. The u, that are shown in the legend have the unit
mm ™! and are the values corresponding to A = 800 nm
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Estimated absorption coefficient vs wavelength for mutliple concentrations,
compensated with weight factors from reference tube, 24 mm depth
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(a) Average estimated pq of three measurements for 5 concentrations India Ink and 8 wavelengths. Tubes
located at 24 mm depth.
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compensated with weight factors from reference tube, 39 mm depth
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(b) Average estimated p, of three measurements for 5 concentrations India Ink and 8 wavelengths. Tubes
located at 39 mm depth. spectrum

Figure 21: Average estimated pu, for two different depths. PA values are compensated with
weight factors coming from the reference tube to get estimated p, values. Exponential fit is
plotted as red dashed lines. The i, that are shown in the legend have the unit mm~! and are
the values corresponding to A = 800 nm
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5.3.2 Actual versus estimated p, values

As discussed before, the reference tube is weighted to the actual absorption coefficients of its
concentration India Ink. Because the weight factors are determined for every measurement, it
is assumed that those weight factors will compensate for all the different external variables.
Therefore, in the ideal situation, the estimated and actual u, values should have the same
value when the test tube is compensated with the same weight factors. When the actual p,
is plotted against the estimated pg4, a linear line with a slope of 1 is expected. Furthermore,
when different concentrations of India Ink solutions are investigated for multiple wavelengths,
the analysis should ideally give the same estimated p, values if the actual u, has the same value.
So for example, if solution 1 has an actual p, value of 0.5 mm™' for A\ = 680 nm and solution
2 has also an actual p, value of 0.5 mm™!, but than for A = 820 nm, than the estimated
values should be the same when the solutions are analysed for A = 680 nm and A = 820 nm,
respectively.

In Figure 22 the plots are shown in which the actual y, is plotted against the estimated u, as a
scatterplot. The estimated u, is the mean value of the three measurements. In the Figure, also
a linear fit is plotted for which the function is shown in the legend.

It can be noted that the expectations of the ideal situations are not met. The estimated
absorption coefficients are not the same as the actual absorption coefficients for both when
the tubes are located at 24 mm as 39 mm depth. The relation between actual and estimated
liq Seems to be linear, but not proportional. Every concentration gives rise to a linear fit with a
different slope. For both depths, the slopes of the fitted lines are decreasing over concentration,
only the linear fit for p, = 0.529 mm ™! is an exception on this rule, since this concentration
shows an increase compared to the slope of the linear fit from the lowest concentration. For the
slopes of the tubes located at 24 mm depth, the slope of the lowest concentration has a value
around 0.87, as can be seen in the legend of subfigure (a). Then, there is a decrease visible,
which has an exponential character, to give eventually a slope for the highest concentration
with a value around 0.52. For the tubes located at 39 mm depth, the slope for the lowest
concentration has a value of 1.82 and for the highest concentration a value around 0.64. Also
here the decrease of slope over concentration has an exponential decaying character.

The other expectation that the etimated u, value should be the same if the actual u, value is
the same, is not the seen in the results. For instance the estimated u, values of the linear fit
for f1, = 0.391 mm ™! are higher than those of the the linear fit for i, = 0.529 mm ™', when the
actual u, values are the same.

At this point it is not sure what is causing the fact that there is not a proportional linear
relation seen between the PA signal and the concentration. The stiffness of the tube might
have an influence. Simply expressed, if the tube has a high stiffness, the expansion of the ink
particles is resisted by the wall of the tube. Therefore the ink could possibly have less capability
of generating a US wave. Furthermore, it is expected that the acoustic attenuation in the tube
is different for different frequencies. Here is it expected that higher concentrations of India Ink
will produce high-frequency signals from the boundary of the tube.

5.3.3 Concentration versus estimated p, values.

Now it is also possible to plot the concentration of the solutions versus the estimated p, values.
These plots are shown in Figure 23. The concentrations of India Ink are shown on the x-
axis. Every concentration is measured for eight different wavelengths, so for the concentration
of jtg = 0.391 mm~" at A\ = 800 nm eight different estimated p, values are plotted. The
calculated estimated pu, values, coming out of the data analysis, are shown as scatter plots.
The corresponding lines are exponential fitted curves through the data points belonging to one
specific wavelength. There has been chosen an exponential fit because the scatter plots showed
exponential behaviour. Note that both the curve for A = 680 nm as for A = 900 nm are coloured
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red. There are also eight other curves plotted, which correspond to the actual u, values over
concentration for different wavelengths. Those are the curves with a bigger slope and higher
end value in the plots. For these curves, it holds that the top curve belongs to the values
corresponding to A = 680 nm and that the bottom curve belongs to the values corresponding
to A =900 nm.

For both depths, the curves with the lowest concentrations give the highest estimated p, values,
which corresponds to the absorption spectrum of India Ink. This results is also not surprising
since it is in line with the results showed in Figure 21. The estimated p, value increases with
the concentration of India Ink, which is also as expected, but it does not seem to have the same
relation as the actual p, does. The actual p, shows a linear relation between the concentration
and the absorption coefficient, while this looks more like an exponential relation for the estimated
1o and concentration. As discussed in Paragraph 3.2 and showed in Figure 3, there are cases
in which the relation between PA signal and the p, is not proportional linear. As can be seen
in Figure 3, the curve is first linear and than becomes exponential with a decreasing slope over
concentration. In Figure 23 the slope seems to be increasing instead of decreasing.
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Actual vs estimated By for all five concentrations India Ink, Tubes

located at 24 mm depth
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Figure 22: Estimated p, vs actual p, for five different concentrations of India Ink solutions.

Top: tubes located at 24 mm depth; bottom: tubes located at 39 mm depth. The p, that are
shown in the legend have the unit mm~! and are the values corresponding to A = 800 nm
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Concentration vs estimated and actual . for 8 wavelengths, 24 mm depth
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Figure 23: Concentration of India Ink solution vs the estimated pu, values for eight wavelengths.
The calculated estimated p, values are scattered, a exponential fitted line is shown. Also the
actual u, versus concentrations are plotted, these are the curves with higher values and bigger
slopes. The top curve corresponds to the highest concentration and the lowest curve to the
lowest concentration. Top: Tubes located at 24 mm depth; bottom: Tubes located at 39 mm

depth.
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6 Conclusions and recommendations

It can be concluded that there are multiple external factors which influence the photoacoustic
signal that is obtained using the experimental set up of this research. This results in spectra
which do not directly correspond to the absorption spectra of the investigated substance, in this
case India Ink. And furthermore, the relation between the PA signal and the concentration of
the substance is not proportional linear.

Two compensation methods have been investigated, one compensating only for the pulse energy
and one compensating for the differences in PA signal measured at the reference tube. The
compensation for only the pulse energy brings the results more to the expected signal, but still
has different spectra and non linearity in the signal. From this it can be concluded that the
pulse energy does effect the PA signal but that it is not the only external factor.

When the PA signal is compensated for the differences measured at the reference tube, it was
expected that all the external factors were taken into account. When looking at the results, the
spectra became indeed much closer to the expected absorption spectra and there is a difference
visible between the different concentrations of India Ink. Hence the conclusion can be made that
the use of a reference sample is a good way to analyse an unknown sample. The compensation
with respect to the reference tube is a good way to compensate for the external factors which
are also effecting the test tube. In this study the reference and test tube contained the same
chromophore, but it is expected that this method will also be useful when investigating a test
tube with a different, unknown chromophore. However, the footnote should be made that the
resulting spectrum obtained after the compensation method is still not exactly the same as the
measured absorption spectrum from the spectrophotometer and that there is no proportional
linearity between the absorption coefficient and the PA signal. To do a proper quantification
analysis of an unknown chromophore, this linearity should be further studied. According the
theoretical background, the experiment was done under such circumstances that the relation
between the absorption coefficient and the PA signal should be linear. Recommended is to
investigate why this is not seen in the results. A suggestion is to do the same experiment with a
tube with a smaller diameter, because than there will be less fluence differences over the depth
within the tube. It will have to be checked if the PA signal which is generated is high enough to
be measured, since the background noise gives also quite a high signal. It is also recommended
to do the same experiment with different types of tube which have a different stiffness. In this
way it can be determined if the stiffness of the tube has an influences on the ultrasound wave
that is produced and therefore has an influence on the PA signal that is measured.

When looking at the profile plots of the cross sections of the tubes, it is difficult to make
solid conclusions. If the profile plots are made for one column through the centre of tube, the
signal might not be representative for the true signal, since the lateral position of the maximum
signal showed to be different for the top and bottom part in the tube for some measurements.
When the average value is taken for three columns, it turns out that for the tubes located at 24
mm depth, the bottom part of the tube has a broader signal than the top part, while for the
tube located at 39 mm depth this is not the case. There might be multiple explanations for this
results. One being the characteristic of India Ink that ink particles settle down over time. This
explanation is estimated unlikely, since the measurement for the tubes located at 24 mm depth
took the same time as the measurements with the tubes located at 39 mm depht. The other
explanation might be the use of a wrong speed of sound value in the reconstruction process. If
the used speed of sound is too high, the bottom part of the tube might give a broader signal
than the top part of the tube. However, a wrong value for the speed of sound gives indeed a
wrong distribution of the PA signal in the reconstruction, but the total value of the signal should
be equal. In other words, the average value over three columns should be similar for the top
and bottom part. Hence it is not sure that this effects the profile plots. Further investigation is
recommended, in which other speed of sounds should be applied.

37



UNIVERSITY OF TWENTE.

A last explanation for this difference in profile plots might be a varying light fluence reaching
the tubes at different depths. When this is the case, the profile plot could be possibly used as
a indicator for the fluence at that particular depth. Further investigation is necessary, where
tubes are measured at a larger variety of depths. Here it is important that it is ensured that
settling down of ink can not take place and that the correct speed of sound is applied in the
reconstruction.

7 Outlook

Concluding this study, it can be stated that there still has to be done research before quantitative
photoacoustic imaging can be used to truly quantify an unknown chromophore, such as lipids,
within the carotid artery. However, this research has promising results. The PA signals can
be compensated such that they follow the line of the absorption spectrum and furthermore, a
positive relation is seen between the PA signal and the different concentrations of the chromophore,
even though it is not a proportional linear relation at the moment.
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8 Appendix

Appendix I. Pulse
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Appendix II. IMA_C5_3_PA _standAlone_avg MATLAB script.

%% File name IMA_C5_3_PA_standAlone PA acquisition only, Verasonics is
Gen. synchronous to flashlamp, then triggers g—switch

clear all

close all

% Specify system parameters

triggered by Func.

Resource. Parameters.numTransmit = 256; % no. of transmit channels, check if we can really
do all at once

Resource.Parameters.numRcvChannels = 256; % no. of receive channels, check if we can
really do all at once

Resource.Parameters. connector = 0; %tell system to use both 128—element connectors for
256 element probe

Resource.Parameters.speedOfSound = 1485; % speed of sound in m/sec

Resource.Parameters.simulateMode = 0; % if = 1 runs in simulate mode

numAvg = 2; %number of averages to take

% Specify Trans structure array.

Trans.name = 'IMA_C5-3";

Trans.units = 'mm';

Trans.numelements = 256;

Trans = computeTrans(Trans);

% Specify Resource buffers.

Resource. RcvBuffer (1) .datatype = 'intl6"';

Resource. RevBuffer (1) .rowsPerFrame = 1024; % allows for max depth of 256 wls

Resource. RcvBuffer (1) . colsPerFrame = 256;

Resource. RevBuffer (1) .numFrames = numAvg; % minimum size is 1 frame.

% Prepare display window for reconstructed image

Resource . DisplayWindow (1) . Type = 'Matlab'; %uses Matlab figure , works better with non—
verasonics resonstruction

Resource . DisplayWindow (1) . Title = 'IMA_C5-3 PAI";

Resource . DisplayWindow (1) . pdelta = 0.3;

Resource . DisplayWindow (1) . Position = [250,150, ... % lower 1ft corner pos.

ceil (256« Trans.spacing/Resource.DisplayWindow (1) . pdelta),

ceil (512%0.5/Resource.

DisplayWindow (1) . pdelta) ];

Resource . DisplayWindow (1) . ReferencePt = [—127.5%Trans.spacing ,0,0];

Resource . DisplayWindow (1) . AxesUnits = 'mm';

Resource . DisplayWindow (1) . Colormap = hot (256) ;

Resource . DisplayWindow (1) .numFrames = 1;

% Specify Transmit waveform structure — throws an error if not given, not

% used for PA

TW(1) .type = 'parametric';

TW(1) . Parameters = [5.0,1.0,10,1]; % 5 MHz, square wave, 10 half—cycles, initially
positive

% Specify TX structure array — throws an error if not given, not

% used for PA

TX = struct ([]);

TX(1) .waveform = 1; % use 1lst TW structure.

TX(1) .focus = 0;

TX(1) .Apod = zeros(1,Trans.numelements);

TX(1).Steer = [0,0];

TX(1) .Delay = computeTXDelays(TX(1));

%Specify TGC waveform structure

TGC(1) . CntrlPts [500,590,650,710,770,830,890,950];
TGC(1) . rangeMax 300;

TGC(1) . Waveform computeTGCWaveform (TGC) ;

% Specify Receive structure array — currently not working for a single

% average (i.e. no averaging)

Receive = struct ([]) ;

n = 0;

for j = 1:Resource.RcvBuffer (1) .numFrames
n = n+1;

Receive(n).Apod = ones(1l, 256);
Receive(n).startDepth = 0;
Receive(n) .endDepth = 128;
Receive (n) . TGC = 1;
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Receive (n).mode = 0;

Receive (n) .bufnum = 1;

Receive (n) . framenum = j;

Receive (n) .acqNum = 1;

Receive (n) .sampleMode = 'NS200BW'; % If BW of probe turns out to be nearer 55% than
100%, maybe use BSI00BW to save time

if numAvg > 1

n = n+1;
Receive(n).Apod = ones (1, 256);
Receive(n).startDepth = 0;
Receive(n).endDepth = 128;
Receive (n) . TGC = 1;
Receive(n).mode = 1;
Receive (n) .bufnum = 1;
Receive (n) . framenum = j;
Receive (n) .acqNum = 1;
Receive (n) .sampleMode = 'NS200BW ' ;
end
end
Process (1) .classname = 'External';
Process (1) .method = 'rekon_OA _freqdom LEGION";
Process (1) .Parameters = {'srcbuffer','receive', 'srcbufnum"' 1, 'srcframenum',—1," dstbuffer"’
, 'none' };
Process (2).classname = 'External';
Process (2) .method = 'PA_Reconstruct_-DNS_LEGION ' ;
Process (2).Parameters = {'srcbuffer','receive', 'srcbufnum',1,'srcframenum',—1,'dstbuffer"’
, 'none' };

% Specify sequence events.
Event = struct ([]) ;
trigDelay = 180;%trigger delay in s

SeqControl (1) .command = 'triggerln';
SeqControl (1) .condition = 'Trigger_1_Rising';
SeqControl (1) .argument = 1;
SeqControl (2) .command = 'timeToNextAcq"';
SeqControl (2).argument = 10000;
SeqControl (3) .command = 'jump";
SeqControl (3) .argument = 1;
SeqControl (4) .command = 'returnToMatlab';
SeqControl (5) .command = 'noop';
SeqControl (5) .argument = trigDelay x5;
SeqControl (6) .command = 'triggerOut';
SeqControl (6) . condition = 'syncNone';
SeqControl (7) .command = 'loopCnt';
SeqControl (7) .argument = numAvg—1;
SeqControl (8) .command = 'jump';
SeqControl (8) .argument = [];
SeqControl (9) .command = 'loopTst';
SeqControl (9) .argument = [];
nsc = 10;
=1
m= 1;
for n = 1:Resource.RcvBuffer (1) .numFrames
Event(j).info = 'Wait for trigger in';
Event (j).tx = 0;
Event(j).rcv = 0;
Event(j).recon = 0;
Event(j).process = 0;
Event(j).seqControl = 1;
i =+
Event(j).info = 'noop and sync';
Event(j).tx = 0;
Event(j).rcv = 0;
Event(j).recon = 0;
Event(j).process = 0;
Event (j).seqControl = 5;
Event(j).info = 'Acquire RF Data.';

42




UNIVERSITY OF TWENTE.

Event(j).tx = 1;

Event (j).rcv = m;

Event(j).recon = 0;
Event(j).process = 0;
Event(j).seqControl = 6;

i =i+

m = m+1;

Event(j).info = 'Set loop count';
Event(j).tx = 0;

Event(j).rcv = 0;

Event(j).recon = 0;
Event(j).process = 0;
Event(j).seqControl = 7;

i =i+

Event(j).info = 'Jump to loop count test.';
Event(j).tx = 0;

Event(j).rev = 0;

Event(j).recon = 0;
Event(j).process = 0;

Event (j).seqControl = 8;

=+

SeqControl (9) .argument = j;
Event(j).info = 'Wait for trigger in';
Event(j).tx = 0;

Event(j).rcv = 0;

Event(j).recon = 0;
Event(j).process = 0;

Event (j).seqControl = 1;

i =+

Event(j).info = 'noop and sync';
Event(j).tx = 0;

Event(j).rcv = 0;

Event(j).recon = 0;
Event(j).process = 0;

Event (j).seqControl = 5;

i=i+L

Event(j).info = 'Acquire RF Data.';
Event(j).tx = 1;

Event(j).rcv = m;

Event(j).recon = 0;
Event(j).process = 0;

Event (j).seqControl = 6;

i =1i+5

m = m+1;

SeqControl (8) .argument = j;
Event(j).info = 'Test loop count — if nz, jmp back to start of accumulates."';
Event(j).tx = 0;

Event(j).rcv = 0;

Event(j).recon = 0;
Event(j).process = 0;
Event(j).seqControl = 9;

=0+

Event(j).info = 'Transfer data to host.';
Event(j).tx = 0;

Event(j).rcv = 0;

Event(j).recon = 0;
Event(j).process = 0;
Event(j).seqControl = 10;

SeqControl (10) .command =

nsc = nsc+1;

i =1i+L

Event(j).info = 'Perform
Event(j).tx = 0;

reconstruction

transferToHost ';

and image display processing.';
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Event(j).rev = 0;
Event(j).recon = 0;
Event(j).process = 2; %set to 1 for frequency domain processing, to 2 for time domain
i=i+L
end
Event(j).info = '"Jump back to Event 1.';
Event(j).tx = 0; % no TX structure.
Event(j).rcv = 0; % no Rev structure.
Event(j).recon = 0; % no reconstruction .
Event(j).process = 0; % no processing

Event(j).seqControl = 3; % jump back to Event 1

% User Specified control elements
UI(1).Control = {'UserA2','Style','VsSlider','Label', ' Trig. delay ( s )',..
'SliderMinMaxVal' ,[135,300,180],...
"SliderStep ' ,[0.01,0.1], 'ValueFormat ', ' %3.2f"};
UI(1).Callback = text2cell ('%TrigDelayCallback"');
UI(2).Control = {'UserB1"','Style','VsPushButton','Label"','Save'};
UI(2).Callback = text2cell ('%ImSaveCallback');

EF(1).Function = vsv.seq.function.ExFunctionDef( 'rekon_.OA_freqdom_LEGION"', @
rekon_-OA _freqdom_LEGION) ;

EF(2).Function = vsv.seq.function.ExFunctionDef('PA_Reconstruct. DNS_LEGION"', @
PA_Reconstruct_DNS_LEGION) ;

save ('MatFiles/IMA_C5_3_PA_standAlone_avg"');

return
%% Callback routines
%TrigDelayCallback
SeqControl = evalin ('base','SeqControl"');
Resource = evalin('base','Resource');
for n =5
SeqControl (n) .command = 'triggerOut';
SeqControl(n).condition = 'syncNone';
SeqControl (n) .argument = fix (UIValue) *250;
end
assignin ('base','SeqControl',SeqControl);
Control = evalin('base',' Control"');
Control (1) .Command = 'update&Run';

Control(1).Parameters = {'SeqControl'};
assignin ('base',' Control',Control);
return

%TrigDelayCallback

Y%ImSaveCallback
folder = ['IMA C5-3 Scripts\IMA_C5_3_.PA_Data\' date '\'];
saveName = ['PA_' datestr (rem(now,1) , 'HHMMSS') '.mat'];
H = findobj('Type','Figure', 'Name', 'IMA_C5-3 PAI');
H = figure (H.Number) ;
ImageData = getimage (H) ;
XLim = H.CurrentAxes.XLim;
YLim = H.CurrentAxes.YLim;
if not(exist(folder) = 7)
mkdir (folder);
end
uisave ({ 'ImageData','XLim','YLim'},[folder saveName]) ;
return
%ImSaveCallback

function rekon = rekon_OA_freqdom_LEGION (RData)

Resource = evalin ('base','Resource');

DSrate = 1; %downsampling rate, speeds up reconstruction but loses quality
F = 20«xDSrate; %sample frequency (MHz)

pitch = 0.3; % element pitch

¢ = Resource.Parameters.speedOfSound /1000;

delay = 0;

zeroX = 0;

zeroT = 0;

coeffT = 1;

samplingX = 1;

Mapping = dlmread (20180627 AMP128—18 channel map.csv',';',1,3); %

Mapping = [Mapping; Mapping+128];
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RData = RData(1l:DSrate:end,:) ';
RDataRearranged = zeros (size (RData));
for n = 1:256
RDataRearranged (n,:) = RData(Mapping(n) ,:);
end
RData = RDataRearranged;

% signal data is transposed in order to fit to the algorithm
% which was initially implemented for element index
% corresponding to matrix lines

% DATA DIMENSIONS
% dimension of the signal and image in number of samples

X = size (RData,l);

Z = size (RData,2);

T = Z;

% corresponding physical dimension of signal and image in [mm)]
Xextent = Xxpitch;

Zextent = Zxc/F;

Textent = Txc/F;

crossingpoint = Xextent /2;

xses = (1:X)#*pitch — crossingpoint;
tses = (40.0/c)*(1—sqrt (1+((xses)/40.0).72));
for lineind = 1:X
delayind = round(tses(lineind)x*F);
RData(lineind ,:) = circshift (RData(lineind ,:) ,[0 —delayind]) ;
end
[kx,kz] = ndgrid([—ceil ((X—1)/2):floor ((X—1)/2)]/Xextent,...
[—ceil ((Z—1)/2):floor ((Z—1)/2)]/ Zextent) ;
kt = kz;

% 1D array containing values of kt

kate = [—ceil ((Z—1)/2):floor ((Z—1)/2)]/ Zextent;
% maximum value of kt
katemax = ceil ((Z—1)/2)/Zextent;

kt2 = —sqrt (kz."24+kx."2)

kt2 (kz==0&kx==0) = 1;

jakobiante = kz./kt2;

jakobiante (kz==0&kx==0) = 1;

kt2 (kz==0&kx==0) = 0;

samplfreq = T/Textent;

kt2 = mod(kt2+samplfreq/2,samplfreq) — samplfreq/2;

)

sigtrans = fft2 (RData);
sigtrans = fftshift (sigtrans);
sigtrans (kz>0) = 0;
ptrans = zeros (X,Z);
nTup = ceil ((coeffT —1)/2);
nTdo = floor ((coeffT —1)/2);
ktrange = —nTdo:nTup;
for xind = 1:X
ktind = round (kt2(xind ,:)*Textent)+ ceil ((T—1)/2) + 1;
ktind = ktind '*ones(1,coeffT) 4+ ones(T,1)xktrange;
ktind (ktind>T) = ktind (ktind >T)—T;
ktind (ktind <1) = ktind (ktind <1)+T};
V = sigtrans (xind + (ktind —1)=*X);
Kt = kt(xind + (ktind—1)*X);
deltakt = kt2(xind ,:) '*ones(1l,coeffT) — Kt; % the distance between kt2 and kt
coeff = ones(T,coeffT); % prepare the coefficient matrix
help = deltakt " =0;
coeff(help) = (1 — exp(—2+pixlixdeltakt(help)*Textent))./...
(2xpixlixdeltakt (help)*Textent);

ptrans(xind ,:) = sum(V.*coeff ,2)."'.xjakobiante(xind ,:) ;

end
ptrans (kt>0) = 0; % only negative kt are valid, 19/11/12

ptrans = ptrans.xexp(—2*pi*xlixkt2xdelay=c);
ptrans = ptrans.xexp(2*pixlixkzxdelayxc);

p = real (ifft2 (ifftshift (ptrans)));
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p(:,1:100) = 0;

rekon = abs(hilbert(p'));

H = findobj('Type', "' Figure', 'Name',6 'IMA_C5-3 PAI');

figure (max(H. Number) )

persistent RfHandle

if isempty(RfHandle) || “ishandle (RfHandle)
RfHandle = H. Children;

end

xAx = linspace(—Xextent/2,Xextent /2,size (rekon,1));
zAx = linspace (0,Zextent ,size (rekon,2));

imagesc (RfHandle ,xAx,zAx, rekon)

daspect ([1 1 1])

colorbar

drawnow

end

function PA_Reconstruct_DNS_LEGION (RData)

%% Initialisation get Tx delay map from fit
bl t=1 J
Resource = evalin ('base','Resource');

Fs = 20e6; %sample rate (Hz)
R = 40e—3; %array radius of curvature (m)
reconLat = 300xle—6; %lateral pixel size
reconAx = 100xle—6; %axial pixel size
startDepth = 0; %start depth in m
endDepth = 70e—3; %depth of image in total (m)
SoS = Resource.Parameters.speedOfSound;
zStep = SoS/Fs; %axial step size in RF data (m)
elementPitch = 0.3e—3;
xAxis = —127.5%xelementPitch:reconLat:127.5xelementPitch;
zAxis = startDepth:reconAx:endDepth;
num_TimePoints = size (RData,1);
num_ScanElements = 256;
numLines = length (xAxis) ;
numPoints = length (zAxis);
elLatPos = R#sin ((—127.5:127.5)xelementPitch/R); %lateral positions of elements
elAxPos = 2*Rxsin ((—127.5:127.5)*elementPitch /(2%R))."2; %axial positions of elements
Y%rearrange RF data for LEGION amp, filter data
RDataRearranged = zeros (size (RData));
Mapping = dlmread (20180627 AMPI128-18 channel map.csv',';' ,1,3);
Mapping = [Mapping; Mapping+128];
fcutlow=1eb6;
fcuthigh=6.5€6;
[b,a]=butter (6 ,[fcutlow , fcuthigh]/(Fs/2), 'bandpass');
for n = 1:256
RDataRearranged (: ,n) = filter (b,a,RData(:,Mapping(n)));
end
RData = RDataRearranged;

%% Delay—and—sum section

BfData = zeros (numPoints ,numLines) ;

SngIndMat = (ones(numPoints,1) *(0:numPoints: numPoints*numLines—1)) '; %linear indexing of
matrix

openingAngle = 30;%single detector element opening half—angle in degrees

for element = l:num_ScanElements
Lmap = sqrt ((ones (numPoints,1)*xabs(xAxis — ones(1,numLines)*elLatPos(element)))."2 +

((zAxis—elAxPos (element)) '*ones (1,numLines))."2);

11 = Lmap.*(zInterface —elAxPos(element))./((zAxis—elAxPos(element)) '*ones(1,numLines)

12 = Lmap — 11;
indexMap = round (((11/SoSint)+(12/SoS))*Fs);

indexMap (indexMap > num_TimePoints) = num_TimePoints;
indexMap (indexMap = 0) = 1;
N = 1l:numLines;

zStartInd = ones(numPoints,1)*floor ((abs((N — element*(elementPitch/reconLat) + 1)) *(
elementPitch)/tand (openingAngle))/zStep);
direcMap = (indexMap > zStartInd);%account for directivity per element
for n = l:numPoints+max(SngIndMat (:) )
if direcMap(n) =1
BfData(n) = BfData(n) + RData(indexMap(n) ,element);
end
end
end
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%% Compound, display and save .fig and .txt

H = findobj('Type', "' Figure','Name',6 'IMA_C5-3 PAI');

figure (max(H. Number) )

persistent RfHandle

if isempty(RfHandle) || “ishandle (RfHandle)
RfHandle = H. Children;

end

imagesc (RfHandle ,1e3*xAxis,le3*zAxis,abs(hilbert (BfData)))

daspect ([1 1 1])

colorbar

drawnow

end
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Appendix III. MATLAB-script for reconstructing the photoacoustic image.

%% PA_Reconstruct_C5_3_DNS.m

% David Thompson 04—05—2022

% Uses time—domain delay—and—sum algorithm to reconstruct photoacoustic images from
% curved C5-3 US probe

0

%

% Inputs: double reconLatMicron lateral pixel size of reconstructed image [ m |

% double reconAxMicron — axial pixel size of reconstructed image [ m |

% double latRange — lateral display range [mm] [minValue, maxValue]

% double axRange — axial display range [mm] [minValue, maxValue]

% double SoS — medium sound speed [m/s]

% double SoSint interface region sound speed [m/s] only relevant if

% there is an interface piece with a sound speed mismatch with

% the phantom or medium being imaged

% char filePath , path to the folder in which your RF data is saved

%

% Outputs: Generates a figure, which is also saved in a .fig file

% Saves a .txt file with reconstructed pixel values

T

function PA_Reconstruct_C5_3_DNS(reconLatMicron ,reconAxMicron,latRange ,axRange,SoS, SoSint
,filePath)

Y%open desired data — uses helper function opendata, should also be on path

[RfData, folder ,fileName] = opendata(filePath ,'fileType"', 'mat');
% average RF data
RfData = sum(RfData.RcvData{1},3)./size (RfData.RcvData{1},3);
% remap data because LEGION pre—amp used
RD_remapped = zeros(size (RfData));
channelMap = dlmread('20180627 AMP128-18 channel map.csv',';"',1,3);
channelMap = [channelMap; channelMap+128];
for n = 1:256
RD_remapped (: ,n) = RfData (:,channelMap(n));
end
RfData = RD_remapped;
%% Initialisation of variables
Fs = 20e6; %sample frequency
R = 40e—3; %probe radius of curvature
zInterface = 22e—3; %depth of interface piece (only relevant if SoSint =/= SoS
reconLat = reconLatMicronxle—6;
reconAx = reconAxMicronx*1le—6;
startDepth = 0; %start depth [m]
endDepth = 70e—3; %depth of image in total [m]
zStep = SoS/Fs; %axial step size [m]
elementPitch = 0.3e—3; %element pitch [m]

xAxis = —127.5%elementPitch:reconLat:127.5+elementPitch; %xAxis (lateral) for
reconstructed data
zAxis = startDepth:reconAx:endDepth; %zAxis (axial) for reconstructed data

num_TimePoints = size (RfData,1);
num_ScanElements = 256;
numLines = length (xAxis) ;

numPoints = length (zAxis);
elLatPos = Rxsin ((—127.5:127.5)*elementPitch/R);
elAxPos = 2xRxsin ((—127.5:127.5)«xelementPitch /(2+R))."2;
%% filter RF Data
fcutlow = 2e6;
fcuthigh = 6e6;
[b,a]=butter (6 ,[fcutlow , fcuthigh]/(Fs/2), 'bandpass');
for n = 1: 256
RfData (:,n) = filter (b,a,RfData(:,n));

end
%% Delay—and—sum section
BfData = zeros (numPoints ,numLines) ;
SngIndMat = (ones(numPoints,1) *(0:numPoints: numPoints*xnumLines—1)) '; %linear indexing of
matrix, suspect this can be rewritten in matrix form for improved efficiency
openingAngle = 30;%single detector element opening half—-angle in degrees
N = 1l:numLines;
tic
for element = l:num_ScanElements
Lmap = sqrt ((ones (numPoints,1)*xabs(xAxis — ones(1,numLines)*elLatPos(element)))."2 +
((zAxis—elAxPos(element)) 'xones (1 ,numLines))."2);
11 = Lmap.*(zInterface —elAxPos(element))./((zAxis—elAxPos(element)) '*xones(1,numLines)

) ’
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12 = Lmap — 11;

indexMap = round (((11/SoSint)+(12/SoS))*Fs);

indexMap (indexMap > num_TimePoints) = num_TimePoints;

indexMap (indexMap = 0) = 1;

zStartInd = ones(numPoints,1)*floor ((abs((N — element*(elementPitch/reconLat) + 1)) *(
elementPitch)/tand (openingAngle))/zStep);

direcMap = (indexMap > zStartInd);%account for directivity per element
for n = l:numPoints+max(SngIndMat (:) )
if direcMap(n) =1
BfData(n) = BfData(n) + RfData(indexMap(n) ,element);
end
end
end
toc

%% Envelope, display and save .fig and .txt
plotData = abs(hilbert (BfData));

figure;

savelm = imagesc(le3xxAxis,le3xzAxis,plotData);
axis ([latRange axRange])

daspect ([1 1 1])

colormap hot

xlabel ('x (mm)")

ylabel('z (mm)")

set (gca, 'fontname' , ' Corbel', ' fontsize' ,14)

colorbar

saveas (savelm ,[ folder '\' fileName '_recon_' num2str(reconLatMicron) 'x' num2str(
reconAxMicron) '_micronStep' num2str(SoS) 'mps.fig'])

% saveas (savelmLog ,[ folder '\' fileName '_recon_' num2str(reconLatMicron) 'x' num2str(
reconAxMicron) '_micronStep_log_filt.fig '])

dlmwrite ([ folder '\' fileName '_recon_' num2str(reconLatMicron) 'x' num2str(reconAxMicron

) '_micronStep.-' num2str(SoS) 'mps.txt'],BfData);
% cd C:\ Users\ThompsonD\Documents\MATLAB
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Appendix IV. MATLAB-script for obtaining the average PA signal of the ROI.

7{

This file collects the average PA value of a defined ROI for every measurement.
This is done by running the function RF_data_collector, which generates a

matrix for every measurement containing PA values for every pixel in the picture.
One set of measurement contains 40 files (5 concentrations, 8 wavelengths).

This script is now designed to do multiple sets of measurement. When one

set is done, adjust the first index (a) of the roi_-value_test/ref and
average_roi_test/ref(a,i)

%}

%% Preallocating variables, run this section one time

num _files 40;

roi_values_test = cell (6, num_files);
roi_values_ref = cell (6, num_files);
average_roi_test = zeros (6,num-_files);
average_roi_ref = zeros(6,num_files);

x_length = 256;
y-length = 701;
[x, y] = meshgrid(l:x_length, 1:y_length);

%% Automaticaly select ROI and then calculate average signal
close all

[RF_data_norm, num_files] = RF_data_collector (300,100,[—30,30],[0,70],1485,1485);
%Define the region of interest. This script takes a circular ROI.

Y%X—value center of circle.

x.-roi_center_test = 143; %24 and 39 mm depth
x_-roi_center_ref = 106; %24 and 39 mm depth
%Y—value center of circle

%y _roi_center = 246; %24 mm depth
y-roi_center = 390; %39 mm depth

radius = 16;

for i = l:num_files
%ROI of test tube
roi_values_test{1,i} = RF_data_norm{i}(((x —x_roi_center_test). 24 (y—y-roi_center)
."2)<=radius "2); %Taking only PA values of ROI
average_roi_test (1,i)= sum(sum(roi_-values_test{1,i}))/numel(roi_values_test{1,i});
%Calculating average PA value in total ROI

%ROI of reference tube

roi_values_ref{l,i} = RF_data_norm{i}(((x —x-roi_center_ref)."24(y—y-roi_center)."2)
<=radius "2); %Taking only PA values of ROI

average_roi_ref(1,i)= sum(sum(roi-values_ref{1,i}))/numel(roi_-values_ref{1,i}); %
Taking only PA values of ROI

%To show the ROI of the test and reference tube in a photoacoustic image
if 1 ==1
roi_location = zeros (701, 256);
roi_location (((x —x_roi_center_test). 24+ (y—y-roi_center)." 2)<=radius 2)=10%10"4;
%square ROI
roi_location (((x —x_roi_center_ref). 24 (y—y-roi_center). 2)<=radius"2)=10%10"4;
%square ROI

figure () ;
RF_data_norm_img = RF_data_norm{i} + roi_location;
imagesc (RF_data_norm_img) ; Y%wrong image proportions, but correct for ROI

selection .
xlabel (' Pixel value'), ylabel('Pixel value")
title (' Showing ROI selection')
end

end

%% PA vs wavelenght , no compensation for one measurement

wavelengths = [680, 710, 740, 775, 795, 820, 850, 900]; Y%wavelengths measured ,
adjust if necessary
figure (1)
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plot (wavelengths , average_roi_test(4,1:8), 'Linewidth', 1.5) Y%rows of
average_roi_test determine the measurement, select the desired one.

hold on

plot (wavelengths, average_roi_test(4,9:16), 'Linewidth', 1.5)

hold on

plot (wavelengths , average_roi_test (4,17:24), 'Linewidth', 1.5)

hold on

plot (wavelengths, average_roi_test(4,25:32), 'Linewidth', 1.5)

hold on

plot (wavelengths , average_roi_test (4,33:40), 'Linewidth', 1.5)

hold on

title (' Photoacoustic signal vs wavelength for 5 concentrations of India Ink at 39 mm
depth','FontSize', 16)

xlabel ('wavelength (nm)','FontSize', 16), ylabel('Photoacoustic signal (a.u.)','FontSize"

) 16)

legend (' a = 0.391 India Ink', ' a = 0.529 India Ink', ' a = 0.814 India Ink',' a =
1.044 India Ink',' a = 1.608 India Ink','FontSize', 14)

hold off
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Appendix V. MATLAB-script for analysing the data and obtaining all the plots.

%% Analyse the PA signal from the test tube and make various plots

7of

In this script, multiple plots will be generated to analyse the data. To be

able to run the script, the following files have to be loaded:

00 _average_roi-ref.mat, 00_average_roi_-test .mat

These files contain the uncompensated average PA value of the ROI of all measurements for
the

reference tube and the test tube, respectively.

This script consists of three parts. The first part compensate all the test tube signals
for the reference tube.

The second and third part contain the same code, but the second part is

aimed at the analysis of the tubes located at 24 mm depth and the third part at the tubes
located at 39 mm depth.

%}

%% Load constants, these are the known absorbance values and absorption coefficients
%Every absorbance is concentration and wavelength dependend.

wavelengths = [680, 710, 740, 775, 795, 820, 850, 900];

Abs_500= [8.52, 8.1, 7.692, 7.308, 7.08, 6.84, 6.552, 6.144];

Mu_500 = logl10(10." Abs_500)/logl0 (exp (1 )) /10

Abs_750 = [5.672, 5.4, 5.128, 4.864, 4.704, 4.544, 4.352, 4.04];
Mu.750 = logl0(10." Abs_750)/logl0(exp(1)). /10

Abs_1000 = [4.116, 3.918, 3.732, 3.54, 3.426, 3.312, 3.168, 2.952];
Mu_1000 = 1logl10(10." Abs_ 1000)/10g10(exp(1)) /10

Abs_1500 = [2.72, 2 592, 2.468, 2.336, 2.264, 2.176, 2.092, 1.968];
Mu_1500 = loglO(lO " Abs_ 1500)/10g10(exp(1)) /10

Abs_2000 = [2.088, 1.989, 1.893, 1.797, 1.74, 1. 674 1.608, 1.506];
Mu_2000 = log10 (10." Abs.2000)/log10 (exp(1))./10;

%Computing the estimated absorption coefficient by using weight factors

for i = 1:6
wait_ref_500(i,:) = Mu_2000./average_roi_ref(i,33:40); Jettok <sSAGROW

>

wait_ref_750(i,:)= Mu_-2000./average_roi_ref(i,25:32);
wait_ref_1000(i,:)= Mu_2000./average_roi_ref(i,17:24);
wait_ref_1500(i,:)= Mu_-2000./average_roi_ref(i 9 16)
wait_ref_2000(i,:)= Mu-2000./average_roi_-ref(i 8);

waited_test_500(i,:) = average_roi_-test(i,33:40) .x wait_ref_500(i,:);
waited_test_750(i,:) = average_roi-test(i,25:32) .*x wait_ref_750(i,:);
waited_test_1000(i,:) = average_roi_-test(i,17:24) .x wait_ref_1000(i,:);
waited_test_1500 (i ,:) = average._roi_test (i 9 16) .+ wait_ref_1500(i,:);
waited_test_2000(i,:) = average_roi_test(i,1:8) .x wait_ref_.2000(i,:);

end

Y%making seperate matrices for the estimated mu.a values for every measurement

estimated_mu-24mm_1 = [waited_test-2000(1,:); waited_-test_1500(1,:);waited_test_1000 (1,:)
;waited_test_750 (1,:); waited_test_500 (1,:) ];

estimated_-mu-24mm_2 = [waited_test_-2000(2,:); waited_test_1500(2,:);waited_test_1000(2,:)
;waited_test_750(2,:); waited_test_500(2,:) |;

estimated_-mu_-24mm_3 = [waited_test-2000(3,:); waited_test-1500(3,:);waited_test_-1000(3,:)
;waited_test_750 (3 ,:); waited_test_500 (3,:) |;

estimated_.mu_-39mm_1 = [waited_test_-2000(4,:); waited_test-1500(4,:);waited_test_-1000(4,:)
;waited_test_750 (4 ,:); waited_-test_500(4,:) ];

estimated_.mu_39mm_2 = [waited_test_2000(4,:); waited_test_-1500(5,:);waited_test_-1000(5,:)
;waited_test_750 (5,:); waited_-test_500(5,:) ];

estimated_.mu_39mm_3 = [waited_test_2000(6,:); waited_test_-1500(6,:);waited_test_1000(6,:)
;waited_test_750 (6 ,:); waited_test_500 (6,:) |;

actual_mu = [Mu_2000; Mu_1500; Mu_1000; Mu_750; Mu_500];

%% showing reference signal after compensating with its own weight factors
%Reference signal without compensation

figure (1)

plot (wavelengths, average_roi_ref (1, 33:40),'linewidth"',1.5)
hold on

plot (wavelengths , average_roi_ref (1, 25:32),'linewidth"' 1.5)
hold on

plot (wavelengths , average_roi_ref (1, 17:24),'linewidth"' 1.5)
hold on

plot (wavelengths, average_roi_ref (1, 9:16),'linewidth' ,1.5)
hold on

plot (wavelengths, average_roi_ref (1, 1:8),'linewidth' ,1.5)
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hold off
title (' Average PA value from reference tube next to five different test tubes')
xlabel (*wavelength (nm)'), ylabel('PA value (a.u.)")

legend ( 'Next to test tube a = 0.391 India Ink', 'Next to test tube a = 0.529 India
Ink', 'Next to test tube a = 0.814 India Ink','Next to test tube a = 1.044 India
Ink','Next to test tube a = 1.608 India Ink"')

hold off

Y%reference signal forced to absorption spectrum

figure (2)

plot (wavelengths, wait_ref_.500(1,:).*xaverage_roi_ref (1, 33:40),'linewidth"',1.5)
hold on

plot (wavelengths, wait_ref_750(1,:).xaverage_roi_ref (1, 25:32),'linewidth"',1.5)
hold on

plot (wavelengths, wait_ref_.1000(1,:).*xaverage_roi_ref (1, 17:24),'linewidth"',1.5)
hold on

plot (wavelengths, wait_ref_.1500(1,:).*xaverage_roi_ref (1, 9:16),'linewidth"' ,1.5)
hold on

plot (wavelengths , wait_ref_2000(1,:) .*xaverage_roi_ref (1, 1:8),'linewidth"',1.5)
hold off

title (' Reference tube forced to absorption spectrum')

xlabel (' wavelength (nm)'), ylabel('Absorption coefficient \mu.a (mm {—1})")

legend ( 'Next to test tube a = 0.391 India Ink', 'Next to test tube a = 0.529 India
Ink', 'Next to test tube a = 0.814 India Ink','Next to test tube a = 1.044 India
Ink','Next to test tube a = 1.608 India Ink')

hold off

%test tube without compensating

figure (3)

plot (wavelengths , average_roi_-test (1, 33:40),'linewidth"' ,1.5)

hold on

plot (wavelengths, average_roi_-test (1, 25:32),'linewidth"' ,1.5)

hold on

plot (wavelengths, average_roi_test (1, 17:24),'linewidth"',1.5)

hold on

plot (wavelengths, average_roi_test (1, 9:16),'linewidth"',1.5)

hold on

plot (wavelengths, average_roi_test (1, 1:8),'linewidth' ,1.5)

hold off

title (' Average PA value from different India Ink concentrations, not compensated')
xlabel ('wavelength (nm)'), ylabel('PA value (a.u.)"')

legend (' a = 0.391 India Ink', ' a = 0.529 India Ink', ' a = 0.814 India Ink',' a =
1.044 India Ink',' a = 1.608 India Ink"')
hold off

%test tube compensated for differences in ref tube

figure (4)

plot (wavelengths, wait_ref_.500(1,:).*xaverage_roi_test (1, 33:40),'linewidth"',1.5)
hold on

plot (wavelengths, wait_ref_750(1,:).*xaverage_roi_test (1, 25:32),'linewidth"',1.5)
hold on

plot (wavelengths , wait_ref_1000 (1,:).xaverage_roi_test (1, 17:24),'linewidth"' ,1.5)
hold on

plot (wavelengths, wait_ref_.1500(1,:).xaverage_roi_test (1, 9:16),'linewidth"',1.5)
hold on

plot (wavelengths , wait_ref_2000(1,:) .*average_roi_test (1, 1:8),'linewidth"',1.5)
hold off

title ('Estimated \mu.a from different India Ink concentrations, compensated for reference

tube ")

xlabel (*wavelength (nm)'), ylabel('Estimated \mu.a (mm"{—1})")

legend (' a = 0.391 India Ink', ' a = 0.529 India Ink', ' a = 0.814 India Ink',' a =
1.044 India Ink','" a = 1.608 India Ink')

hold off

%% Waiting test tube with wait factor from ref tube, to gain absorbance spectrum, 24 mm
depth

%Plot compensated test tube over wavelength, average of all three measurements

figure (1);

%calculating the average PA value per wavelength for three measurements
all_2000_test = [waited_test_2000(1,:);waited_test_2000(2,:);waited_test_2000(3,:) ];
err-2000 = std(all_-2000_test); P%calculating standard deviation.

avg_ 2000 = (waited_test_2000(1,:)+waited_test_-2000(2,:)+waited_test_2000(3,:))/3;
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errorbar (wavelengths, avg_2000, err_2000,'-o', 'linewidth', 1.5) %plot average PA value
with errorbar

hold on

all_1500_test = [waited_test_1500(1,:);waited_test_-1500(2,:); waited_-test_-1500(3,:)];
err-1500 = std(all_-1500_test);

avg_1500 = (waited_test_-1500(1,:)+waited_test_1500 (2,:)+waited_test_1500(3,:))/3;
errorbar (wavelengths, avg_1500, err_1500, '—o', 'linewidth"', 1.5)

hold on

all_1000_test = [waited_test_-1000(1,:);waited_test_1000(2,:);waited_test_1000(3,:) ];
err-1000 = std(all-1000-test);

avg_1000 = (waited_test_1000 (1,:)+waited_test_-1000 (2,:)+waited_test_1000 (3,:))/3;
errorbar (wavelengths, avg-1000, err-1000,'-o', 'linewidth', 1.5)

hold on

all_750_test = [waited_test_750(1,:);waited_test_750(2,:); waited_test_750(3,:)];
err_.750 = std(all_750_test);
avg_ 750 = (waited_-test_750(1,:)+waited_test_750(2,:)+waited_test_750(3,:))/3;

errorbar (wavelengths , avg_750, err.750,'—o', 'linewidth', 1.5)
hold on

all_500_test = [waited_-test_500(1,:);waited_test_500(2,:);waited_test_500(3,:)];
err_ 500 = std(all_500_test);
avg_ 500 = (waited_-test_-500(1,:)+waited_test_500(2,:)+waited_test_500(3,:))/3;

errorbar (wavelengths, avg_500, err-500,'—0o', 'linewidth', 1.5)

hold off

title ('Estimated absorption coefficient vs wavelength for mutliple concentrations,
compensated with weight factors from reference tube, 24 mm depth', 'Fontsize', 20)

xlabel ('wavelength (nm)', 'Fontsize', 20), ylabel('Estimated absorption coefficient (mm
—1)', 'Fontsize', 20)

legend (' a = 0.391 India Ink', ' a = 0.529 India Ink', ' a = 0.814 India Ink',' a =
1.044 India Ink',' a = 1.608 India Ink', 'Exponential fit', 'Fontsize', 20)

%Making exponential fit

log_2000 = log(avg-2000);
Prime_2000=polyfit (wavelengths ,1log_-2000,1) ;
Prime_a_2000=Prime_2000(2) ;
Prime_b_2000=Prime_2000(1) ;

log-1500 = log(avg-1500);
Prime_1500=polyfit (wavelengths ,1log_-1500 ,1) ;
Prime_a_1500=Prime_1500(2) ;
Prime_b_1500=Prime_1500(1) ;

log-1000 = log(avg-1000);
Prime_1000=polyfit (wavelengths ,1log_1000,1) ;
Prime_a_1000=Prime_1000 (2) ;
Prime_b_1000=Prime_1000(1) ;

log-750 = log(avg-750);

Prime_750=polyfit (wavelengths ,log_750 ,1);
Prime_a_750=Prime_750(2) ;
Prime_b_750=Prime_750 (1) ;

log_500 = log(avg_-500);

Prime_500=polyfit (wavelengths ,log_500,1);
Prime_a_500=Prime_500(2) ;
Prime_b_500=Prime_500 (1) ;

%Plot estimated mu.a and actual mu.a vs wavelength

figure (2)

plot (wavelengths , exp(Prime_a_2000)x*exp (wavelengths*Prime_b_2000),'—*"', 'Linewidth', 3)
hold on

plot (wavelengths , exp(Prime_a_1500)x*exp (wavelengths*Prime_b_1500),'—*"','Linewidth', 3)
hold on

plot (wavelengths , exp(Prime_a_1000)x*exp (wavelengths*Prime_b_1000),'—*', 'Linewidth', 3)
hold on

plot (wavelengths , exp(Prime_a_750)+*exp(wavelengths*Prime_b_750),'+', 'Linewidth"', 3)
hold on

plot (wavelengths , exp(Prime_a_500)+*exp(wavelengths*Prime_b_500),
hold on

plot (wavelengths

', 'Linewidth', 3)

actual_mu, 'r—.','Linewidth', 2)
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hold off

ylim ([0,2])

title ('Estimated and actual absorption coefficient vs wavelength for mutliple
concentrations , compensated with weight factors from reference tube, 24 mm depth',
Fontsize', 20)

xlabel (' wavelength (nm)', 'Fontsize', 20), ylabel('Estimated absorption coefficient (mm
1)", 'Fontsize', 20)

legend (' a = 0.391 India Ink', ' a = 0.529 India Ink', ' a = 0.814 India Ink',' a =
1.044 India Ink','" a = 1.608 India Ink', 'Actual a ', 'Fontsize', 20)

expfit_2000 = exp(Prime_a_2000)*exp(wavelengths*Prime_b_2000) ;
expfit_-1500 = exp(Prime_a_1500)*exp(wavelengths*xPrime_b_1500);
expfit_1000 = exp(Prime_a_1000)x*exp(wavelengths*Prime_b_1000);
expfit_750 = exp(Prime_a_750)+*exp(wavelengths*Prime_b_750);
expfit_500 exp (Prime_a_500)*exp (wavelengths*Prime_b_500) ;

%Plot actual mu.a vs estimated mu_.a

figure (3)

scatter (actual-mu (1,:), expfit-2000,140, " '+"','Linewidth', 1.5)
P_2000 = polyfit(actual_-mu(1,:), expfit_-2000,1);

yfit_.2000 = polyval (P_2000, actual-mu(1,:));

hold on

plot (actual-mu(1,:),yfit-2000,'—.', ' Linewidth', 3);

hold on

eqn_-2000 = string (” Linear fit for \mu.a=0.391: y =7 + P_2000(1)) + "x + 7 + string(
P_2000(2)) ;

scatter (actual-mu (2,:), expfit_-1500,140, " '+"','Linewidth', 1.5)
P_1500 = polyfit(actual.mu(2,:), expfit_-1500,1);
yfit_1500 = polyval (P_-1500, actual-mu(2,:));

hold on

plot (actual-mu(2,:) ,yfit-1500 ,'—.', ' Linewidth', 3);

hold on

eqn_1500 = string (” Linear fit for \mu.a=0.529: y =7 4 P_1500(1)) + ”"x + ” + string(
P_1500(2));

scatter (actual-mu (3,:), expfit_-1000,140, " '+"','Linewidth', 1.5)
P_1000 = polyfit (actual_.mu(3,:), expfit_-1000,1);
yfit_1000 = polyval (P_1000, actual-mu(3,:));

hold on

plot (actual-mu(3,:),yfit_-1000,"'—."', 'Linewidth', 3);

hold on

eqn_1000 = string (” Linear fit for \mu.a=0.814: y =7 + P_1000(1)) + "x + 7 + string(
P_1000(2));

scatter (actual-mu (4,:), expfit_-750,140, " '+"', ' Linewidth', 1.5)
P_750 = polyfit (actual_-mu(4,:), expfit_-750,1);
yfit_750 = polyval(P_750, actual-mu(4,:));

hold on

plot (actual_-mu(4,:),yfit_-750 ,'—.','Linewidth', 3);

hold on

eqn_750 = string (” Linear fit for \mu.a=1.044: y =" + P_750(1)) + "x + 7 + string (P_750
(2));

scatter (actual-mu (5,:), expfit_-500,140, '+"','Linewidth', 1.5)
P_500 = polyfit (actual_-mu(5,:), expfit_-500,1);
yfit-500 = polyval (P_.500, actual-mu(5,:));

hold on

plot (actual_mu (5,:) ,yfit_-500 ,'—.','Linewidth"', 3);

hold off

eqn_500 = string (” Linear fit for \mu.a=1.608: y =" + P_500(1)) + "x + 7 + string (P_500
(2));

<lim ([0,2]) ,ylim ([0 ,2])

legend ('',eqn-2000, '',eqn-1500, '',eqn-1000,"'', eqn-750,'"', eqn-500, 'Fontsize', 18)

title ("Actual vs estimated \mu.a for all five concentrations India Ink, Tubes located at
24 mm depth', 'Fontsize', 20)

xlabel (' Actual \mu.a (mm {—1})','Fontsize', 20), ylabel ('Estimated \mu.a (mm" {—1})',"
Fontsize', 20)
slopes = [P_2000(1), P_1500(1),P_1000(1) ,P_750(1),P_500(1) ];

conc = [0.391, 0.529, 0.814, 1.044, 1.608];

95




UNIVERSITY OF TWENTE.

estimated_mu_680 = [avg_-2000(1), avg_-1500(1),avg-1000(1),avg_-750(1) ,avg-500(1) ];
estimated_mu_-710 = [avg-2000(2), avg-1500(2),avg-1000(2),avg_-750(2) ,avg-500(2) |;
estimated-mu_-740 = [avg-2000(3), avg-1500(3) ,avg-1000(3) ,avg-750(3) ,avg-500(3) |;
estimated_.mu_775 = [avg,2000(4), avg-1500(4) ,avg_1000(4) ,avg-750(4) ,avg_500(4) ];
estimated_-mu_-795 = [avg_2000(5), avg-1500(5) ,avg-1000(5) ,avg-750(5) ,avg_-500(5) |;
estimated_-mu_820 = [avg_2000(6), avg_-1500(6) ,avg-1000(6) ,avg_-750(6) ,avg_500(6) |;
estimated_-mu_-850 = [avg_-2000(7), avg-1500(7) ,avg-1000(7) ,avg-750(7) ,avg_-500(7) ];
estimated_-mu_900 = [avg_2000(8), avg_-1500(8) ,avg_-1000(8) ,avg_-750(8) ,avg_500(8) ];

%exponential fit through data points of estimated mu.a values
log 680 = log(estimated_-mu_680);

Prime_680=polyfit (conc,log-680 ,1);

Prime_a_680=Prime_680(2) ;

Prime_b_680=Prime_680 (1) ;

log_-710= log(estimated-mu_710);
Prime_710=polyfit (conc,log_710,1);
Prime_a_710=Prime_710(2) ;
Prime_b_710=Prime_710(1) ;

log-740= log (estimated-mu_740);
Prime_740=polyfit (conc,log_-740 ,1);
Prime_a_740=Prime_740(2);
Prime_b_740=Prime_740(1) ;

log_775= log (estimated-mu_775);
Prime_775=polyfit (conc,log_775 ,1);
Prime_a_775=Prime_775(2) ;
Prime_b_775=Prime_775 (1) ;

log_795= log(estimated_ mu_795);
Prime_795=polyfit (conc,log-795 ,1);
Prime_a_795=Prime_795(2) ;
Prime_b_795=Prime_795 (1) ;

log_820= log(estimated_mu_820);
Prime_820=polyfit (conc,log-820,1);
Prime_a_820=Prime_820(2) ;
Prime_b_820=Prime_820 (1) ;

log_850= log (estimated_-mu_850);
Prime_-850=polyfit (conc,log-850 ,1);
Prime_a_850=Prime_850 (2) ;
Prime_b_850=Prime_850 (1) ;

log-900= log (estimated-mu_900) ;
Prime_900=polyfit (conc,log_900 ,1);
Prime_a_900=Prime_900 (2) ;
Prime_b_900=Prime_900 (1) ;

%Plot concentration vs estimated mu.a and concentration versus actual mu.a

figure (4)

scatter (conc, estimated_-mu_680,'*"','r")

hold on

plot (conc, exp(Prime_a_680)x*exp(conc*Prime_b_680), 'r—', 'Linewidth', 3)
hold on

scatter (conc, estimated-mu_710,'*','g")

hold on

plot (conc, exp(Prime_a_680)x*exp(conc*Prime_b_710),'g—"', 'Linewidth', 3)
hold on

scatter (conc, estimated_mu_740,'*','b")

hold on

plot (conc, exp(Prime_a_740)x*exp(conc*Prime_b_740),'b—', 'Linewidth', 3)
hold on

scatter (conc, estimated_mu_775,'*','¢c")

hold on

plot (conc, exp(Prime_a_775)*exp(conc*Prime_b_775),'c—', 'Linewidth', 3)
hold on

scatter (conc, estimated_-mu_795, ,'m")
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hold on

plot (conc, exp(Prime_a_795)*exp(conc*Prime_b_795), 'm-', 'Linewidth', 3)

hold on

scatter (conc, estimated-mu_820,'*','y")

hold on

plot (conc, exp(Prime_a_820)x*exp(conc*Prime_b_820),'y—"', 'Linewidth', 3)

hold on

scatter (conc, estimated_mu_850,'*','k")

hold on

plot (conc, exp(Prime_a_850)x*exp(conc*Prime_b_850),'k—"', 'Linewidth', 3)

hold on

scatter (conc, estimated_-mu_900,'*','r")

hold on

plot (conc, exp(Prime_a_900)x*exp(conc*Prime_b_900),'r—', 'Linewidth', 3)

hold on

plot (conc, actualmu(:,1), '——r','Linewidth', 2)

hold on

plot (conc, actual_mu(:,2), '—g','Linewidth"', 2)

hold on

plot (conc, actual_mu(:,3), '—b','Linewidth"', 2)

hold on

plot (conc, actual-mu(:,4), '—c','Linewidth"', 2)

hold on

plot (conc, actual-mu(:,5), '——m','Linewidth', 2)

hold on

plot (conc, actual-mu(:,6), '—y','Linewidth"', 2)

hold on

plot (conc, actual_mu(:,7), '~—k','Linewidth', 2)

hold on

plot (conc, actual-mu(:,8), '——r','Linewidth', 2)

hold off

%legend ('For 680 nm light ','For 710 nm light ','For 740 nm light ','For 775 nm light ', ' For
795 nm light ','For 820 nm light ','For 850 nm light ','For 900 nm light ', 'Fontsize '
20)

title (' Concentration vs estimated and actual \mu.a for 8 wavelengths, 24 mm depth"',"
Fontsize', 20)

xlabel (' Concentration India Ink (\mu.a (mm"{—1}) for \lambda = 800 nm)', 'Fontsize', 20)

ylabel ('Estimated \mu.a', 'Fontsize', 20)

legend ("', 'Fitted curve for \lambda = 680 nm','', 'Fitted curve for \lambda = 710 nm',"'"
, 'Fitted curve for \lambda = 740 nm','', 'Fitted curve for \lambda = 775 nm','"', '
Fitted curve for \lambda = 795 nm','', 'Fitted curve for \lambda = 820 nm',"'"',
Fitted curve for \lambda = 850 nm','', 'Fitted curve for \lambda = 900 nm','Actual \
mu_a vs concentration per \lambda','Fontsize', 20)

%% 39 mm depth
%Plot compensated test tube versus wavelength, averaged over three
Y%measurements

figure (3);

all_2000_test = [waited_test_2000(4,:);waited_test_2000(5,:); waited_test_2000(6,:) ];

err_2000 = std(all-2000-test); P%calculating standard deviation.

avg_ 2000 = (waited_test_2000(4,:)+waited_test_2000(5,:)+waited_test_2000(6,:))/3;

errorbar (wavelengths, avg_2000, err-2000,'-o', 'linewidth', 1.5) %plot average PA value
with errorbar

hold on

all_1500_test = [waited_test_-1500(4,:);waited_test_1500(5,:); waited_test_1500(6,:)];
err_-1500 = std(all_-1500_test);

avg_1500 = (waited_test-1500(4,:)+waited_test_-1500(5,:)+waited_test_1500(6,:))/3;
errorbar (wavelengths, avg-1500, err-1500, '~o', 'linewidth', 1.5)

hold on

all_1000_test = [waited_test_1000(4,:);waited_test_1000(5,:); waited_test_1000(6,:) |;
err_1000 = std(all_-1000-test);

avg_ 1000 = (waited_test_-1000 (4,:)+waited_test_-1000 (5,:)+waited_test_1000 (6,:))/3;
errorbar (wavelengths, avg_1000, err-1000,'-o', 'linewidth', 1.5)

hold on
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all_750_test = [waited_test_750(4,:);waited_test_750(5,:); waited_test_750(6,:)];
err-750 = std(all_750_test);

avg_ 750 = (waited_-test_-750(4,:)+waited_test_750(5,:)+waited_test_750(6,:))/3;
errorbar (wavelengths, avg_750, err.750,'-o', 'linewidth', 1.5)

hold on

all_500_test = [waited_-test_500(4,:);waited_test_500(5,:);waited_test_500(6,:)];
err_ 500 = std(all_500_test);
avg_500 = (waited_-test_-500(4,:)+waited_test_500(5,:)+waited_test_500(6,:))/3;

errorbar (wavelengths, avg_ 500, err_500,'—o', 'linewidth', 1.5)

hold off

title ('Estimated absorption coefficient vs wavelength for mutliple concentrations,
compensated with weight factors from reference tube, 24 mm depth', 'Fontsize', 20)

xlabel (*wavelength (nm)', 'Fontsize', 20), ylabel('Estimated absorption coefficient (mm
—1)', 'Fontsize', 20)

legend (' a = 0.391 India Ink', ' a = 0.529 India Ink', ' a = 0.814 India Ink',' a =
1.044 India Ink',' a = 1.608 India Ink', 'Exponential fit', 'Fontsize', 20)

Y%Exponential fit

wavelengths = [680, 710, 740, 775, 795, 820, 850, 900];
log_2000 = log(avg-2000);

Prime_2000=polyfit (wavelengths ,log_-2000 ,1) ;
Prime_a_2000=Prime_2000(2) ;

Prime_b_2000=Prime_2000 (1) ;

log-1500 = log(avg-1500);
Prime_1500=polyfit (wavelengths ,log_-1500 ,1) ;
Prime_a_1500=Prime_1500(2) ;
Prime_b_1500=Prime_1500(1) ;

log_1000 = log(avg-1000);
Prime_1000=polyfit (wavelengths ,1log_1000,1) ;
Prime_a_1000=Prime_1000(2) ;
Prime_-b_1000=Prime_1000 (1) ;

log-750 = log(avg-750);

Prime_750=polyfit (wavelengths ,log_750 ,1);
Prime_a_750=Prime_750(2) ;
Prime_b_750=Prime_750 (1) ;

log-500 = log(avg-500);

Prime_500=polyfit (wavelengths ,log_500 ,1);
Prime_a_500=Prime_500(2) ;
Prime_b_500=Prime_500 (1) ;

%Plot estimated mu.a and actual mu.a versus wavelength

figure (2)

plot (wavelengths , exp(Prime_a_2000)x*exp (wavelengths*Prime_b_2000),'—*"', 'Linewidth', 3)

hold on

plot (wavelengths , exp(Prime_a_1500)x*exp(wavelengths*Prime_b_1500),'—*"','Linewidth', 3)

hold on

plot (wavelengths , exp(Prime_a_1000)x*exp (wavelengths*Prime_b_1000),'—*"', 'Linewidth', 3)

hold on

plot (wavelengths , exp(Prime_a_750)+*exp(wavelengths*Prime_b_750),'—+', 'Linewidth"', 3)

hold on

plot (wavelengths, exp(Prime_a_500)x*exp(wavelengths*xPrime_b_500),

hold on

plot (wavelengths

hold off

vlim ([0,2])

title ('Estimated and actual absorption coefficient vs wavelength for mutliple
concentrations , compensated with weight factors from reference tube, 39 mm depth',
Fontsize', 20)

', 'Linewidth', 3)

actual_mu, 'r—.','Linewidth', 2)

xlabel ('wavelength (nm)', 'Fontsize', 20), ylabel('Estimated absorption coefficient (mm
—1)', 'Fontsize', 20)

legend (' a = 0.391 India Ink', ' a = 0.529 India Ink', ' a = 0.814 India Ink',' a =
1.044 India Ink',' a = 1.608 India Ink', 'Actual a ', 'Fontsize', 20)

expfit_2000 = exp(Prime_a_2000)*exp(wavelengths*Prime_b_2000) ;
expfit_1500 = exp(Prime_a_1500)*exp(wavelengthsxPrime_b_1500) ;
expfit_1000 = exp(Prime_a_1000)*exp(wavelengths*Prime_b_1000);
expfit_-750 = exp(Prime_a_750)*exp(wavelengths*Prime_b_750);
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expfit_500 = exp(Prime_a_500)*exp(wavelengths*Prime_b_500);

%Plot actual mu.a versus estimated mu.a

figure (3)

scatter (actual-mu (1,:), expfit-2000,140, " '+"','Linewidth', 1.5)
P_2000 = polyfit (actual-mu(1,:), expfit_-2000,1);

yfit_2000 = polyval (P_2000, actual-mu(1,:));

hold on

plot (actual-mu(1,:),yfit-2000,'—.', ' Linewidth', 3);

hold on

eqn_2000 = string (” Linear fit for \mu.a=0.391: y =7 4+ P_2000(1)) + ”"x + ” + string(
P_2000(2));

scatter (actual-mu (2,:), expfit_-1500,140, " '+"','Linewidth', 1.5)
P_1500 = polyfit (actual.mu(2,:), expfit_-1500,1);
yfit_1500 = polyval (P_1500, actual-mu(2,:));

hold on

plot (actual-mu(2,:),yfit_-1500,"'—."','Linewidth', 3);

hold on

eqn_1500 = string (” Linear fit for \mu.a=0.529: y =" + P_1500(1)) + "x + 7 + string(
P_1500(2));

scatter (actual-mu (3,:), expfit_-1000,140, " '+"','Linewidth', 1.5)

P_1000 = polyfit (actual-mu(3,:), expfit_ 1000 ,1) 5
yfit_.1000 = polyval (P_1000, actual-mu(3,:));

hold on

plot (actual-mu(3,:),yfit_.1000,"'—.','Linewidth', 3);

hold on

eqn_1000 = string (” Linear fit for \mu.a=0.814: y =" + P_1000(1)) + "x + 7 + string(
P_1000(2));

scatter (actual-mu (4,:), expfit_750,140, '+"','Linewidth', 1.5)
P_750 = polyfit (actual_-mu(4,:), expfit_-750,1);
yfit_-750 = polyval (P_.750, actual-mu(4,:));

hold on

plot (actual_mu (4 ,:) ,yfit_-750 ,'—.', ' Linewidth', 3);

hold on

eqn_750 = string (” Linear fit for \mu.a=1.044: y =" + P_750(1)) + "x + 7 + string (P_750
(2));

scatter (actual-mu (5,:), expfit_500,140, '+"','Linewidth', 1.5)
P_500 = polyfit (actual-mu(5,:), expfit_-500,1);
yfit_500 = polyval(P_500, actual_-mu(5,:));

hold on

plot (actual_mu (5,:) ,yfit_-500 ,'—.', ' Linewidth', 3);

hold off

eqn_500 = string (” Linear fit for \mu.a=1.608: y =" + P_500(1)) + "x + ” + string (P_500
(2));

xlim ([0,2]) ,ylim ([0 ,2])

legend ("' ,eqn-2000, '',eqn-1500, '',eqn-1000,"'', eqn-750,'"', eqn_-500, 'Fontsize', 18)

title ("Actual vs estimated \mu.a for all five concentrations India Ink, Tubes located at
39 mm depth', 'Fontsize', 20)

xlabel (' Actual \mu.a (mm {—1})','Fontsize', 20), ylabel ('Estimated \mu.a (mm"{—1})"
Fontsize', 20)
slopes = [P_2000(1), P_1500(1),P_1000(1) ,P_750(1),P_500(1) ];

conc = [0.391, 0.529, 0.814, 1.044, 1.608];

estimated-mu_680 = [avg_-2000(1), avg-1500(1) ,avg-1000(1),avg_-750(1),avg-500(1)];
estimated_mu_710 = [avg-2000(2), avg_-1500(2),avg-1000(2) ,avg_-750(2) ,avg-500(2)];
estimated_-mu_-740 = [avg-2000(3), avg-1500(3) ,avg-1000(3) ,avg_-750(3) ,avg-500(3) |;
estimated_mu_775 = [avg_-2000(4), avg_-1500(4) ,avg-1000(4) ,avg_-750(4) ,avg_500(4)];
estimated_mu_-795 = [avg-2000(5), avg-1500(5) ,avg-1000(5),avg_-750(5) ,avg-500(5) |;
estimated-mu_-820 = [avg-2000(6), avg-1500(6) ,avg-1000(6) ,avg_-750(6) ,avg_-500(6) |;
estimated_mu_850 = [avg-2000(7), avg_-1500(7),avg-1000(7) ,avg_-750(7) ,avg-500(7) |;
estimated-mu_-900 = [avg-2000(8), avg-1500(8) ,avg-1000(8) ,avg_-750(8) ,avg-500(8) ];

%Exponential fit through data points of estimated mu.a
log 680 = log(estimated_-mu_680);

Prime_680=polyfit (conc,log-680 ,1);
Prime_a_680=Prime_680(2) ;

Prime_b_680=Prime_680(1);
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log_-710= log (estimated_-mu_710);
Prime_-7T10=polyfit (conc,log-710,1);
Prime_a_710=Prime_710 (2) ;
Prime_b_710=Prime_710 (1) ;

log_-740= log (estimated-mu_740);
Prime_740=polyfit (conc,log_740 ,1);
Prime_a_740=Prime_740(2);
Prime_b_740=Prime_740(1) ;

log_-775= log (estimated-mu_775);
Prime_775=polyfit (conc,log_775 ,1);
Prime_a_775=Prime_775(2) ;
Prime_b_775=Prime_775 (1) ;

log_795= log (estimated_mu_795);
Prime_795=polyfit (conc,log_-795 ,1);
Prime_a_795=Prime_795(2) ;
Prime_b_795=Prime_795 (1) ;

log_820= log (estimated_-mu_820);
Prime_820=polyfit (conc,log-820,1);
Prime_a_820=Prime_820(2) ;
Prime_b_820=Prime_820 (1) ;

log_850= log (estimated_-mu_850);
Prime_850=polyfit (conc,log-850 ,1);
Prime_a_850=Prime_850(2) ;
Prime_b_850=Prime_850 (1) ;

log-900= log (estimated-mu_900);
Prime_900=polyfit (conc,log_900 ,1);
Prime_a_900=Prime_900(2) ;
Prime_b_900=Prime_900 (1) ;

%Plot concentration
Y%mu_a

versus estimated mu.a and concentration

figure (4)

scatter (conc, estimated_mu_680,'*','r")

hold on

plot (conc, exp(Prime_a_680)*exp(conc*Prime_b_680), 'r—
hold on

scatter (conc, estimated_mu_710,'*','g")

hold on

plot (conc, exp(Prime_a_680)*exp(conc*Prime_b_710),'g—"
hold on

scatter (conc, estimated-mu_740,'x','b")

hold on

plot (conc, exp(Prime_a_740)*exp(conc*Prime_b_740),'Db

hold on

scatter (conc,
hold on

estimated_mu_775, "' ,'¢c')

plot (conc, exp(Prime_a_775)*exp(conc*Prime_b_775),'c

hold on

scatter (conc, estimated-mu_795,"'*','m')

hold on

plot (conc, exp(Prime_a_795)*exp(conc*Prime_b_795),'m

hold on

scatter (conc,
hold on

estimated_mu_820, '+','y")

plot (conc, exp(Prime_a_820)xexp(conc*Prime_b_820),"'y—

hold on

scatter (conc,
hold on

estimated_mu_850,'*','k")

plot (conc, exp(Prime_a_850)*exp(conc*Prime_b_850), 'k—'

hold on

60

versus actual

, 'Linewidth', 3)

w
—

, 'Linewidth',

, 'Linewidth', 3)

, 'Linewidth'

, 'Linewidth', 3)

, 'Linewidth', 3)

, 'Linewidth', 3)




UNIVERSITY OF TWENTE.

scatter (conc, estimated-mu_900,'x','r")

hold on

plot (conc, exp(Prime_a_900)x*exp(conc*Prime_b_900),'r—"', 'Linewidth', 3)
hold on

plot (conc, actual-mu(:,1), '—r','Linewidth"', 2)
hold on

plot (conc, actual-mu(:,2), '——g','Linewidth', 2)
hold on

plot (conc, actual-mu(:,3), '“—b','Linewidth', 2)
hold on

plot (conc, actual_mu(:,4), '—c','Linewidth"', 2)
hold on

plot (conc, actual_mu(:,5), '~—m','Linewidth"', 2)
hold on

plot (conc, actual_mu(:,6), '——y','Linewidth"', 2)
hold on

plot (conc, actual-mu(:,7), '——k','Linewidth"', 2)
hold on

plot (conc, actual-mu(:,8), '—r','Linewidth"', 2)
hold off

title (' Concentration vs estimated and actual \mu.a for 8 wavelengths, 39 mm depth"',"'
Fontsize', 20)

xlabel (' Concentration India Ink (\mu.a (mm"{—1}) for \lambda = 800 nm)', 'Fontsize', 20)

ylabel ('Estimated \mu.a', 'Fontsize', 20)

legend ("', 'Fitted curve for \lambda = 680 nm','', 'Fitted curve for \lambda = 710 nm',"'"
, 'Fitted curve for \lambda = 740 nm','', 'Fitted curve for \lambda = 775 nm','"', '
Fitted curve for \lambda = 795 nm','', 'Fitted curve for \lambda = 820 nm',"'"',
Fitted curve for \lambda = 850 nm','', 'Fitted curve for \lambda = 900 nm','Actual \
mu_a vs concentration per \lambda','Fontsize', 20)

%% Profile plots of three columns next to peak value
start_row = 385; %Start row, select region where the desired tube is located
start_col_test = 100;
for 1 = 1:40
region_test = RF_data_norm {i}(start_row:(start_-row+30), start_col_test :(
start_col_test+100));

[row_test (i), col_test(i)] = find (ismember(region_test , max(region_test (:))));
Jrow and column number for max intensity
row_test (i) = row_test(i) + start_-row —1;

%compensating for
start values
col_test (i) = col_test (i) + start_col_test —1;
end

xaxis=(34:(8/70):42); %Set the x—axis to mm instead of
pixels.

%Profile plots for the average PA signal from 3 columns. Region around the column and
row that contain the maximum intensity of the tube.
%Figure 1 gives the profile plot for 1 concentration, all wavelengths.

last_file_.wavelengths = 38; %Chose which data you want to investigate. Different
files correspond to different measurements.
figure (1)

plot (xaxis ,(sum(RF_data_norm{last_file_wavelengths —7,1}(row_test (
last_file_wavelengths —7) —35:row_test (last_file_wavelengths —7)4+35, col_test (
last_file_wavelengths —7)—1l:col_test (last_file_wavelengths —7)+1),2)/3), 'Linewidth
', 3) Y%Mu_a = 1.608; 900 nm

hold on

plot (xaxis ,(sum(RF_data_norm{last_file_wavelengths —6,1}(row_test (
last_file_wavelengths —6) —35:row_test (last_file_wavelengths —6)+35, col_test (
last_file_wavelengths —6) —1:col_test (last_file_wavelengths —6)41),2)/3), 'Linewidth
', 3) Y%Mu.a = 1.044; 900 nm

hold on

plot (xaxis ,(sum(RF_data_norm{last_file_wavelengths —5,1}(row_test (
last_file_wavelengths —5)—35:row_test (last_file_wavelengths —5)435, col_test (
last_file_wavelengths —5)—1:col_test (last_file_wavelengths —5)+1),2)/3), 'Linewidth
', 3) Y%Mu_a = 0.814; 900 nm

hold on

plot (xaxis , (sum(RF_data_norm{last_file_wavelengths —4,1}(row_test (
last_file_wavelengths —4) —35:row_test (last_file_wavelengths —4)4+35, col_test (
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last_file_wavelengths —4)—1:col_test (last_file_wavelengths —4)+1),2)/3), 'Linewidth
', 3) Y%Mu_a = 0.529; 900 nm

hold on

plot (xaxis ,(sum(RF_data_norm{last_file_wavelengths —3,1}(row_test (
last_file_wavelengths —3)—35:row_test (last_file-wavelengths —3)435, col_test (
last_file_wavelengths —3)—1:col_test (last_file_wavelengths —3)+1),2)/3), 'Linewidth
', 3) Y%Mu_a = 0.391; 900 nm, only showing the values of the rows
around the tube

hold on

plot (xaxis , (sum(RF_data_norm{last_file_wavelengths —2,1}(row_test (
last_file_wavelengths —2) —35:row_test (last_file_wavelengths —2)435, col_test (
last_file_wavelengths —2)—1:col_test (last_file_wavelengths —2)+1),2)/3), 'Linewidth
', 03) Y%Mu.a = 0.391; 900 nm, only showing the values of the rows
around the tube

hold on

plot (xaxis ,(sum(RF_data_norm{last_file_wavelengths —1,1}(row_test (
last_file_wavelengths —1)—35:row_test (last_file_wavelengths —1)435, col_test (
last_file_wavelengths —1)—1:col_test (last_file_wavelengths —1)+1),2)/3), 'Linewidth
', 03) Y%Mu.a = 0.391; 900 nm, only showing the values of the rows
around the tube

hold on

plot (xaxis , (sum(RF_data_norm{last_file_wavelengths —0,1}(row_test (
last_file_wavelengths)—35:row_test (last_file_wavelengths)+35, col_test (
last_file_wavelengths)—1l:col_test (last_file.wavelengths)+1),2)/3), 'Linewidth",

3) %Mu_a = 0.391; 900 nm, only showing the values of the rows
around the tube

hold off

title ("PA value for average of 3 colums through centre of tube for 1.608 \mu.-a India
Ink, investigated for 8 wavelenghts, 39 mm depth, one measurement”, 'Fontsize'
20)

xlabel (” Pixel on y—axis”, 'Fontsize', 20)

ylabel (" Photoacoustic signal (a.u.)”, 'Fontsize', 20)

legend ('680 nm', '710 nm', '740 nm', '775 nm', '795 nm', '820 nm', '850 nm', '900 nm'

, 'Fontsize', 20)
ylim ([0,8%x10°5]);

%Figure 2 gives profile plot for all concentrations, one wavelength.

%Last_file determines which wavelength

last_file_concentrations = 40;

figure (2)

plot (xaxis ,(sum(RF_data_norm{last_file_concentrations —32,1}(row_test (
last_file_concentrations —7)—35:row_test (last_file_concentrations —7)+35, col_test (
last_file_concentrations —7)—1:col_test (last_file_concentrations —7)+1),2)/3),
Linewidth', 3) Y%Mu_a = 1.608; 900 nm

hold on

plot (xaxis ,(sum(RF_data_norm{last_file_concentrations —24,1}(row_test (
last_file_concentrations —6)—35:row_test (last_file_concentrations —6)+35, col_test (
last_file_concentrations —6)—1:col_test (last_file_concentrations —6)+1),2)/3), '
Linewidth', 3) Y%Mu_a = 1.044; 900 nm

hold on

plot (xaxis ,(sum(RF_data_norm{last_file_concentrations —16,1}(row_test (
last_file_concentrations —5)—35:row_test (last_file_concentrations —5)+35, col_test (
last_file_concentrations —5)—1:col_test (last_file_concentrations —5)+1),2)/3), '
Linewidth', 3) Y%Mu_.a = 0.814; 900 nm

hold on

plot (xaxis ,(sum(RF_data_norm{last_file_concentrations —8,1}(row_test (
last_file_concentrations —4)—35:row_test (last_file_concentrations —4)+35, col_test (
last_file_concentrations —4)—1:col_test (last_file_concentrations —4)+1),2)/3), '
Linewidth', 3) YMu.a = 0.529; 900 nm

hold on

plot (xaxis , (sum(RF_data_norm{last_file_concentrations —0,1}(row_test(
last_file_concentrations —3)—35:row_test (last_file_concentrations —3)435, col_test (
last_file_concentrations —3)—1:col_test (last_file_concentrations —3)+1),2)/3),

Linewidth', 3) %Mu_a = 0.391; 900 nm, only showing the values of the
rows around the tube

hold on

title ("PA signal value for sum of 3 colums through Peak value for five concentrations
India Ink, \lambda = 820 nm, 39 mm depth, one measurement”,'Fontsize', 20)

xlabel (” Pixel on y—axis”,'Fontsize', 20)

ylabel (" Photoacoustic signal (a.u.)”,'Fontsize', 20)

legend (' a = 0.391 India Ink', ' a = 0.529 India Ink', ' a = 0.814 India Ink',' a
= 1.044 India Ink',' a = 1.608 India Ink','Fontsize', 20)

ylim ([0,4%10°5]);
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