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Management Summary

This bachelor thesis has been executed in collaboration with Bullit Digital and EMONS Group. Bullit
Digital is the developer of Officedog, and EMONS Group is a logistics company that works with Bullit
Digital on the development of Officedog.

Motivation

The research has started since EMONS Group and Bullit Digital have sought to develop standardized
process mining applications for the platform Officedog based on the open trip model. The open trip
model is a semantic standard that ensures that data will be formatted in a unified way. Since Officedog
works based on the open trip model, developed process mining applications can be used by multiple
clients and are called standardized process mining applications. Standardized process mining
applications can be used to make a clear overview of processes and the detection of possible
bottlenecks from data provided to Officedog by its partners. Bottlenecks are particularly interesting
since they are assumed to cause inefficient logistics for EMONS Group. Therefore, identifying process
flow and detecting bottlenecks are potent tools to indicate where processes might be improved inside
businesses. Since there are currently no standardized process mining applications available, the
research will be focused on creating these for Officedog

Research question

The main research question for this research was, "Which standardized process mining applications
can be developed based on the open trip model to support logistics companies by detecting, analyzing,
and resolving bottlenecks in their operations?" This question has been chosen as the main research
guestion because information about all three aspects is needed to create suitable standardized process
mining applications for Officedog. Therefore, the main research question has been split up into three
sub-questions which are focused on either the aspect of detecting, analyzing, or resolving bottlenecks
by the creation of standardized process mining applications.

Methodology

There has been chosen to use the Design Science Research Methodology (DSRM) in this research.
There has first been done an identification of the problem of this research: bottlenecks assuming to
create less efficiency in logistics for partners of Officedog. After this, the objective of a solution was
defined as the creation of standardized process mining applications for Officedog. Then there has been
started the actual design and development of standardized process mining applications, which were
made with Python in a Jupyter Notebook connected to the Officedog database. In the Jupyter
Notebook, standardized process mining applications were made and demonstrated on data from the
EMONS Group.

Results

The results of this research are some standardized process mining applications that have been
developed. The first standardized process mining application created is the mapping and statistical
analysis of activities. This standardized process application can be helpful since it visualizes where
bottlenecks are occurring based on activities, and a statistical analysis might reveal patterns about
frequent days that particular bottlenecks occur. Based on this information, the management board
can try to resolve the bottlenecks, e.g.waiting times or traffic jams. This resolve can be done by
choosing a different route that is predicted to cause fewer waiting times for the truck drivers. The
second standardized process mining application developed is truck drivers' driving and rest time
analysis. The European Union has made guidelines for driving & rest times of truck drivers, which can
be analyzed to see if these are in line with the European guidelines. This gives a powerful insight into
the truck drivers' driving behavior and can be used to create better driving & rest times.
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Chapter 1 - Introduction

This section discusses the context in which the research has been executed. Section 1.1 contains
information about Officedog and EMONS Group. Section 1.2 explains the core and action problem by
a problem cluster, the gap between norm and reality, and the research goal. Section 1.3 is about the
research methodology, which in this research was the DSRM. Section 1.4 explains how the research
plan has been designed. Finally, Section 1.5 discusses the further structure of this thesis.

1.1 Background information

In today's world, data analysis has become an essential part of running a business. Companies have
become part of Industry 4.0, where digital connectedness exists between all parts of the enterprise,
and decision-making is built around intelligently analyzing data to seek optimization (Ghobakhloo,
2020). Industry 4.0 can be described as the fourth industrial revolution and the digital transformation
of the business world (Ghobakhloo, 2020). Since companies' data are being stored due to the
digitalization propelled by Industry 4.0 initiatives, novel approaches to solve problems that can be
found by analyzing existing data are needed.

The platform Officedog is currently being constructed by Bullit Digital and is designed to play an
essential role for businesses in logistics (Bullit Digital, 2022). The Officedog platform processes data
using the Open Trip Model (OTM). The OTM is a semantic standard that ensures that data delivered
by several companies will be formatted in a unified way (OTM, 2022). This unified way of formatting
ensures that businesses can adequately communicate with each other because there is a form of
agreed communication standard in the data. Therefore, businesses can track and see the logistic
movements of their goods in real-time with correct information attached to them due to coherence to
the OTM standard. Chapter 2 gives a more detailed explanation of the OTM and its use within
Officedog.

One of the companies involved in the development of Officedog concerns EMONS Group. EMONS
Group is a logistics company that is active in multiple countries in the European Union and the UK
(EMONS Group, 2022). They provide the shipments for goods of other businesses, and they have
provided data to support the development of Officedog by this research.

1.2 Problem statement

This section is about the problem statement. Subsection 1.2.1 explains the action problem. Subsection
1.2.2 discusses the core problem. Subsection 1.2.3 shows the difference between norm and reality.

Subsection 1.2.4 describes the research goal that has been formulated for this research.
Officedog

Long lead times for
shipments that could
have been prevented

Lack of standardized
process mining applications Data contains Bottlenecks are not Unreliable insights B:Jr:t;sssge‘gﬁs "-'::;e Low efficiency in the
used in the platform when — | |——»detected, analyzed or|—»{ and forecasts for | —| P andghlgh —=  logistics part of

businesses
costs

analyzing data of logistics boftienecis resolved enterprises

movements

High costs due to
N delays that could
Action Problem . have been prevented

Core Broblem | sesasassasasasasassasasssasseasaeaaasaaasatatatt et asane

EMONS Group
Figure 1: Problem cluster (draw.io, 2022)

Figure 1 shows the problem cluster created with the modeling tool draw.io (draw.io, 2022). There can
be seen that the action problem is being put on the right part in red. The action problem is the problem
that EMONS Group and Officedog are facing. There can be seen that a couple of causal relations are
assumed, resulting in the action problem. Furthermore, there can also be seen the core problem of



this research on the left side in green and visual indicators to see which party owns which part of the
problem cluster.

1.2.1 Action problem

Businesses that are part of the platform Officedog are facing efficiency problems in their logistics
system. This inefficiency could be caused by bottlenecks which might be prevented if detected.
Moreover, delays caused by bottlenecks result in longer lead times for shipments than would have
been necessary and, eventually, higher costs. Therefore, the focus should be on identifying and
mitigating bottlenecks to solve the action problem. EMONS Group is one of the companies working
with Bullit Digital to develop the platform Officedog and is part of this research. They are facing this
problem of efficiency problems in their logistics and want them to be solved by analyzing the core
problem.

1.2.2 Core problem

The core problem which causes the action problem is that no standardized process mining applications
are used in the Officedog when analyzing data of the shipments. Standardized process mining
applications mean process mining techniques that can be applied to similar cases. In Officedog,
standardized process mining applications can be developed based on the OTM since the data uploaded
to Officedog is formatted uniformly. Therefore, data coming from different companies will be saved
uniformly formatted in Officedog and can be analyzed similarly by standardized process mining
applications based on the OTM. The low efficiency in logistics of the logistics partners of Officedog is
assumed to be caused by the bottlenecks that could have been detected and resolved by the use of
standardized process mining applications in Officedog. Standardized process mining applications
created in Officedog might see that a particular bottleneck is causing problems for logistics efficiency.
Once these bottlenecks are detected, a company could decide to resolve them by (manual)
intervention. This prevents the action problem from occurring since the bottlenecks are tackled before
causing a decrease in efficiency.

1.2.3 Norm and reality

As seen in the core problem of this research, standardized process mining applications for Officedog
should be developed to improve the logistics efficiency of businesses working with the platform.
Therefore, there is a gap between norm and reality. The gap between norm and reality would be that
the norm is to detect bottlenecks by standardized process mining applications to create better insight
into a company's operations. The reality is that Officedog currently does not use analysis on
bottlenecks by standardized process mining applications to provide better insights to businesses that
are using the platform. Therefore, these businesses are still facing inefficiency problems in logistics
which may have been prevented if Officedog would use standardized process mining applications.

1.2.4 Research goal

Now that the action problem, core problem, and the difference between norm and reality have been
explained, the research goal can be declared as "creating insights into bottlenecks to increase logistics
efficiency by creating standardized process mining applications for Officedog based on the OTM."
Concerning the problem statement, this research aims to deliver standardized process applications
that can be used in Officedog to support EMONS Group and future partners to gain insight into found
bottlenecks. It will help to create more efficient logistics by using process mining.
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1.3 Problem-solving approach
This section is about the problem-solving approach. Subsection 1.3.1 discusses the chosen research
methodology, which is the DSRM. Subsection 1.3.2 explains the research design of this research.

1.3.1 Methodology

Process Iteration

\dentiy + Defire [  Designa P Demonstration »  Evalvation | Comn
Problem Objectives of Development w
& Motiv luti 2 2
ate 3 a Solution - . > Find suitable ‘—ﬁ‘ =) o?rfm " E = Smnm:;w
Nominal process Define problem | € g Artifact 3 conlext gy oo £% publications
secquence g What would a @ z e o g H
_ Show 2 better artifact | = 2 . i3 B2 "
inportance € it 4 Useartitactto | £ € | Meratebackto | 5 ¥ Professional
= solve problem g design publications
z
£

Problem- Objective- Design & Client/
Centered Centered Development Context

Initiation Solution Centered Initiated
Initiation

Possible Research Entry Points

Figure 2: Visualization of the DSRM (Peffers et al., 2007)

This research uses the Design Science Research Methodology (DSRM) visualized in Figure 2. The DSRM
contains several steps to create an artifact that can be used to solve a specific problem (Peffers et al.,
2007). There has been chosen to use the DSRM since the development of standardized process mining
applications for Officedog requires a structured methodology to be appropriately created. The DSRM
gives this structure and ensures that the standardized process mining applications, the artifact, will be
adequately created & evaluated to implement it into Officedog successfully. The stages of the DSRM
and their relation to this research will now be discussed briefly.

Identify problem & motivate

The first step of the DSRM is to identify the problem and motivate why it is a problem. In the case of
this research, the problem is that bottlenecks are assumed to create inefficiency in logistics for
partners of Officedog. These bottlenecks are not desired for logistical partners of Officedog, and these
should therefore be prevented or resolved.

Define the objective of a solution

The objective of the research is to propose a solution that increases the efficiency of logistics systems
of partners from Officedog. To find out how this can be done there has been conducted a current
situation analysis in Chapter 2 and a literature review in Chapter 3. Furthermore, data of both
Officedog and EMONS Group has been studied in Chapter 4.

Design and development

The design pieces of this research are the standardized process mining applications for Officedog based
on the OTM. The standardized process mining applications should make it possible to detect, analyze,
and resolve the bottlenecks for logistical partners using Officedog. Chapter 4 gives an overview of what
standardized process mining applications have been chosen to be created during this research
Demonstration

After there have been designed and developed standardized process mining applications based on the
OTM, these have been validated using data sets provided by the EMONS Group. This resulted in a
demonstration of how the developed standardized applications work in a real-world situation. Chapter
5 show this demonstration and its results.
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Evaluation

Here the results of the demonstrated standardized process mining applications have been analyzed.
The selected standardized process mining applications are discussed to see if they have adequately
detected, analyzed, and resolved bottlenecks. There has been looked if partners of Officedog can use
the standardized process mining applications by validating this with EMONS Group and Bullit Digital in
Chapter 6. Furthermore, the results, possible improvements, and topics for further research are
discussed in Chapter 7.

Communication

In this stage, the proposed standardized process mining applications can be used by logistical partners
of Officedog to increase logistical efficiency by detecting, analyzing, and resolving bottlenecks.

1.3.2 Research design

Type of research

Several types of research can be conducted, but this research is focused on descriptive and explorative
research. Descriptive research means that there will be researched clearly defined hypotheses or
investigative questions (Cooper et al., 2018). The main research question and several sub-questions
for this research context have been clearly defined in Section 1.4. These sub-questions are
straightforward investigative questions, which is why this research focuses on descriptive research.
Explorative research means a question is being explained or described to understand the overall
problem faced (Cooper et al., 2018). This research also contains questions that search for process
mining information to better understand its relation to bottlenecks. Therefore, this research is also
explorative.

The research subjects

The research contains a couple of research subjects. The first research subject is detecting, analyzing,
and resolving bottlenecks. It is the leading research subject since this topic is used to develop
standardized process mining applications based on the OTM for Officedog. This research subject also
states the other research subjects, the OTM and process mining in logistics. Again, these research
subjects are investigated to develop standardized process mining applications for Officedog.
Operationalization of key variables

As mentioned, the key variable will be time for this research. During this research, standardized
process mining applications will be developed based on the OTM with the overall goal of increasing
the efficiency of logistics companies. Furthermore, the developed standardized process mining
applications will investigate timestamps of activities during shipments to search when and where
bottlenecks occur, e.g., driving, waiting, and traffic jam activities.

Data gathering method

This research uses quantitative research as the data gathering method. There has been a search for
bottlenecks in data from Officedog and EMONS Group, which required analyzing many shipments that
have taken place. For this, the large data sets from Officedog and EMONS Group were used, containing
the shipment information and thus potential bottlenecks. The assignment is based on the OTM with
synthetic data that reflects operational transport scenarios; therefore, the research will be
quantitative.

Data analysis method

Process mining will be used as the data analysis method since Officedog needed standardized process
mining applications based on the OTM. Process mining will be used to detect, analyze and resolve
bottlenecks in datasets to create standardized process mining applications based on the OTM. This will
be done on data from Officedog and EMONS Group.

Scope

The research scope means the amount of breadth and depth a topic will be discussed (Cooper et al.,
2018). This research looks at approaches to creating standardized process mining applications for
Officedog based on data from Officedog and EMONS Group. There is searched for ways to detect,
analyze and resolve bottlenecks based on this analysis. However, more data could be analyzed than

12



the data studied in this research. For example, one could think of data from other logistical partners
of Officedog or even more data sets over a more significant period from EMONS Group. However, since
there is only limited time available for this research, there will be focused on doing in-depth research
on the provided data by Officedog and EMONS Group. Therefore, in the future, a researcher could be
going into more breadth of this topic by analyzing data of other companies that might become part of
Officedog or more data from EMONS Group to get an even better picture of possible standard process
mining applications that could be created to prevent bottlenecks.

Limitations

The proposed research design has a few limitations. The first limitation of this research is that there
cannot be checked whether the proposed standardized process applications will work in real-time. This
is a limitation because Officedog is still under development and is not live yet. If Officedog is used in
real-time in the future, there can be seen whether the proposed standardized applications will work.
However, since the standardized process mining applications are analyzed whether they work, this
does not mean they are not suitable. The second limitation is that the research only focuses on data
from Officedog and the EMONS Group. Data from other companies might result in different results
than the data from the EMONS Group. However, the data analysis on data from Officedog and EMONS
Group will result in standardized process mining applications that can be implemented in Officedog. If
future research is done, even better-standardized process mining applications can be made for
Officedog based on data from several companies.

Intended deliverables

In this research, several deliverables will be reported. The main deliverable will be standardized
process mining applications based on the OTM for bottlenecks of the logistics companies for Officedog.
These are based on data analysis of data from Officedog and EMONS Group. The analysis will be done
via a Jupyter Notebook containing several libraries related to process mining. Furthermore, a
theoretical framework and methodology will be made to give the research more weight and body.
Also, a detailed report will be handed in with a description of the research, conclusions, and
recommendations.

Literature review methodology

The systematic literature review methodology (SLR) is used to find accurate information surrounding
the research topic. The SLR methodology is helpful since it allows the user to compute search strings
in a way that databases with a lower bias than traditional literature search in a search engine
(Kitchenham et al., 2009). Furthermore, the SLR is helpful in the literature review section since it
provides relevant scientific articles about process mining.

1.4 Research questions

This section is about the research question. Subsection 1.4.1 discusses the main research question
formulated to solve the core problem. Subsection 1.4.2 shows the sub-questions that have been made
to divide the main research question into several parts.

1.4.1 Main research question

The main research question of this research is "Which standardized process mining applications can
be developed based on the OTM to support logistics companies by detecting, analyzing, and resolving
bottlenecks in their operations?" This question must be solved since it connects the core problem with
the action problem, as seen in Figure 1. The question is searching for a way to improve the efficiency
of logistics (action problem) by executing standardized process mining applications (core problem).
Therefore, it will also help to execute the "Communication" stage in the DSRM. Since the answer to
the main research question will result in standardized process mining applications for Officedog that
increase efficiency in logistics for logistical partners.
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1.4.2 Sub questions
In order to solve the main research question, there have been created several sub-questions

Sub question 1

The first sub-question is "Which process mining techniques can be used to detect bottlenecks?". This
sub-question needs to be answered to get a proper insight into detecting bottlenecks in data sets by
process mining. The scientific literature on this topic will be studied to see how process mining is used
on data sets to detect bottlenecks. Furthermore, the question fits in the "Design and development"
stage of the DSRM since it helps design standardized process mining applications to detect bottlenecks.
Sub question 2

The second sub-question is "Which process mining techniques can be used to analyze the
bottlenecks?" Once the bottlenecks have been detected, they should be analyzed using process mining
techniques to get more information on why they are occurring. To get more information on how this
can be done correctly, scientific articles based on this topic need to be studied which use some process
mining techniques. This question is also necessary to properly execute the "Design and development"
stage in the DSRM since it will show which process mining techniques can be used to analyze the
bottlenecks and develop potential solutions.

Sub question 3

The third sub-question created to solve the main research question is "How to resolve bottlenecks by
standardized process mining techniques?". This sub-question helps to find ways to prevent bottlenecks
from occurring in the future. It could be said that it also supports the "Design and development" stage
of the DSRM since it indicates ways of using process mining to resolve bottlenecks. So based on
scientific literature, there could be seen how process mining applications help to prevent bottlenecks
from occurring in the future.

1.5 Structure of the thesis

The remainder of this thesis is structured in the following way. Chapter 2 describes the current
situation analysis. Chapter 3 takes a look at the literature surrounding the research questions. Chapter
4 indicates which and how standardized process mining applications will be designed. Chapter 5
presents the developed and demonstrated standardized process mining applications containing
results. Chapter 6 contains a validation of this research from EMONS Group and Bullit Digital. Finally,
Chapter 7 concludes the research and recommends possible topics for future research.
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Chapter 2 — Current situation analysis

There will now be looked at the Open Trip Model (OTM) and the platform Officedog and how this
platform currently handles the data process. Section 2.1 discusses the concepts of the OTM and its use
cases. Section 2.2 is about the layout and essence of the development of Officedog. Finally, Section
2.3 summarizes and concludes this chapter.

2.1 Open trip model

This section is about the OTM. Subsection 2.1.1 explains the use of events within the OTM. Subsection
2.1.2 describes the use of entities within the OTM. Subsection 2.1.3 discusses the lifecycles that are
used within the OTM.

Figure 3: OTM data model (Open Trip Model, 2020)

The OTM is an open-source and easy-to-use data model which makes it possible to exchange real-time
logistic trip data on the web and provides a standardized digital vocabulary to describe and exchange
the information before, during, and after transport operations within a logistics supply chain (Open
Trip Model, 2022). Therefore, the OTM enables multiple actors in a supply chain to see the actions
happening in real-time, which is a big step forward for supply chains. The OTM is based on three
concepts: lifecycles, entities, and events (Open Trip Model, 2022). These concepts have been visualized
in Figure 3 and will be discussed now.

2.1.1 Events

Events are central in the OTM since they model relationships between entities as events that are
projected, actual, planned, or realized (Open Trip Model, 2022). An example of this is the relationship
between the entities shipment and vehicle. Once a shipment is unloaded from a vehicle, the
transportation has ended, which ends the relationship (Open Trip Model, 2022)

2.1.2 Entities
Entities are used in the OTM to divide metadata occurring in events in concrete sectors and are
visualized in orange in Figure 3. A couple of different entities are used in the OTM, which are explained
in Table 1.

Location A Location entity models any sort of location. It can refer to an address
(administrative reference) and a geographical point or area (geographic
reference). This allows users to have an address reference that may differ
from the geographical location as the address not always translates to a
specific geographical location. Examples include a store, a warehouse, and
a consumer. Other examples are buffer zones, dedicated loading spots, or
environmental zones.
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Vehicle

A Vehicle entity models any means in or by which someone travels or
something is carried or conveyed. This means a vehicle can be a truck, a
trailer, a train, an airplane, or even some means of transport that is not
invented yet. Vehicles can be coupled, thus a combination of a truck and a
trailer are modeled in the OTM as two coupled vehicles.

Route

A Route entity describes how a vehicle geographically moves between two
points. Basically, it provides a geographical route between points.

Trip

A Trip entity models the concept that goods will be transported between
two (or more) locations. A trip may be linked to a route. A Trip entity itself
does not contain much data, all details of a trip are modeled as events that
are published on a Trip entity.

Shipment

A Shipment entity models an arbitrary amount of goods that are
transported. OTM does not say anything about minimum or maximum sizes
or amounts. This means that a shipment might be as small as a letter
delivered at an office, but also as large as a trailer full of goods delivered to
e.g. a supermarket.

Actor

An Actor entity represents organizations or persons participating in a
logistic process in OTM. Examples include persons that receive a parcel and
stores that receive a truck full of goods

Table 1: Description of the OTM entities (Open Trip Model, 2022)

2.1.3 Lifecycles

Lifecycles are used in the OTM to express a particular phase in the transport process, which are
visualized in the green circle in Figure 3. The four phases that are determined in the OTM are explained

in Table 2.

Planned

This pre-trip phase is all about planning. Events in this phase represent
planned events: planning of a logistic operation can be modeled as a series
of "planned" Eventsin OTM. Planned events typically originate from a
planning system. For organizations that do not rely on planning systems, this
phase can be omitted.

Projected

This phase models projected (or estimated) times. Given a series of
"planned" events and some associated "actual" events, projected events
can be calculated. E.g. when an event is planned to happen at 8:00, but the
associated "actual" event only happens at 8:30, all events that are planned
after that delayed event can be projected 30 minutes later. Projections can
also take into consideration other factors, such as traffic and weather
conditions. It is not mandatory to implement a "projected" endpoint for an
OTM server. The OTM standard also has nothing to say about the quality of
the projections.

Actual

This on-trip phase models the reality that is happening at present time. As
opposed to planned events, actual events typically originate from GPS
tracking devices or traffic information systems.

Realized

This post-trip phase can be used to view and analyze a logistic operation in
retrospect. Events in this phase are recorded and archived events from the
actual phase

Table 2: Description of the OTM lifecycles (Open Trip Model, 2022)
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2.2 Officedog

This section is about Officedog. Subsection 2.2.1 shows the overview page of Officedog. Subsection
2.2.2 explains the used logistic data in Officedog. Subsection 2.2.3 discusses the event entity and the
events page in Officedog. Subsection 2.2.4 explains the use of several utilities in Officedog. Subsection
2.2.5 shows the integration area for partners of Officedog. Subsection 2.2.6 contains an overview of
the Jupyter Notebook Template to set up a connection to Officedog.

2.2.1 Overview page
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Figure 4: Overview page of Officedog (Bullit Digital, 2022)

The first thing that can be seen when looking at the platform Officedog is the overview page, which
contains a dashboard, as visualized in Figure 4. The dashboard ensures the user can get a quick insight
into a couple of visualized graphs and charts. Furthermore, there can be seen the sub-sections of
Officedog, which are logistics data, integration, analysis, and tricks. These will be discussed now.
2.2.2 Logistics data

The logistic data section of Officedog stores all logistics data that has been & Logistics data ~
collected on the platform. The logistics data has been divided into static N,

and dynamic entities. Whereas static entities are entities that are fixed, Actors

and dynamic entities can change over time. All of the different entities Consignments

used within the logistic data can be seen in Figure 5. These entities can Constraints

contain metadata from users of Officedog, which is in line with the OTM. Goods

Furthermore, there can be seen that there has been added utilities and Locations

database access in this section. However, the user can only access the Routes

utility section, as will be discussed in Subsection 2.2.4 |ater. Sensors

Transport orders
Vehicles
Dynamic entities
Actions

Events

Utilities

Bulk upload

Database access

Figure 5: Logistics data in
Officedog (Bullit Digital, 2022)
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2.2.3 Event entity
Manage events

Here you can manage the events in the OTM AP
Search Sort an

Search on name Creation date

uuID
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Figure 6: Event data in Officedog (Bullit Digital, 2022)
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2021-12-20T18:13:46.000Z
2021-12-20T18:09:05.000Z

2021-12-20T18:07:24.000Z

Filter

As explained in Subsection 2.2.2, a couple of different data entities are available in Officedog.
However, since this research aims to design standardized process mining applications for Officedog,
event data is essential since it forms an event log of trips necessary for process mining. Figure 6 shows
the event data section and several events imported from a trip of EMONS Group. This data has been
formatted based on the OTM and can be used to make standardized process mining applications for
Officedog. Furthermore, in the event section of Officedog, it is also possible to manually import events
which the plus button that has been made in the upper right corner, as can be seen in Figure 6.
Therefore, Officedog supports both manual and automatic imports to the platform.

Figure 7 shows an example of a single event that contains metadata about this event. These metadata
contain information that can be used in this research to create standardized process mining
applications. Furthermore, if a user decides to upload an event manually, the forms can be filled in,
and there can be seen how the OTM transforms the data in the preview window.
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Figure 7: Singe event in Officedog (Bullit Digital, 2022)
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2.2.4 Utilities
Upload data file

To get started with the OTM upload, download the base file here.

A\ Warning, a file is immediately uploaded and it is not possible to revert changes made. Uploading the same file twice yields the same final result as the
import is idempotent. Large files can take some time to be processed.

Drag the file here to start the import.

)

Figure 8: Bulk upload feature in Officedog (Bullit Digital, 2022)

Officedog also supports the option to upload a standardized Excel template, referred to as a bulk
upload. The standardized Excel template ensures that data is uploaded in the correctly formatted way
that is in line with the OTM. Figure 9 shows the template where each tab in excel represents the data
for one entity in Officedog.
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Figure 9: Excel template for bulk upload (Bullit Digital, 2022)

2.2.5 Integration
Access keys

To give partners access to the OTM AP, administrators can generate access keys.
/N Warning, always give access tokens a proper name to prevent abuse. When creating an access token, it is presented only once.

Name (for logging purposes)
Name
Validity in days

3
Roles
Bview entitiesCreate and edit entitiesTIRemove entities

Generate key

Figure 10: Integration section (Bullit Digital, 2022)

Bullit Digital has made an integration feature to give partners of Officedog access to the data collected
in the entities. This feature can be seen in Figure 10, where a key will be generated for the partner that
gives them access to the platform for the desired number of days.
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2.2.6 Jupyter Notebook template

Bullit Digital has provided a Jupyter Notebook template that makes it easier to set up a connection to
the Officedog database. This template is listed in Appendix A and later used as a starting point for
developing standardized process mining applications in Chapter 5. The Jupyter Notebook template
helps with connecting to the Officedog database from the Jupyter Notebook environment used in this
research.

2.3 Summary and conclusion

In this chapter, there has been discussed important content surrounding the OTM and Officedog. The
OTM is a semantic standard and formats data in a unified way. The core elements of the OTM are
events, entities, and lifecycles. Due to the unified way of handling data, standardized process mining
applications can be developed based on the OTM for Officedog. Officedog is a platform based on the
OTM and makes it possible for partners to see logistical data in real-time. Therefore, the partners of
Officedog can all use developed standardized process mining applications based on the OTM since all
data is saved in the same way. Furthermore, the Jupyter Notebook template provided by Bullit Digital
can be used to develop these standardized process mining applications. The Jupyter Notebook
template ensures that the connection between Officedog and the Jupyter Notebook will be set up
correctly.
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Chapter 3 — Literature review

The literature review is being conducted to see how the research questions could be solved from a
theoretical perspective to understand better how the problem can be solved. Section 3.1 focuses on
business process models (BPM) since these are important in executing process mining. Section 3.2
discusses several process mining techniques that can be considered for creating standardized process
mining applications for Officedog. Section 3.3 elaborates on past use cases of process mining in
logistics. Finally, Section 3.4 summarizes and concludes this chapter.

3.1 Business process models (BPM)

This section is about BPM. Subsection 3.1.1 discusses the BPMN method to model a business process.
Subsection 3.1.2 explains the use of a Petri net as a method to model business processes. Subsection
3.1.3 describes the use of a Workflow net as a method to model a business process. Finally, Subsection
3.1.4 shows the YAWL to model business processes.

Businesses use business process models to visualize processes that are going on inside a company.
These models give an image of how companies think their processes occur and are helpful for insight
into a company. By conducting process mining, there will also be made a business process model that
indicates the process based on an event log. There are a couple of business process models that are
used frequently by companies which will now be discussed briefly.

3.1.1 Business process model and notation (BPMN)

BPMN is a renowned method used as a notation of business processes. It was developed by an industry
consortium BPMI.org and quickly became one of the standard notation methods since its official
release in February 2006 (Recker, 2010). The four main elements of BPMN are flow objects, artefacts,
connecting objects, and swimlanes (Weske, 2020). These elements have been visualized in Figure 11
to give an idea of how these elements appear in BPMN diagrams.
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Figure 11: The four main elements of BPMN (Weske, 2020)

Flow objects

Flow objects are the core of BPMN and consist of events, activities, and gateways (Weske, 2020).
Events can be seen as states that can occur in a business process from a company (Weske, 2020).
Activities represent work units performed during business processes (Weske, 2020). Finally, gateways
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are used in BPMN to clarify the split and join behavior of the events, activities, and gateways (Weske,
2020).

Gateways
There are several types of gateways that can be used in BPMN. Figure 12 shows several examples of
these gateways, which all serve a different purpose (Weske, 2020).

Exclusive Gateway
@ (alternative) @ Complex Galeway
Parallel Event-based
Parallel Gatewa
<*> y Gateway (instantiate)
. Exclusive Event-based
Inclusive Gatewa ; :
@ y Gateway (instantiate)

Figure 12: Types of gateways (Weske, 2020)
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Artefacts

Artefacts are used in BPMN to address additional information that is not necessarily essential for the
flow of the process (Weske, 2020). Data objects signify that data is used between several flow objects
(Weske, 2020). Finally, annotations specify aspects of processes, and groups can be used to group
elements of a process (Weske, 2020).

Connecting objects

Connecting objects connect flow objects, swimlanes, or artefacts (Weske, 2020). Sequence flow can
show the order of flow objects, while message flow indicates the flow of messages between business
partners represented by pools (Weske, 2020). Furthermore, association objects are used to link
artefacts to elements in BPMN (Weske, 2020).

Swimlanes

A swimlane represents a part of an organization that is active in a process, which could be multiple
parts, thus swimlanes.

BPMN Example
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Figure 13: BPMIN diagram (Weske, 2020)

Figure 13 shows an example of a BPMN diagram that includes all four main elements and a couple of
different gateways.

23



3.1.2 Petri nets
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Figure 14: Petri net of a process (Weske, 2020)

Another widely adopted BPM type is a Petri net. A Petri net is a BPM notation developed by Adam
Petri and is one of the best-known techniques for specifying business processes (Weske, 2020). A Petri
net contains places, transitions, and arcs. It distributes tokens over places by firing them if they are
enabled to do this. Figure 16 shows a Petri net where places are visualized by the p's and the tokens
by a black dot inside the places. Furthermore, transitions are visualized by t's and can be enabled if
there are tokens in places in front of transitions. For example, in the case of t5, both p5 and p6 should
contain a token to enable the transition.

3.1.3 Workflow nets

Workflow nets are a BPM type similar to Petri nets since they use the same notation required for
modeling a process model as Petri nets (Weske, 2020). However, Petri nets are often only valid for
simple modeling purposes, while Workflow nets are more complex and can often contain multiple
parties (Weske, 2020). Appendix B contains an example of a Workflow net that consists of multiple
parties (Weske, 2020)

3.1.3 Yet Another Workflow Language (YAWL)

™
'\B

Figure 15: Example of a model created by YAWL(Weske, 2020)

The YAWL is another BPM type created to model business processes. YAWL is different from traditional
workflow nets since it uses direct arcs between transitions, explicit split and join behavior that can be
attached to transitions, nonlocal behavior (on the firing of a transition, parts of the YAWL net are
cleansed of tokens), and the handling of multiple instances tasks (Weske, 2020). Appendix C, contains
an overview of the notational elements used in YAWL. Figure 15 shows an example of a process model
created with YAWL (Weske, 2020)
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3.2 Process mining techniques

This section is about process mining techniques. Subsection 3.2.1 explains the use of process
discovery. Subsection 3.2.2 describes conformance checking and its use cases. Subsection 3.2.3 shows
how enhancement can be used as a process mining technique.

3.2.1 Process discovery

Process discovery is a well-known process mining technique that researchers often use. It is used to
take an event log and produce a model without using prior information (van der Aalst, 2012). So the
technique tries to model a process based on example behaviors stored in event logs (van der Aalst,
2012)

Event logs

Event logs are a fundamental principle for many process mining techniques. An event log contains
information about an activity, often referred to as a case (van der Aalst, 2012). These event logs contain
information about cases that multiple process mining techniques can analyze. These techniques are
process discovery, conformance checking, and process enhancement. The information included in
event logs is based on historical data generated in a company's process. Some of the most common
information in event logs are persons involved in a case which is referred to as the "resource,"
starting/end times often referred to as the "timestamp," and "data elements," which could be the size
of orders (van der Aalst, 2012).

Use of process discovery

Businesses have many procedures that can be used in certain situations. These could be made in an
information system, but often these are not documented (van der Aalst, 2012). Process discovery is a
process mining technique focused on visualizing and documenting a model representing a situation
occurring frequently (van der Aalst, 2012). The situation can be modeled based on the company's
collected event logs. Because the analysis of event logs is central to process mining, process mining is
often referred to as "evidence-based" Business Process Management (BPM) which is a conventional
technique for modeling business processes (van der Aalst, 2012). Process discovery uses the event data
and can honestly represent business processes, whereas BPM models are often not based on scientific
data (van der Aalst, 2012). Thus, process discovery can give insight into business processes using event
data.

Algorithm for process discovery
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Figure 16: Petri nets created based on the a-algorithm (van der Aalst, 2012)
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One of the most used algorithms is the a-algorithm. The a-algorithm is based on the idea that an event
log can be investigated if specific patterns occur (van der Aalst, 2012). An example is when activity a is
followed by b, but b is never followed by a, which shows a causal relation between a and b (van der
Aalst, 2012). The search for patterns using the a-algorithm results in a collection of patterns that can
be visualized using BPM notations (van der Aalst, 2012). Figure 16 shows Petri nets M; and M,, created
by performing process discovery on an event log (van der Aalst, 2012).

3.2.2 Conformance checking

Conformance checking is a process mining technique used to compare an existing process model with
an event log of the same process (van der Aalst, 2012). Conformance checking enables a company to
see whether their created process model is in line with the created event logs of that process (van der
Aalst, 2012).

Use of conformance checking

Conformance checking is a powerful process mining technique that shows how a business's current
BPM model deviates from reality. However, there might be differences since conformance checking
uses a model created based on the event log, which means it uses facts. In addition, businesses often
use BPM models not based on historical data, whereas models based on process mining use the
historical data from event logs (van der Aalst, 2012).

Dimensions for conformance checking

A couple of dimensions can be used to check for differences between the original and discovered
models based on an event log. These dimensions are fitness, simplicity, precision, and generalization
(van der Aalst, 2011).

Fitness

Fitness determines the amount of traces in the log that the model can recreate. A model has a perfect
fitif all traces in an event log can be found back in the described model (van der Aalst, 2011). Similarly,
a model has a low fitness if little traces from an event log can be found back in the model. Furthermore,
it is common to describe fitness by a number between 0 and 1 (van der Aalst, 2011).

Simplicity

Simplicity is essential when building models by process mining. In a situation where multiple models
can explain the traces of an event log, one should choose the simplest model to be the main model
(van der Aalst, 2011). However, one should watch out that a simple model might not fit once another
event log is used.

Precision

Precision has to deal with the amount a model behaves according to the design, where a model is
precise if it does not allow for too much change (van der Aalst, 2011). It is underfitting if it has not been
expressed with precision (van der Aalst, 2011). This underfitting causes behavior in a model different
from the log, which is undesirable (van der Aalst, 2011).

Generalization

Generalization is another dimension of conformance checking. In the design process of a model based
on event logs, there should be watched out for generalization of the findings of one event log. In
contrast to the dimension of precision, the generalization dimension deals with the risk of overfitting
a model (van der Aalst, 2011). If a model is overfitting, it is too focused on the behavior of one specific
event log and does not pay enough attention to other possible traces that might be found in other
event logs.
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Algorithms for conformance checking
There will now be discussed some standard conformance checking approaches
Abstraction

The first approach for conformance checking is the abstraction method. First, one should take an
abstraction of the behavior of an event log and initial the model (van der Aalst, 2012). These are
referred to as footprints, and examples are given in Figure 18. Note that these models are based on

the event log in Appendix D.
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Figure 17: A process visualized by N; and N> (van der Aalst, 2011)
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Figure 18: Footprints of N; (Left) and N (Right) (van der Aalst, 2011)

Figure 17 shows the models N1 and N,, modeled after the same trace of an event log. N1 is modeled
after the a-algorithm, and N is a sequential model. The footprints in Figure 18 use a couple of signs
to determine relations between places. The = states that a transition can go forward to another place,
whereas the & states that the previous transition could come from certain places. The # defines that
a transition is not possible in these places. The abstraction method could compare these footprints to
see where differences occur. For N; and Ny, this has been done in Figure 19, which shows that there
are 12 differences in the cells between transitions N;and N, These differences show that the models
disagree on how transitions occur. A decision-maker could look at these differences and choose to

make an adapted model with the preferred transitions.
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Figure 19: Differences between footprints of N1 and N2 (van der Aalst, 2011)

Replays

Another approach to conduct conformance checking is replaying models. Replays look at traces from
event logs and put these traces into the existing model and measure the model's fitness. Appendix E
contains Figure 54, a replay of model N; with the trace o1 =(a, ¢, d, e, h) from Figure 17 (van der Aalst,
2012). In replays, there is being made use of four counters which are: p (produced tokens), ¢
(consumed tokens), m (missing tokens), and r (remaining tokens) (van der Aalst, 2012). Figure 54 shows
no missing tokens, and all produced tokens are consumed. Therefore the fitness can be calculated by
the formula visualized in Figure 20

fitness(o, }—2( —{_)4—2( _p

Figure 20: Formula for calculating fitness for a single trace (van der Aalst, 2011)

Now by filling in p=7, c=7, m=0, and r=0 (Figure 54), one could easily see that the fitness for trace o1 is
1. This is because there are no missing tokens found in the replay of the trace in N,

Appendix F contains Figure 55, a replay of model N, with the trace 2= (q, b, d, e, g). There can be seen
that there are two remaining and two missing tokens. Furthermore, five tokens are produced and
consumed, resulting in a fitness of 0.6.

Calculating the fitness for all models using the found traces in the event log will give insight into which
model is the most accurate if multiple models are available. Figure 21 gives the formula that can be
used to calculate, where ere L(o) represents the frequency that a trace occurs in a model and L
represents all traces as a whole. Furthermore, Table 3 contains information about the variables in this
formula.

fitness(L, N) = l (I

— EGEL L(o) xmn .o ) + l(] _ Zoef_ L(c) xry g )
Y ser L(o) xeng 2 > oer L) X py g

Figure 21: Formula for calculating fitness of a model (van der Aalst, 2011)

Mn,o missing tokens for trace o at model N

CN,o consumed tokens for trace o at model N
'N,o remaining tokens for trace o at model N
PN, o produced tokens for trace o at model N

Table 3: Variables from the formula for total fitness of a model (van der Aalst, 2011)
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Appendix D contains the complete event log used for this research, which can be used for all
calculations of individual fitness scores (van der Aalst, 2011). After this, the total fitness of each model
can be calculated, which for N;and N; are visualized in Figure 22.

fitness(Lgy, Ny) =1
fitness( Ly, N2) = 0.9504

Figure 22: Total fitness of models N;and N, (van der Aalst, 2011)

3.2.3 Enhancement

Enhancement is a process mining technique that focuses on improving or extending an existing process
model by using information about the actual process recorded in some event log (van der Aalst, 2012).
In comparison to conformance checking, which focuses on the difference between model and reality,
enhancement aims at changing or extending the prior model to show, e.g., bottlenecks, service levels,
and throughput times (van der Aalst, 2012)

Use of enhancement

Enhancement is a valuable technique to improve already good functioning models, which might need
minor improvements. Enhancement can be used in two ways: either repair or extension of a model
(van der Aalst, 2011). For the extension of a model, three perspectives can be categorized that could
be added to an existing process model. These categories are organization, time , and case (van der
Aalst, 2011). The organization perspective aims to get information from recourses not yet discovered
in event logs (van der Aalst, 2011). The time perspective looks at the data surrounding events' rate and
time (van der Aalst, 2011). Finally, the case perspective looks at the properties of recent cases that
happened to extend a model (van der Aalst, 2011).

Literature on process enhancement

Type Perspective | Articles

Repair Control-flow | [1][4] [5] [7] [12] [22] [23] [24] [36]

Extension | Organisation | [2] [3] [8] [9] [10] [11] [13] [14] [15] [16] [17] [18] [19] [20]
[21] [25] [26] [27] [28] [29] [30] [31] [32] [33] [35] [37] [38]
[40] [41] [42] [43]

Time [6] [10] [15] [16] [18] [19] [26] [28] [29] [32]

Case [10] [15] [18] [19] [26] [28] [32] [34] [39]

Table 4: Process enhancement studies that have been published (Yasmin et al., 2018)

Table 4 shows the results collected in a recent literature review about process enhancement(Yasmin
et al.,, 2018). The results show 46 studies related to process enhancement which all have been
organized according to their type and perspective (Yasmin et al., 2018).
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3.3 Logistics & process mining

This research focuses on finding standardized process mining applications for Officedog based on
historical data from EMONS Group. Therefore, there has been taken a look at recent studies about
process mining and logistics.
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Figure 23: Process Mining Studies in the six most common fields (dos Santos Garcia et al., 2019)

Figure 23 shows the recent studies containing process mining in the six most common fields. There
can be seen that 27 studies were conducted from 2006 until 2018, which corresponds to approximately
5% of the total studies for these six topics (dos Santos Garcia et al., 2019). The topics of these research
studies were industrial shifts, warehouse layout improvements, bulk ports prediction, traffic control,
detecting train rerouting, anomalies in freight, scheduling transport, and resource allocation in and
resource allocation in an aircraft company (dos Santos Garcia et al., 2019). Table 5 shows the process
mining topics that these studies are about, where one could see that process discovery is the most
coming process mining technique that has been used.

Main Contribution

Studies

Application of context awareness based on machine learning
for improving process discovery

Identification of design and operation problems for logistics
process based on process mining techniques

Multi-dimensional process mining approach

Prediction of event times based on a timed event graph with
dynamic arc weights

Process discovery and social network analysis applied in a
logistical context

Process discovery applied in a logistical context

Process discovery, performance and conformance analyses for
logistics processes

Process model discovery from event streams in a logistical
context

Remodeling logistic business processes based on process
discovery

Resource allocation

Tools and techniques for analysing a logistics spaghetti process

Becker and Intoyoad (2017)

Vasyutynskyy, Gellrich, Kabitzsch, and Wustmann (2010)

Sutrisnowati, Yahya, Bae, Pulshashi, and Adi (2017)

Kecman and Goverde (2013)

Besri and Boulmakoul (2017), Li (2010)

Janssenswillen, Depaire, and Verboven (2017), Gou et al. (2016), Song, Jacobsen, Ye, and

Ma (2016) Pulshashi, Bae, Sutrisnowati, Yahya, and Park (2015) Sutrisnowati et al. (2015),
Sutrisnowati, Bae, Park, and Ha (2013), Krathu, Pichler, Zapletal, and Werthner (2012),
Rozsnyai, Lakshmanan, Muthusamy, Khalaf, and Duftler (2012), Gellrich, Wagner, Vasyutynskyy,
and Kabitzsch (2011), Haigh and Yaman (2011), Gerke et al. (2009), Gerke (2008),

Gonzalez, Han, and Li (2006)

Wang, Caron, Vanthienen, Huang, and Guo (2014)
Soffer et al. (2019), Repta and Stanescu (2017)

Wang, Zhu, Wang, and Huang (2016), Li and Deng (2009), Li (2009)

Zhao, Zeng, Zheng, and Yang (2017)
Kumar, Thomas, and Annappa (2017)

Table 5: The topics from recent studies about process mining (dos Santos Garcia et al., 2019)
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3.4 Summary and conclusion

This chapter has discussed literature on process mining and its relation to logistics. First, the topic of
BPM and several BPM notations have been shown that are considered essential for generating a model
based on an event log analyzed by process mining. BPMN and Petri nets are the most common BPM
notations for research based on process mining. Furthermore, there have been studied typical process
mining techniques. Process discovery, conformance checking, and process enhancement are the most
common process mining techniques. However, most research on process mining in logistics is often
focused on the process discovery technique. Now that a vast amount of relevant literature has been
discussed, there can be started the design of standardized process mining applications for Officedog
based on the historical data from EMONS Group.
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Chapter 4 — Solution design

In this section, there have been designed standardized process mining applications. Section 4.1
discusses possible process mining applications. Section 4.2 covers how there has been extracted data
from Officedog to enable process mining. Section 4.3 explains the PM4PY library used during the
development of standardized process mining applications. Section 4.4 shows the Kepler library, which
is used for geographical visualizations. Section 4.5 explains the use of Seaborn for statistical analysis
of bottlenecks. Finally, Section 4.6 summarizes and concludes the chapter.

4.1 Possible process mining applications
This section is about possible process mining applications. Subsection 4.1.1 explains the mapping of
activities. Subsection 4.1.2 shows the driving and rest time analysis for truck drivers.

Now that it is clear that the PMA4PY library will be used in a Jupiter Notebook, which is connected to
the database of Officedog, it has been decided to look at the possible process mining applications that
can be developed for Officedog.

4.1.1 Mapping of activities

The mapping of activities is a powerful tool for a logistic partner of Officedog. It can give insight into
areas where bottlenecks are occurring. Two examples can be investigated to see the potential of this
standardized process mining application.

Waiting time analysis

The first problem that can be analyzed is the mapping of waiting times. The data contain an activity
called "Waiting," meaning that a trucker cannot continue driving for unexpected reasons. Therefore it
is interesting to see where this bottleneck is occurring since this can give insight into where this
"Waiting" activity is occurring.

Traffic jam analysis

Traffic jams are inevitable when a logistics company conducts many trips. However, the analysis of
traffic jams that have occurred could be vital information to have. For example, if there is created a
visual mapping of where most traffic jams occur, the logistics company could decide to take a different
route.

4.1.2 Driving and Rest time analysis

EMONS Group has provided data, as shown in Figure 25, which contains several activities from which
the "Driving" and "Rest" time are interesting for process mining. The European Union has provided
guidelines for truck drivers for their driving time and rest periods (European Commission, 2006). These
have been developed to prevent truck drivers from not getting enough rest and can be used to develop
a standardized process mining application. The standard process mining application can be based on
the guidelines from the European Union and check if the truck driver gets enough rest by studying the
"Driving" and "Rest" activities given in the events. The guidelines have been listed in Appendix G.
However, the research will only investigate the first and second guidelines due to time constraints.

4.2 The setup of data extraction

Events Table

uuid

h J

eventype Jupyter Notebook

Officedog

creationDate

name

vehicletype

Figure 24: Data flow from Officedog to Jupyter Notebook

In Figure 24, there can be seen how Officedog is used to extract the data of events into a Jupyter
Notebook. This research uses the programming language Python, which requires a Juptyer Notebook.
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In this Jupyter Notebook, a BPM will be made using process discovery, and there will be a detection
and analysis of several bottlenecks that could occur for logistics companies. In Officedog, there has
been imported an Excel file based on data coming from a board computer of a vehicle from EMONS
Group. This data has been visualized in Figure 25 and is imported into Officedog based on the OTM
model, as seen earlier in Figure 6.

Vehicle_ID _Longitude _Latitude Heading _Fuellevel Odo Activity_
2 | 30-3-202100:24 UACT676 9,952 52,3843 10 90 505342 Rest ACT DEU - EuropastraRe (-) - 31275 - Lehrte//Lehrte D 30-9-2021 0405 178437102
3 | 30-9-202100:52 UACT676 9952 52,3843 10 90 505342 Rest ACTIVITY DEU - Europastrae (-) - 31275 - Lehrte//Lehrte o 30-9-2021 04:05 178437103
4 | 30-9-202100:54 UACT676 9,9519 52,3842 10 90 505342 Rest ACTIVITY DEU - EuropastraRe (-) - 31275 - Lehrte//Lehrte D 30-9-2021 04:05 178437104
5 | 30-3-202100:54 UACT676 9,952 52,3842 10 90 505342 Rest ACTIVITY DEU - EuropastraBe (-) - 31275 - Lehrte//Lehrte D 30-9-202104:05 178437105
6 | 30-9-202100:54 UACT676 9,952 52,3843 10 90 505342 Engine ON REGISTRATION DEU - EuropastraRe (-) - 31275 - Lehrte//Lehrte D 30-9-2021 04:05 178437106
7 | 30-3-202100:54 UACT676 9,552 52,3843 10 90 505342 CantactKey On  REGISTRATION DEU - Europastrafe (-) - 31275 - Lehrte//Lehrte D 30-9-2021 04:05 178437107
8 | 30-9-202100:59 UACT676 9,9519 52,3843 10 90 505342 Driving ACTIVITY DEU - EuropastraRe (-) - 31275 - Lehrte//Lehrte D 30-9-2021 04:05 178437108
9 | 30-3-202100:5 UACT676 9,552 52,3843 10 90 505342 Driving ACTIVITY DEU - EuropastraRe (-) - 31275 - Lehrte//Lehrte D 30-9-2021 04:05 178437109
10| 30-5-202101:01 UAC7676 9,9524 52,3862 250 91 505342 Driving ACTIVITY DEU - Westtangente (-) - 31275 - Lehrte//Lehrte D 30-9-2021 04:05 178437110
11| 30-9-202101:03 UACT676 99488 52,372 170 88 505344 Driving ACTIVITY DEU - Westtangente (-) - 31275 - Lehrte//Lehrte D 30-9-202104:05 178437111
12| 30-5-202101:05 UACT676 9,9245 52,3662 230 30 505346 Driving ACTIVITY DEU - Am Rehwinkel (-) - 31275 - Lehrte//Lehrte D 30-9-2021 04:05 178437112
13| 30-9-202101:07 UACT676 9,016 52,3533 230 90 505348 Driving ACTIVITY DEU - Gartenwinkel (24-) - 31319 - Sehnde/Haver/Sehnde [ 30-9-2021 04:05 178437113
14| 30-5-202101:09 UACT676 9,8846 52,3527 330 89 505349 Driving ACTIVITY DEU - Gretlade (4-) - 31319 - Sehnde/Hover/Sehnde D 30-9-2021 04:05 178437114
15| 30-9-202101:10 UAC7676 98845 52,3532 20 90 505350 Driving ACTIVITY DEU - Gretlade (4-) - 31319 - Sehnde/Hover/Sehnde D 30-9-2021 0405 178437115
16| 30-9-202101:10 UACT676 9,8835 52,3539 20 89 505350 Arrival loading  ACTIVITY DEU- g () - 31319 - D 30-9-2021 04:05 178437116
17| 30-5-202101:11 UACT676 98831 52,3545 20 89 505350 Arrivalloading  ACTIVITY DEU - Gretlade (9-) - 31319 - Sehnde/Hover/Sehnde D 30-9-2021 04:05 178437117
18| 30-9-202101:11 UACT676 9,8831 52,3545 20 89 505350 ContactKey Off  REGISTRATION DEU - Gretlade (9-) - 31319 - Sehnde/Hover/Sehnde D 30-9-2021 0405 178437118
19| 30-5-202101:11 UACT676 93831 52,3545 20 89 505350 Engine OFF REGISTRATION DEU - Gretlade (9-) - 31319 - Sehnde/Hover/Sehnde D 30-9-2021 04:05 178437119
20 30-3-202101:11 UACT676 9,8832 52,3546 20 89 505350 Arrival loading  ACTIVITY DEU - Gretlade (7-) - 31319 - Sehnde/Hover/Sehnde D 30-9-2021 0405 178437120
21| 30-9-202101:11 UACT676 98831 52,3546 20 89 505350 Arrivalloading  ACTIVITY DEU - Gretlade (7-) - 31319 - Sehnde/Hover/Sehnde o 30-9-2021 04:05 178437121
22| 30-3-202101:14 UACT676 9,883 52,3546 20 89 505350 ContactKey On  REGISTRATION DEU - Gretlade (7-) - 31319 - Sehnde/Hover/Sehnde D 30-9-2021 04:05 178437122
23| 30-5-202101:14 UACT676 9,883 52,3546 20 89 505350 Engine ON REGISTRATION DEU- Gretlade (7-) - 31319 - Sehnde/Héver/Sehnde D 30-9-202104:05 178437123
24| 30-9-202101:14 UACT676 9,8831 52,3547 20 90 505350 Arrivalloading  ACTIVITY DEU - Gretlade (7-) - 31319 - Sehnde/Hover/Sehnde D 30-9-2021 04:05 178437124
25| 30-3-202101:16 UACT676 98826 52,3548 20 92 505350 Arrival loading  ACTIVITY DEU - Rebhuhnweg (-) - 31319 - Sehnde/Hover/sehnde D 30-9-2021 04:05 178437125
26 30-9-202101:20 UACT676 9,8823 52,3548 20 93 505350 Loading ACTIVITY DEU- g () - 31319 - D 30-9-2021 04:05 178437126
27| 30-3-202101:20 UACT676 98823 52,3548 20 93 505350 Loading ACTIVITY DEU - Rebhuhnweg (-) - 31319 - Sehnde/Hover/sehnde D 30-9-2021 04:05 178437127
28| 30-5-202101:20 UACT676 9,8823 52,3548 20 93 505350 Loading ACTIVITY DEU- Rebhuhnweg (-) - 31319 - Sehnde/Hover/Sehnd D 30-9-202104:05 178437128
29| 30-9-202101:20 UACT676 98823 52,3548 20 92 505350 Loading ACTIVITY DEU - Rebhuhnweg (-) - 31319 - Sehnde/Hover/Sehnde D 30-9-2021 04:05 178437129
30 30-5-202101:20 UACT676 9,8823 52,3548 20 92 505350 Engine OFF REGISTRATION DEU - Rebhuhnweg (-) - 31319 - Sehnde/Hover/Sehnd D 30-9-2021 04:05 178437130
31| 30-9-202101:20 UACT676 98823 52,3548 20 92 505350 ContactKey Off  REGISTRATION DEU - Rebhuhnweg (-) - 31319 - Sehnde/Hover/Sehnde ) 30-9-2021 04:05 178437131
32| 30-9-302101:21 UACT676 98820 52,3549 20 92 505350 ContactKey On  REGISTRATION DEU - A7/E45 (-) - 31313 - Sehnde/Hover/ D 30-9-2021 04:05 178437132
33| 30-9-202101:21 UACT676 9,8824 52,3543 20 92 505350 Engine ON REGISTRATION DEU - A7/E4S (-) - 31319 - Sehnde/Hover/ D 30-9-2021 0405 178437133
34| 30-9-202101:21 UACT676 9,8826 52,3548 20 90 505350 ContactKey Off  REGISTRATION DEU- g () - 31319 - D 30-9-2021 04:05 178437134
35| 30-9-202101:21 UACT676 98826 52,3548 20 90 505350 Engine OFF REGISTRATION DEU - Rebhuhnweg () - 31319 - Sehnde/Hover/sehnde D 30-9-2021 04:05 178437135
36| 30-9-202101:22 UACT676 9,8824 52,3549 20 90 505350 ContactKey On  REGISTRATION DEU - A7/E4S (-) - 31319 - Sehnde/Hover/ D 30-9-2021 0405 178437136
37| 30-9-302101:22 UACT676 93824 52,3548 20 90 505350 Engine ON REGISTRATION DEU - A7/E4S (-) - 31313 - Sehnde/Hover/ D 30-9-202104:05 178437137

Figure 25: Data coming from a board computer of a vehicle by EMONS Group

4.3 PM4PY

This research will use a process mining library for Python called PM4PY that contains practical
algorithms for creating standardized process mining applications for Officedog (Fraunhofer FIT, 2021).
For example, in Figure 26, there can be seen that the PM4PY contains several examples for process
discovery and handling of event data.

= Jupyter aut | | Logou
Files Running Clusters

Select items to perform actions on them. Upload | New~= | &
[(Jo ~ ™/ Downloads / PM4PY | notebooks Name ¥ Last Modified File size

[im] een paar seconden geleden

O [ data 6 dagen geleden
O Oimg 6 dagen geleden
O & 1_event data.ipynb 3 dagen geleden 546 kB
0 & 2 _event data_filtering.ipynb 3 dagen geleden 434 kB
[0 & 3_process_discovery.ipynb 3 dagen geleden 497 kB

Figure 26: Example for process discovery (Fraunhofer FIT, 2021)

The library is handy for process discovery since it contains some algorithms that can visualize several
types of BPM models needed to visualize the discovered process. Figure 27 and Figure 28 show
examples of a BPMN and a Petri net that the PM4PY library can create in Python. Furthermore,
Appendix H contains a list of process mining techniques available in the PM4PY library.
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import pandas as pd

import pmdpy

df = pm4py.format_dataframe(pd.read_csv('data/running_example.csv', sep=";"), case_id='case_id’,activity_key="activity’,
timestamp_key="timestamp")

bpmn_model = pmdpy.discover_bpmn_inductive(df)

pmdpy . view_bpmn{bpmn_model)

Figure 27: Creation of a BPMN model with PM4PY

netl, imi, fml = pmdpy.convert_to_petri_net(process_tree)
pmdpy.view_petri_net(netl,iml,fml)

— /"_7_
; T N
g iater pacpasst }—-( L
- NS T h—
N

Figure 28: Creation of a Petri net with PM4PY

4.4 Kepler

Another library that is used during the development of standardized process mining applications is
Kepler. The Kepler library is an open-source geographical analysis tool for large-scale data created by
Uber (Kepler, 2022). The library can be used in multiple data analysis tools, including the Jupyter
Notebook environment. Kepler is working based on geographical information provided in data sets
and can therefore be indicated to get insight into bottlenecks coming from an event log since all events
contain geographical information in Officedog. So, the latitude and longitude can be plotted based on
this geographical information to visualize bottlenecks.

4.5 Seaborn

The Seaborn library is being used to make a statistical analysis of the bottlenecks that are occurring.
Seaborn is a library for Python that provides a high-level interface for drawing attractive and
informative statistical graphics (Seaborn, 2022). Furthermore, Seaborn offers a wide range of statistical
tools that can be used to give insight into data in a visual way (Seaborn, 2022). Therefore, the Seaborn
library is helpful for the analysis of found bottlenecks in the extracted events from Officedog.

4.6 Summary and conclusion

This chapter has discussed which standardized process mining applications will be developed. These
are the mapping and statistical analysis of activities and an analysis of truck drivers' driving and rest
times compared to the European Guidelines. Furthermore, it provided information on several tools
that will be used within the Jupyter Notebook template by Bullit Digital. The first tool is the Kepler
library which is used for geographical mapping. The second tool is the PM4PY library used for several
process mining applications. The last tool used is the Seaborn library for the statistical analysis of
activities. Now that it is clear what will be developed, the actual creation of these standardized process
mining applications can be started.
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Chapter 5 — Standardized process mining applications

This section shows how standardized process mining applications are developed. Section 5.1
discusses the connection to Officedog. Section 5.2 shows how a general object has been created.
Section 5.3 explains how process discovery has been used to create a process model. Section 5.4
contains a visualization of a whole trip. Section 5.5 shows the mapping and statistical analysis of
waiting activities. Section 5.6 contains the mapping and statistical analysis of traffic jam activities.
Section 5.7 shows the creation of the driving and rest times analysis. Finally, Section 5.8 summarizes
and concludes this chapter.

5.1 Connection to Officedog

The first step in creating the standardized process mining applications was setting up the connection
from the Jupyter Notebook to Officedog. Subsection 5.1.1 explains which dependencies are used for
the database connection. Subsection 5.1.2 shows how database models are defined and instantiated.

5.1.1 Dependencies & database connection

'pip install pydantic==1.8.2

'pip install psycopg2-binary==2.9.1
'pip install SQLAlchemy==1.4.26
'pip install pmdpy

'pip install wheel
'pip install pipwin

'pipwin install numpy
'pipwin install pandas
'pipwin install shapely
'pipwin install gdal
'pipwin install fiona
'pipwin install pyprej
'pipwin install six
'pipwin install rtree
'pipwin install geopandas
'pip install matplotlib
'pip install keplergl

from sqlalchemy import create_engine, Table

from sqlalchemy.ext.declarative import declarative base

from sqlalchemy.orm import sessionmaker, Session, relation

from pydantic import BaseModel

from pydantic.types import UUID4

from sqlalchemy import Boolean, Column, ForeignKey, Integer, String
from sqlalchemy.orm import relationship

from typing import List, Optional

from datetime import datetime

import pandas as pd

import numpy as np

import seaborn as sns

import pmdpy

import keplergl

import geopandas as gpd

import matplotlib

import matplotlib.pyplet as plt

import os

os.environ["PATH"] += os.pathsep + 'C:/Program Files/Graphviz/bin/"

Figure 29: Code used to install and load dependencies

The data from this trip needs to be imported into the Jupyter Notebook. Therefore, Bullit Digital has
made some code in the Jupyter Notebook template, which installs and loads dependencies, as shown
in Appendix A. However, several extra libraries were installed and imported. These were required to
develop standardized process mining applications, as seen in Figure 29. Furthermore, there has been
made code that configures the database connection to Officedog, which is shown in Figure 30

DB_URL = "postgresql://otm-kpi-read@officedog-db-1:hftjhKgkdqugrEZHRzVad8PZ@officedog-db-1.postgres.database.azure.com:5432/0tm-k
»

Figure 30: Code used for the database connection
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5.1.2 Define and instantiate database models

# Import data types
from sqlalchemy.dialects.postgresql import JSONE, ARRAY, ENUM, TIMESTAMP

engine = create_sngine(DB_URL)
SessionLocal = sessionmaker{autocommit=False, autoflush=False, bind=engine)

Base = declarative_base()
# Define models
class Events(Base):
__tablename__ = "events”
id = Column(String, primary_key=True, index=True)
name = Column(String)
eventType = Column(String)
creationDate = Column()

vehicleId = Column(String, ForeignKey(“vehicles.id"), primary_ key=True, index=True)
geoReference = Column{String)

Figure 31: Engine & class setup in Jupyter Notebook

After the database connection had been set up, the software package of sqlalchemy was used to
extract the data from Officedog into the Jupyter Notebook. As seen in Figure 31, an engine has been
created, and the class called "Events" is being made, which contains elements from the events entity
in Officedog. Appendix A showed that multiple connections were already made available by Bullit
Digital in the Jupyter Notebook template. However, this "Events" class has been added to the existing
database models since it was needed to create standardized process mining applications that require
event information. Figure 32 shows that the linked events have similar names to the names in
Officedog to make sure that they can be called.

Name Preview
- ‘ {
Standstill "externalAttributes”: {
"id": "18353e@976"
External Attributes 1,
"lifecycle": "actual”,
"vehicle™: {
uuiD "entityType": "vehicle",
"uuid": "@9f4bS49-Bacl-4588-9628-a3876bT858961",
"associationType”: "reference”
}a
Creation Date "geoReference": {
"speed”: {},
21-12-2021 09:31:25 ] “heading”: {},
"bearing”: {}.
Event type® "lat": "51.7186",
"lon": "5.9578",
locationUpdateEvent "type": "latlLonPointGeoReference"
. * Y
Ltz "id": "3fO6cbc7-6282-1807-02F0-53ebfEe3fR6C ",
actual "eventType": "locationUpdateEvent",
"name": "Standstill",
Vehicle "creationDate": "20@21-12-21T@8:31:25.8@8Z"

Figure 32: The metadata visualized in Officedog for an event (Officedog, 2022)
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5.2

def

def

Creation of a general object

select location(row): # function to return Location based on latitude and Longitude
geclocator = Nominatim{user_agent="gecapiExercises”)

city = "unknown'

latitude = row["lat’]

longitude = row['lon']

location = geolocator.reverse{str(round{latitude,2})+","+str{round{longitude,2)))

address = location.raw[ 'address']

city = address.get('city', '")

return city

get_day_name{row) # function to get the day name

naame = 'unknown’

date = row['day"]

day_name= [‘Monday', 'Tuesday', 'Wednesday', 'Thursday®, 'Friday", 'Saturday”, "Sunday’]
day = datetime.strptime(stri{date), '¥v-Em-%d').weckday()

return day_name[day]

Figure 33: Functions defined for the selection of location and day name

A general object has been created that can be used for creating standardized process mining
applications. The first step in this creation was the development of functions that select a location and
day name, which can be seen in Figure 33. This has been done since mapping activities require a
location coupled to an event. Furthermore, a statistical analysis can be supported by the day name
since it can show differences between days.

class Sclver:
def _ init  (self):

self.event =
zelf.vehicle id =
zelf.eventlog = pd.DataFrame()
zelf.events = pd.DataFrame()
zelf.events_red = pd.DataFrame()
self.random = "

def loadtripseventlog(self):

df = pd.read_sql{db.query{Events).statement, db.bind) # cregte dota frame

df["rRanD'] = [ random.randint{1,58)} for k in df.index] # odd o number 1 to 58 to egch event as g new
df.columns = ['case_id', ‘activity', ‘event', "timestamp','vehicleId", 'geoReference','RAND'] # iden

df = pmapy.format_dataframe(df, case_id='RaND',activity key="activity',
timestamp_key='timestamp'} # formgt based on the PM4PY requirements

del df["case_id"] # remove useless columns

del df["activity']

del df["timestamp']

self.eventlog = df

def loadevemtlog(self):

df = pd.read_sgl{db.query{Events}.statement, db.bind) # cregte dota frame

df.columns = ['case_id', ‘activity', ‘event', "timestamp','vehicleId®, 'geoReference'] # identify columns

df = pmapy.format_dataframe(df, case_id='case_id',activity key="acti 5
timestamp_key='timestamp'} # formgt based on the PM4PY requirements

del df["case_id'] # remove wseless col

del df["activity']

del dff["timestamp']

self.eventlog = df

def loadallevents(self):

df_events = self.eventlog.sort values(by="time:timestamp")

df_geo = dict{df_events.geoReference) # add Latitude and Longitude as column
df2 = pd.DataFrame.from_dict{df_geo).T

df2 = dfz[["1at", "lon"]]

df_events =
df_events = df_events.loc[:,~df_ewvents.columns.duplicated(}].copy()

df_events['lat']
df_events['lon']

pd.to numeric(df events["lat"]) # formgt fype from string fo numeric
pd.to numeric(df events["lon"]) # format type from string to numeric

zelf.events = df_events

def loadevents{self, ewvemt, wehicle id):

self.event = event

self.vehicle id = vehicle_id

df_events = self.eventlog.sort_values(by="time:timestamp’) # sort on timestamp
df_events['row_id'] = df_events.reset_index{).index

df_events = df_events.loc[df events['concept:name'] == event] # only the woiting activifies

df_geo = dict(df_events.geoReference)
df2 = pd.DataFrame.from_dict({df_geo).T
df2 = df2[["1at", "lon"]]

# add Latitdue and Longtidue as column

pd.concat([df_events, df2], axis=1, join="inner') # odd this to the case id in the events dotafrome

df_events = pd.concat([df_events, df2], axis=1, join='inner') # add this to the case id in the events daotafraome
df_events = df_events.loc[:,~df_events.columns.duplicated()].copy{) # remove duplicates

df_events['lat'] = pd.to_numeric({df_events["lat"]) # formgt type from string to numeric
df_events['lon'] = pd.to numeric({df_evemts["lon"]) # formgt type from string to numeric

self.events = df_events
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def wiew bpm(self}):
tree = pmdpy.discover_process_tree_inductive(self.eventlog) # creote @ process model with PrePy
net, initial marking, final marking = pmdpy.convert_to petri_net{tree)} # convert to Petri net
pmapy view_petri_net{net, initial_marking, final_marking)

def calculatestateDuration(self):
df_events = self.events
df_events.loc[df_events["row_id']- df _events['row_id'J].shift{1) != 1, 'start/end'] = 'start' # indicate start
df_events.loc[df_events["row_id'].shift(-1)- df_events['row_id'] != 1, 'startfend'] = "end" # indicate end
df_events_red = df_evemts[['row_id", 'time:timestamp','concept:name','start/end’', "lat®, 'lon']].dropnal)# select columns
startend = df_events_red[ "time:timestamp'].diff() # raolucate activity durgtion

df_events_red - pd.concat{[df_esvents_red, startend], axis=1) # add this to the dotaframe
df_events_red.columns = [“row_id", 'time:timestamp®, ‘concept:name’, ‘start/end’,'lat", 'len’, ‘duration®]

df_events_red = df_evenmts_red[~df_events_red['start/end’].isin([ "start']}] # only show end events
avg_waiting_time = df_events_red["duration”].mean() # calculate average waiting time

print("avg_waiting time is " + str{avg_waiting time))
df_events_red[ 'duration”]
df_events_red[ 'duration’]

df_events_red.duration.apply{lambda x: X.seconds) # calculate durgtion of ectivity
df_events_red[ 'duration'] / 3cee # convert to hours

self.events_red = df_events_red

def addiLccationInfofself):
self.events_red[ "city'] = self.events_red.apply({lambda x: select location{x), axis =1) # odd Location
self.events_red.drop{['lat', "lon'], axis=1, inplace=True)

def addpayInfolself):
self.events_red["day'] = self.events_red[ time:timestamp'].dt.date # odd day info
self.events_red[ "day_name"] = self.events_red.apply{lambda x: get_day_name(x), axis =1}

def showdataframe(self):
display (self.events_red)

def drivingtime{self):
self.events_red = self.events_red.groupby( day')[ 'duration'].agg([ 'sum', "count']) # colculote driving time per day
self.events_red = self.events_red.loc[self.events_red['sum'] » 2] # Filter out driving times higher than 2 hours

display (self.events_red)

def drivingtimeperwoek{self):
self.events_red ['day'] = pd.to_datetime(self.events_red['day'], errors="coerce') # change to datetime
self.events_red ['wesk_number_of_year'] = self.events_red['day'].dt.week # gdd week mumber

# Calculate weekly driving time
self.events_red = self.events_red.groupby( "week_number_of_year'}[ "duraticn'].agg(["sum", 'count'])

display (self.events_red})

def geteEventLog(self):
return self.eventlog

def getevents{self):
return self.events

def getEvents_red(self):
return self.events_red

def displayevents(self):
display (self.events)

def displayEvents_red(self):
display (self.events_red)

def showburationPlots(self):
sns.boxplot{data=self.events_red, x=self.events_red.duration} # duretion in hours
sns.displot{self.events_red, x="duration", bimwidth-e.e81, discrete-True)

def displaypuraticnstats(self):
display{self.events_red.describe(})
display{self.events_red.groupby("day').duration.agg{['max', 'min‘, 'counmt', 'median’', "mezn', ‘sum'l))
display{self.events_red.groupby( day_name").duraticn.agg([ 'max', ‘min‘, “count®', *median’', ‘mean’, ‘sum"]})
display{self.events_red.groupby("city').duraticn.age([ 'max"', 'min", 'count', ‘median', "mean', "sum']))

Figure 34: Object containing several functions to enable object-orientated programming

After the functions for selecting a location and day name have been created, the " Solver " object has
been made, as seen in Figure 34. This object contains several functions that can be used for the
geographical mapping of activities and statistical analysis. To see how this can be used for mapping
activities and a statistical analysis, there has been a demonstration of the "Waiting" and "Traffic Jam"
activities. Furthermore, the objective can be used to make a process model using the PMA4PY library.
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5.3 Process discovery

This section is about process discovery. Subsection 5.3.1 discusses the obtained Petri net for one
vehicle id. Subsection 5.3.2 covers the Petri net discovered if multiple vehicle id's would be
considered.
5.3.1 Process discovery for one vehicle id

p = Solver()

p.loadeventlog()

p.wiew_bpm{)

Figure 35: Code used to generate a Petri net for one vehicle id

Figure 35 shows the code used to obtain the Petri net visualized in Figure 36. The PMA4PY library was
used to create the Petri net and resulted in a simple process model. The code in Figure 35 uses the
function "loadeventlog" written in the class "Solver" as seen in Figure 34. First, the events were loaded
into a data frame formatted to be supported by the PM4PY library. This is because PM4PY works with
standard names, e.g., " id" should always be "case_id. " After creating the data frame, a Petri net was
made using the PM4PY library.

Start new

Arrival unloading

Refueling

Driving

Waiting

Eest

Arrival loading

Traffic jam

Standstill

End

Engine OFF

Engine ON

Figure 36: Obtained Petri net for one vehicle id

39



5.3.2 Process discovery for multiple vehicle id's
p = Ssolver()
p.loadtripseventlog()}
p.view_bpm()

Figure 37: Code used to generate a Petri net by using multiple vehicle id’s

Figure 37 shows the code used to generate a Petri net, which is visualized in Figure 38. The code in
Figure 37 calls the function "loadtripseventlog" written in Figure 35, which deviates from the function
"loadeventlog". The earlier discovered process model in Figure 36 was too simplistic and insufficient
to be a proper process model based on activities. Therefore, the original trip has been split up over 50
vehicle id’s to create a better process model reflecting a more accurate situation.

.
..

Engine OFF -
\

@ o=@
.A._ e

Figure 38: Discovered Petri net for multiple vehicle id’s
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5.4 Mapping of all events

p3 = Solwer{)
p3.loadeventlog{)
p3.loadallevents()

from keplergl import KeplerGl

df_events = p3.getEvents()

df_latlon = df_ewemts[["1at™, "lon"]] # create a dataframe for Lotitude and Longiifude
map= Keplercl(height=See)

map.add_data(data=df_latlon, name-'data_1")

map

User Guide: https://docs.kepler.gl/docs/keplergl-jupyter

Copenhagen

Dresden

Frankfurt

Figure 39: Mapping of all events

Figure 39 shows the map containing all events available from the trip conducted by EMONS Group.
There can be seen that the trip is made in Germany, Belgium, France, the Netherlands, and the UK.
This map is helpful since it shows all places where a truck has been during the trip, whereas the
mapping of specific activities only shows the location of these specific activities.

5.5 Mapping and analysis of waiting times

This section is about the mapping and analysis of waiting times. Subsection 5.5.1 explains how there
is created a data frame for waiting times. Subsection 5.5.2 shows how there has been created the
mapping of waiting times. Subsection 5.5.3 covers how a statistical analysis for waiting times has been
done

5.5.1 Creating a data frame for waiting times

Figure 40 shows several steps that have been taken to make a data frame required for the mapping
and statistical analysis of the "Waiting" activities. The first step is loading only the waiting activity from
a single-vehicle id which is done by "p1l.loadevents ". In red, one can see that selecting an activity and
vehicle id is possible, which filters away all other activities and vehicle id’s. After this, the length of the
activity has been calculated. This calculation is done by "p1l.calculateStateDuration" and is necessary
for the statical analysis. Furthermore, location and day info has been added to give insight into
deviations between areas and days for the statistical analysis. Now that the data frame for only the
waiting activities has been created, it can be used for mapping and a statistical analysis
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pl = Selver()

pl.loadeventlog()

pl.loadevents("Waiting", "@2f4bo<43-8acl-4530-9528-a8760TE58261")
pl.calculatestateburationd)

pl.addLocationInfol)

pl.addDayInfol)

pl.showdatatramed)

avg_waiting_time iz @ days ©98:24:34,523052389

row_id time:timestamp concept:name startend  duration city day day_name

B354 355  2021-10-03 12:056:438 Wisiting end 0712222 2021-10-03 Sunday

10571 21-10-03 18:22:53 Wisiting end 2021-10-02 Sunday
4058 706 2021-10-04 19:53:05 Viziting end 2021-10-04 Monday
7435 T0e 2021-10-04 20:20:24 Wiziting end 2021-10-04 Monday
T260 712 2021-10-04 20:22:24 Wiziting end 2021-10-04 Monday
4238 15480 2021-12-18 10:30:23 Wisiting Folkestons and Hythe 2021-12-12  Saturday

10771 1E4TT 2021-12-18 11:22:08 Vsiting Folkestone and Hythe 2021-12-18 Saturday

11085 15752 2021-12-20 17:55:24 Wiziting 2021-12-20 Monday

13282 1578t 2021-1 Wiziting 2021-12-20 Monday

13936 15784 2021-12-20 18:08:05 Wiziting end 0.02B055 2021-12-20 Monday

Figure 40: Creation of data frame for waiting times

5.5.2 Mapping of waiting times

The creation of the map can be seen in Figure 41, where the pink points indicate places where waiting
activities have occurred. The data frame from Figure 40 and the latitude and longitude were used for
this creation. The latitude and longitude have been created in the function "loadevents" from the class
"Solver" in Figure 34. The mapping of these waiting times gives a good overview of where these are
occurring, and the management board can use this information for decision-making in the future.

from keplergl impert KeplerGl

df_events

1. getEvents()
df_latlon 1

=P
= df_evenmts[["1at", "lon"]1] # create a

e and longitude

map= KeplerGl{height=58a)
map.add_data({data=df latlon, name='data_1")
map

User Guide: https://docs.kepler.gl/docs/keplergl-jupyter

Manchester Hambyrg

Amsterdam

Berlin

Frankfurt

Figure 41: The creation of a map indicating the waiting times
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5.5.3 Statistical Analysis of Waiting Times

pl.showburaticnrlots()

* L] L}
T T T
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duration
120
100 4
m .
B
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p — . —_—
1] . 4 G B 10
duration

Figure 42: Statistical plot of waiting activities durations

The first statistical tools used are the boxplot and histogram of the duration of the waiting activities
shown in Figure 42. These tools provide insight into the division of waiting times based on their
duration, which can show outliers.

Figure 43 shows the statistical output created from the function "displayDurationStats" defined in the
class "Solver" in Figure 34. First, there can be seen that the mean, standard variation, minimum,
maximum, and division per quartile have been given. After this, a list of waiting times per date and a
daily division has been made. This gives a good insight into which days the most waiting times occur.
Lastly, a comparison has been made with the location where the most waiting times occur, and cities
containing the most waiting times are listed.
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pl.displaypurationstats()

row_id

duration

count 155.000000
mean 10032212803
std 2634265664
min  325.000000
25%  ©845.000000
60% 10600.000000
7%  12351.000000

max 141528.000000

165.000000

0325010

0.e20524
0.000833

0.018044

0.023811

0270333

8634722

max min count median  mean sum
day
20211003 5256333 0712222 2 2985278 2085278 5970556
20211004 0.455273 0.008844 4 0025000 0128055 0512222
20214042 0072772 0051857 2 0067222 0067222 (0.134444
20211013 0.108555 0.012500 3 0050000 0056012  0.163056
20211014 1505044 1508044 1 1508044 1506044 1506044
20214045 1078722 0537500 2 0808511 0.808811 1517222
2021-10-18 1.020000 0.000832 9 0028167 0265123 2386111
2021-41-22 0.275000 D.018857 7 0.050000 0095040 0.685278
20211124 1719167 0001111 13 0050000 03238825 3.104722
2021-1125 9524722 0000832 13 0205555 0940402 12242222
2021-11-26 0585558 0.018111 11 0032055 0100732 1108811
2021-1128 0484722 0.018111 T 0112500 0160008  1.153056
20211201 1025555 0.001844 15 0.033511 0183706 2756044
20211202 0.940187 0.00811 6 0152056 0285804 1714167
20211204 0.228511 0.228811 1 0.228511 0228811 0.228611
20214207 0750000 0001857 5 0017381 0153287 0810722
20211208 0.9014722 0.003232 T 0133333 0208730 21811
20211208 0550444 0.083332 4 0134722 0253055 1012222
20214240 0958333 0002500 11 0140444 0320942 3821857
20211213 0.001382 0.000832 2 000111 0001111 0002222
20214247 0920272 D.001338 12 0083472 0220347 2544187
202112418 1745278 D.O10558 14 0108250 0321845 4505833
20211220 0.028055 0.015278 3 0.018567 0020000 C.050000
max min count median  mean sum
day_name

Friday 1.079722 0.001382 35 0.075000 0.240788 8.801857
Monday 1020000 0.000833 32 0058333 0.150278  4.303230
Saturday 1745272 0010856 15 0.141044 0.315630 4734444
Sunday 5258323 0.712222 2 205278 2088278 5070558
Thursday 02.634722 0.000833 24 0.194444 0502535 16.785556
Tuesday 0.750000 0.001857 S 0028381 0431771 1.054187
Wednesday 1719187 0001111 38 0088306 0215543 2180232

max min count median  mean sum

city

5258333 0000833 31 0.083611 0.472150 14.930044

Ashford 0533055 0001111 20 0.050000 0149083 2881667

Calais ©634722 0001382 21 0033333 0580838 12385332

Coquelles 0230278 0001382 25 0022083 0185205 4883233

Folkestone and Hythe 1745278 0000833 44 0108472 0205862 13.051844

Mann. Minden 1078722 0527500 2 0808811 0302511 1817222

Lancaster 0223611 0.228511 1 0228811 0228811 0228811

Milsbeek 0455272 0.005844 7 0018657 0.021748 0572222

Milton Keynes 0.072772 0081887 2 0087222 0067222 0.124444

Tournai 0002332 0003233 10002333 0003333 0003233

Figure 43: Statistical output for waiting activities from the duration stats function
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5.6 Mapping and analysis of traffic jams

This section is about the mapping and analysis of traffic jams. Subsection 5.6.1 explains how there is
created a data frame for traffic jams. Subsection 5.6.2 shows how there has been created the mapping
of traffic jams. Subsection 5.6.3 covers how a statistical analysis for traffic jams has been done.

5.6.1 Creating a data frame for traffic jams

p2 = Solver()

p2.loadeventlog()

p2.loadevents("Traffic jam", "@9f4b049-Bacl-4580-9628-a876bT858961")
p2.calculateStateDuration()

p2.addLocationInfo()

p2.addDayInfo()

p2.showdataframe()

avg_waiting_time is @ days ©@:89:22.382000

row_id time:timestamp concept:name startlend duration city day day_name

13926 539 2021-10-04 13:53:28 Traffic jam end 0354167 2021-10-04 Monday
11123 543 2021-10-04 13:58.46 Traffic jam end 0.000556 2021-10-04 Monday
15518 547 2021-10-04 14:05:36 Traffic jam end 0.000833 Bremen 2021-10-04 Monday
10348 562 2021-10-04 14:35:27 Traffic jam end 0043889 Bremen 2021-10-04 Monday
8661 9534 2021-11-19 09:28:26 Traffic jam end 0820278 Magdeburg 2021-11-19 Friday
2770 9551 2021-11-19 09:47:25 Traffic Jam end 0.013056 2021-11-19 Friday
6163 9557 2021-11-19 09:53:25 Traffic jam end 00039722 2021-11-19 Friday
5252 11316 2021-11-26 15:04:27 Traffic jam end 0.12361 Calais 2021-11-26 Friday
12497 12310 2021-12-03 09:08:17 Traffic jam end 0020278 2021-12-03 Friday
10832 12875 2021-12-06 08:36:26 Traffic jam end 0136944 East Staffordshire 2021-12-06 Monday

Figure 44: Creation of data frame for traffic jam activities

Similar to creating a data frame for "Waiting" activities, a data frame for the "Traffic jam" activities has
been made using the general object, as seen in Figure 34. The only difference is that "p2.loadevents"
now asks for "Traffic jam" instead of "Waiting" in Figure 44.

5.6.2 Mapping of traffic jams

from keplergl import Keplergl

df_svents
df_latlon

p2.getEvents()
df_events[["lat", "lon"]] # create a dataframe for latitude and longitude

map= KeplerGl{height=58@)
map.add_data(data=df_latlon, name="data 1)
map

User Guide: https://docs.kepler.gl/docs/keplergl-jupyter

Manchester Hamburg
L}

Amsterdam .
Birmingham ; Berlin

Dresden

Pra
Frankfurt

Le Havre

Figure 45: Map of occurred traffic jams

Figure 45 shows the map containing points where traffic jams have occurred. This map is created using
the latitude and longitude coming from the data frame in Figure 44, created by the function
"loadevents" in the class "Solver" from Figure 34.
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5.6.3 Statistical analysis of traffic jams

p2.showbDuraticnPlots()

duration

o
-050 -025 000 035 050 075 100 125 150
duration

Figure 46: Statistical plot of traffic jam duration

Figure 46 shows a box plot and histogram created for the traffic jam duration. The function
"showDurationPlots have again called these."

p2.displaypurationstats()

row_id  duration

count 10.000000  10.000000
mean G071.200000 0.158332
std  4016.005208  (0.258025
min 474000000  0.000556
25% 485750000 0.014361
50% 2512.500000 0.041208
75% 0850500000 0.1336811
max 11582000000  0.220278

in count median mean sum

3
i
E
E

day

0.022361 0.102351 0.409444
0036722 0.201018 0.873056

2021-10-04 0.364167 0.000556
2021-11-19 0820272 0.013058
0.123611 0123611 0.123611
0020273 0.020278 0.02027

2021-11-26  0.123611 0123611
2021-12-03 0020278 0.020278

4 a4 W

2021-12-06 0.136844 0.136244 0.136044 0.136044 0.120044

max min count  median mean sum

day_name
Friday 0520272 0.013058 5 0.038722 0203280 1.015044
Monday 03641587 0000558 5 0043882 0100278 0545380

max min count  median mean sum
city
0.820278 0.000556 0192222 0.301318 1.205278

0123611 0123611 0123611

4

Bremen 0.043238 0.000823 2 0022351 0022361 0044722
Calais 0122611 0122511 1
1

East Staffordshire 0.13394¢ 0.126844 0.135844 01250844 0136044

Hohe Birde 0.038722 0.013056 2 0026380 0025330 0052778

Figure 47: Statistical output for traffic jam from duration stats function

For the traffic jams, statistical output has been created that is visualized in Figure 47. This is also done
by the "displayDurationStats" function, as shown in Figure 34.
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5.7 Driving and rest time analysis

This section is about the driving and rest times analysis. Subsection 5.7.1 discusses the daily driving
time analysis during the conducted trip. Subsection 5.7.2 shows the weekly driving time analysis for
the conducted trip.

5.7.1 Daily driving time analysis

p4 = Solver()

p4.loadEventlog()

p4.loadEvents("Driving”, "89f4b949-Bacl-4588-9628-a076bf858961")
p4.calculateStateDuration()

p4.addLocationInfo()

p4.addDayInfo()

p4.drivingtime()

avg_waiting_time is & days ©1:85:47.654596100
sum  count
day
2021-10-06  0.082389 7

2021-11-09  19.468889 5
2021-12-04  9.681111 5

Figure 48: Code and result for daily driving hours

Figure 48 shows the results for driving time that exceeds nine hours. According to the regulations of
the European Union listed in Appendix G, a truck driver cannot drive longer than nine hours a day,
except for twice a week, when driving for 10 hours is allowed (European Commission, 2006). This
constraint has been written in the "drivingtime" function that can be seen in Figure 34. There should
be noted that this function assumes that one driver conducted this trip since, in Officedog, there was
no provided information about the truck driver.

5.7.2 Weekly driving time analysis

pd = Solver()

p4.loadeventlog()

p4.loadevents("Driving"”, "@of4bs49-8acl-4582-9628-3076bf358%61")
p4.calculateStateDuration()

p4.addLocationInfo()

p4.addDayInfo()

p4.drivingtimeperweek()

avg_waiting_time is @ days ©1:85:47.65459610@
sum  count

week_number_of_year

39 9.275000 8
40 34342333 34
4

35.305833 v
42 36.356044 23
4

)

35.596667 31
44 33712222 31
4

o

41.126389 25
46 38424722 34
47 30875278 32
48 31038889 35
49 27525000 27
50 34916944 34
51 5.076667 3

Figure 49: Code and results of weekly driving time analysis

Figure 49 contains the code and results of the weekly driving time analysis that has been performed.
The number of hours driven by the truck driver can be seen in the sum column calculated by the
function "drivingtimeperweek," which can be seen in Figure 34.

5.8 Summary and conclusion

This chapter showed how there had been created standardized process mining applications for
Officedog based on a Jupyter Notebook. A standardized process mining application has been created
that can be used for mapping & statistical analysis of activities. Also, a standardized process mining
application for truck drivers' driving and rest time analysis has been developed. Furthermore, the
complete code used in the Jupyter Notebook has been listed in Appendix I. Now that the standardized
process mining applications have been made, a validation is done with EMONS Group and Bullit Digital.
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Chapter 6 — Validation of the research

This chapter provides a validation by EMONS Group and Bullit Digital on this research Section 6.1
shows the validation of EMONS Group regarding this research. Section 6.2 contains the validation of
Bullit Digital regarding this research.

6.1 EMONS Group

There has been a discussion with EMONS Group about the created Jupyter Notebook and the
standardized process mining applications to validate the research. To see EMONS Group's opinion
about the standardized process mining applications, a demonstration of how the standardized process
mining applications perform is conducted. Furthermore, they provided some feedback in a form that
can be seen in Appendix J. The first standardized process mining application demonstrated is the
mapping of activities. EMONS Group got an insight into the cases where "Waiting" and "Traffic Jam"
activities have been mapped and statistically analyzed. They found this visual idea where a logistics
company can see how a truck moves based on coordinates quite interesting. The ability to see where
bottlenecks like waiting times are occurring on a map is a helpful tool to show customers and decision
makers of EMONS Group where things are going wrong. The second standardized process mining
application shown was the truck drivers' driving and rest time analysis. EMONS Group mentioned that
this type of analysis gives insight into the amount of variance occurring based on the regulations of the
European Union. All in all, they found the standardized process mining applications helpful and are
satisfied with the abilities of these standardized process mining applications.

6.2 Bullit Digital

There has also been a validation with Bullit Digital to see their opinion about the created Jupyter
Notebook and the standardized process mining applications. A demonstration of the standardized
process mining applications has been done, including a technical explanation of the code. Similar to
the validation done with EMONS Group, a feedback form has been filled in, as can be found in
Appendix K. Again, the mapping of activities has first been shown. Bullit Digital found this a helpful
tool for Officedog since it makes it easier to engage with stakeholders and helps them connect insights
from data to the real world. According to them, it is preferred to have a quick visual insight into
activities that are occurring, especially in the logistics world. After the demonstration of the mapping
of activities, the truck drivers' driving and rest time analysis has been shown to Bullit Digital. Similar to
EMONS Group, Bullit Digital found that any logistics company could profit from seeing the amount of
variance occurring based on the guidelines provided by the European Union. Lastly, there has been a
discussion about how the Jupyter Notebook was designed. Since Bullit Digital provided a template for
the Jupyter Notebook, they wanted to see to what aspect this template was changed and if the code
was correctly written. All in all, they found the delivered Jupyter Notebook a good product with
adequately written code that could be used as a starting point for future implementation in Officedog
and were satisfied with the outcome of this research.
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Chapter 7 — Conclusion and recommendations

This section concludes the research and gives recommendations for future research. Section 7.1 covers
the conclusion of this research. Section 7.2 gives recommendations for future research.

7.1 Conclusion

The main research question for this research was, "Which standardized process mining applications
can be developed based on the open trip model to support logistics companies by detecting, analyzing,
and resolving bottlenecks in their operations?". The thesis showed that several standardized process
mining applications are developed for Officedog that can help detect and analyze bottlenecks for
logistics companies. However, the research could not develop standardized process mining
applications to resolve bottlenecks automatically. The developed standardized process mining
applications are focused on giving insight and can be used the eventually resolve bottlenecks by the
insight created.

The standardized process mining application of mapping and statistically analyzing activities has been
created to satisfy the needs of the main research question. The mapping and statistical analysis of
activities provides detection, analysis, and support for resolving bottlenecks discovered in activities.
Therefore, it is a helpful tool since the events from Officedog can be filtered on individual activities to
create a mapping and statistical analysis of these selected activities. The mapping & analysis can lead
to different decision-making from partners of Officedog since they can use the collected information
to change, e.g., the route based on historical events that have occurred for the activities if one selects
the "Traffic Jam" activity.

Furthermore, there has been developed another standardized process mining application to analyze
driving and rest times based on the European Union guidelines for truck drivers. This standardized
process mining application can analyze the driving and rest times provided in Officedog to see if truck
drivers are sticking to the mandatory driving and rest times. Therefore, this standardized process
mining application is a helpful tool that can create less variance in driving and rest time based on these
guidelines. Logistics partners of Officedog can profit from this standardized process mining application
since it allows them to create better driving and rest times.

According to EMONS Group and Bullit Digital, the standardized process mining applications developed
for Officedog are helpful. A good starting point for implementing standardized process mining tools in
Officedog has been made, which can be expanded in the future.

7.2 Recommendations

There are some recommendations for future research that can be taken into account. First of all, there
could be used more data in future research. The research was based on one vehicle id conducting
multiple trips over approximately three months. The data from one vehicle id was assumed to come
from multiple vehicle id's to make an advanced process model based on process discovery. The
availability of more data containing multiple vehicle id's and trips could have prevented this split up of
one vehicle id to create a good process model. Furthermore, if more data is available, there can be a
better insight into bottlenecks. More significant differences could be seen in regions because the one-
trip analysis only took place in a small part of Europe and the UK. Another recommendation for future
research is to consider using the developed standardized process mining application as a web service
that partners can use to get insight into their data. Currently, the standardized process mining
application are only available in a Jupyter Notebook. However, this Jupyter Notebook could become
an interactive tool in Officedog. This interactive tool would enable partners of Officedog to use the
tool to eventually resolve bottlenecks based on the created standardized process mining applications.
Lastly, the remaining European guidelines for truck drivers’ driving and rest times could be
implemented since only two of these are currently developed in the Jupyter Notebook.
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Appendix A

¢y officedog.ai

officedog.ai Jupyter Template

This template is intended to provide the basic functionality for connecting to the officedog ai database and extract its entities. This serves as a basis for further
programming using Jupyter / Python to explore Al and ML workloads

To this end, the template defines a few basic definitions of entities in the officedog.ai database, as well as example queries using the sSQLAlchemy library.
These can easily be extended with the required fields appropriate for the workload. An example of a relationship is also given by the ActorVehicle class.
This models the custom many-to-many (in practice: many-to-one <--= one-to-many) relationship between Actors and Vehicles .

Please refer to the officedog.ai docs for information about the available entities and fields. Credentials for connecting to the database can be requested via
your environment administrator.

Install and load dependencies

'pip install pydantic==1.8.2
'pip install psycopg2-binary==2.9.1
'pip install SQLAlchemy==1.4.26

from sqlalchemy import create_engine, Table

from sqlalchemy.ext.declarative import declarative base

from sqlalchemy.orm import sessionmaker, Session, relation

from pydantic import BaseModel

from pydantic.types import UUID4

from sqlalchemy import Boolean, Column, ForeignKey, Integer, String
from sqlalchemy.orm import relationship

from typing import List, Optional

import pandas as pd

Configure DB connection

DB_URL = "postgresql://otm-kpi-read@officedog-db-1:hftjhKgkdqugrEZHRzVadaPZ@officedog-db-1.postgres.database.azure.com:5432/0tm-k

# Import data types
from sglalchemy.dialects.postgresgl impert JSONB, ARRAY, ENUM

engine = create_engine(
DB_URL

)

SessionlLocal = sessionmaker(autocommit=False, autoflush=False, bind=engine)

Base = declarative base()

13
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# Define models
class vehicle(Base):

_ tablename__ = "vehicles”

id = column{string, primary_key=True, index=True)
name = Coluen(String)

externalAttributes = Columen({JSONE)

fuel = Column{string)

licensePlate = Column{string})

emptyWeight = Column{JSCNB)

# Relotions
actors = relationship{“Actorvehicle", back_populates="wehicle")

class Actor{Base):
__tablename__ = “actors”

id = column{String, primary_key=True, index=True)
name = Coluen{String)

# Relations
wvehicles = relationship("actervehicle”, back_populates="actor")

class Actorvehicle(Base):
_ tablename__ = "actor_wvehicle associations"
actorid = Column{string, Foreignkey("actors.id"}, primary_key=True, index=True)
actor = relationship{"actor", back_populates="vehicles"}

vehicleId = Column(String, Foreignkey("vehicles.id")}, primary_key=True, index=True)
vehicle = relationship("vehicle", back_populates="actors")

roles = Column{ARRAY{ENWM( 'shipper', 'carrier', 'consignee', 'consignor', "receiver', name='Actorfoles')))

description = Column{String}

class Consignment(Base):
__tablename__ = “consignments”

id = Column{String, primary_key=True, index=True)
name = Coluen{String)

class TransportOrder{Base):
__tablename__ = "transpcri_orders”

id = Column{String, primary_key=True, index=True)
name = Column{String)

# Instantiate DB
Base.metadata.create_all{bind-engine}

db = SessionLocal()

Figure 50: Jupyter Notebook template provided by Bullit Digital
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Appendix B
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Figure 51: Example of a Workflow net containing multiple parties (Weske, 2020)
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Appendix C

O Condition @ Input. .
condition

Alomic task Composite
task
I )
— AMND-split I
= lask >
. ANDHoin —
—
—* task

Figure 52: Notational elements of YAWL (Weske, 2020)
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Appendix D

Frequency Reference Trace

455 7 la,c.d, e h)

191 a2 la,b,d, e, g}

177 a3 {a.d.c.e h)

144 g fa, b, d, e, h)

111 a5 la,c,d, e, g)

82 g la.d.c.e.g)

56 a7 (a.d. b, e h)

47 o8 (a,c.d.e, f.d.b.e, h)

38 g la,d. b, e, g}

33 @10 (a,c.d.e, f.b.d. e h)

14 0y la,c.d.e. fb.d,e. g}

11 712 la,c.d.e, f.d. b,e, g}
9 013 fa,d,c.e, foe.d, e B}
8 T4 (a.d,c.e, f.d. b, e, h)
3 a15 la.d.c.e, f,b.d. e, g}
3 Tl la.c.d.e, f.b.d,e, f.d.b.e, g)
2 a17 (a.d.c.e, f.d.b.e.g)
2 013 la.d.c.e, f.b.d.e, f.b.d e g)
1 a9 {a.d.c.e, f.d, b,e, f.b.d, e h)
1 a20 (a,d.b.e, f.b.d.e, f.d b.e g)
1 7] la,d.c.e, f.d.b.e, f.e.d, e, f.d b e g

Figure 53: Event log containing traces (Van der Aalst, 2011)



Appendix E
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Figure 54: Replay of N; (Van der Aalst, 2011)
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Appendix F
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Figure 55: Replay of N2 (Van der Aalst, 2011)



Appendix G

Regulation (EC) No 561/2006 :I provides a common set of EU rules for maximum daily and
fortnightly driving times, as well as daily and weekly minimum rest periods for all drivers of road
haulage and passenger transport vehicles, subject to specified exceptions and national derogations.
The scope of operations regulated is tremendously diverse, it includes: passenger transport and
road haulage operations, both international and national, long and short distance, drivers for own
account and for hire and reward, employees and self-employed.

The aim of this set of rules is to avoid distortion of competition, improve road safety and ensure
drivers' good working conditions within the European Union.

These rules establish notably that:

« Daily driving period shall not exceed 9 hours, with an exemption of twice a week when it can
be extended to 10 hours.

« Total weekly driving time may not exceed 56 hours and the total fortnightly driving time may not
exceed 90 hours.

« Daily rest period shall be at least 11 hours, with an exception of going down to 9 hours
maximum three times a week. Daily rest can be split into 3 hours rest followed by 9 hour rest to
make a total of 12 hours daily rest.

» Breaks of at least 45 minutes (separable into 15 minutes followed by 30 minutes) should be
taken after 4 ¥2 hours at the latest.

« Weekly rest is 45 continuous hours, which can be reduced every second week to 24 hours.
Compensation arrangements apply for reduced weekly rest period. Weekly rest is to be taken
after six days of working, except for coach drivers engaged in a single occasional service of
international transport of passengers who may postpone their weekly rest period after 12 days
in order to facilitate coach holidays.

« Daily and/or weekly driving times may be exceeded in exceptional circumstances by up to one
hour to enable the driver to reach his/her place of residence or the employer's operational
centre in order to take a weekly rest period. Exceeding the daily and/or weekly driving times by
up to two hours is also allowed to enable the driver to reach his/her place of residence or the
employer’s operational centre in order to take a regular weekly rest period.

The compliance with these provisions is subject to continuous monitoring and controls, which are
carried out on national and international level via checking tachograph records at the road side and
at the premises of undertakings.

Figure 56: Driving time and rest periods (European Commission, 2006)



Appendix H

~ Jupyter

Co

ooooQoooQoQooooQ0 oo Q o oo o0oooooo0o0oo0o0o0o0o0o0o0o0o0o0o0o0ooo0oo0oo

~ B/ Downloads / PM4PY | examples

o

0 powerbi

0 activity_position. py

O align_approx_pt.py

0 align_decomposition_ex_paper py
O align_decomposition_example.py
[ agnment_discounted_a_starpy
0 alignment_test py

O alpha_miner. py

0 antialignments_and_precision py
O baclkwards_{oken_replay.py

[ batch_detection.py

[ bpmn_from_pt_conversion.py

O bpmn_import_and_to_petri_net.py
0 case_overlap_stat py

O corm_mining.py

O cycle_time py

[ gata_petri_nsts.py

O gataframe. - prefix_and_fea_extraction.py
O dec_treplay_imdf py

O decisioniree_align_example_py
[ decisiontree_trivial_sxample py
O aig_align_log.py

O dfg_filt_act paths_perc.py

O dfg_min_ex_log.py

O dfg_min_ex_pandas.py

O aig_ptayout.py

[ diagn_add_dataframe.py

O dizcovery_data_peti_net py

0 dofted_chart py

[} emd_evaluation py

[ enrich_log_with_align.py

] events_distribution. py

[ example_check_fitness.py

[ execute_everything.py

[ extended_marking_equation.py
[ feature_extraction py

[ feature_extraction_ocel py

[ features_locally_linear_embedding. py
[ footprints_petri_net py

[ footprints_tree_conf.py

B graphs_visualization py

[ heu_miner_test py

O heuminer_plusplus.py

O im_example py

Quit

MName« | Last Modified

een paar seconden geleden
11 dagen geleden

6 maanden geleden
6 maanden geleden
6 maanden geleden
B maanden geleden
6 maanden gelsden
6 maanden geleden
6 maanden geleden
6 maanden geleden
B maanden geleden
6 maanden gelsden
6 maanden geleden
6 maanden geleden
6 maanden geleden
B maanden geleden
6 maanden gelsden
6 maanden geleden
6 maanden geleden
6 maanden geleden
B maanden geleden
6 maanden gelsden
6 maanden geleden
6 maanden geleden
6 maanden geleden
B maanden geleden
6 maanden gelsden
6 maanden geleden
6 maanden geleden
6 maanden geleden
6 maanden geleden
6 maanden geleden
6 maanden geleden
6 maanden geleden
3 maanden geleden
6 maanden geleden
6 maanden geleden
5 maanden geleden
6 maandan gelsden
6 maandan gelsden
6 maanden geleden
6 maanden geleden
6 maanden geleden
6 maanden geleden

6 maanden geleden

Logout

File size

508 B
909 B
3.15kB
1.19kB
207 kB
208 kB
7188
1.02kB
54978
5798
2648
808 B
483 B
1.80kB
5028
1.71kB
8268
1.25kB
1.02kB
1.82kB
213 kB
1.18 kB
262 kB
294 kB
1.76 kB
1.22 kB
5008
504 B
365KB
671B
262kB
B
178k
1.69 kB
583B
h84B
7198
2.30kB
342kB
3858
1.05kB
117 kB

21kB
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m] ] inductive_miner.py 6 maanden geleden 19kB
] 0 inhibitor_reset_arcs py 2 maanden geleden 26kB
] 0 interval_events_overlap.py & maanden geleden 680B
[m] 0 link_analysis_vbfa py & maanden geleden 1.43 kB
[m] 0 log_skeleton.py & maanden geleden 782B
[m] 0 log_to_int_tree_open_paths py & maanden geleden 588B
o0 logs_alignment.py & maanden geleden 21kB
O [ logs_petri_visual_comparison.py 6 maanden geleden  1.03kB
0 [ manual_log_generation.py & maanden geleden 547B
0O [ memory_profilation_alignments.py 6 maanden geleden  1.34kB
O [ memory_profilation_fterparse.py G maanden geleden  2.96 kB
m] ] merging_case_relations py G maanden geledan 827B
m] ] montecarlo_dfg py & maanden geledan 1.86 kB
m] ] montecarlo_petri_net py 6 maanden geleden 1.53 kB
(] 0 multialignments_py & maanden geleden 918B
] 0 network_analysis.py & maanden geleden 229kB
[m] 0 object_centric_petri_net_discovery.py & maanden geleden 323B
[m] 0 ocdfg_discovery.py & maanden geleden 503B
[m] O ocel_streaming.py & maanden geleden 1.94 kB
0 [ ocel_validation.py 5 maanden geleden 730B
O [ orgmining_local_diagn.py 6 maanden geleden  1.89kB
O [ perf_spectrum_visualization.py & maanden geleden 753B
0O [ performance_dig_simulation.py & maanden geleden 6108
m] ] petri_manual_generation py G maanden geledan 1.4 kB
m] ] pn_to_pt.py 6 maanden geleden 258kB
m] ] process_tree_frequency_annotation.py 5 maanden geleden 723B
] 0 process_tree_reduction py 6 maanden geleden 807B
] 0 read_write_ocel py & maanden geleden 195 kB
[m] 0 resource_profiles_log.py & maanden geleden 3.08 kB
[m] 0 resource_profiles_pandas.py & maanden geleden 313kB
[m] 0 rework.py & maanden geleden 304B
m] ] roles_detection py 6 maanden geledan 513 B
m] ] simplified_interface py 6 maanden geledan 992 kB
m] ] sna_log py 6 maanden geleden 1.49kB
m] ] streaming_conformance_footprints_py 6 maanden geleden 1.95 kB
] 0 streaming_conformance_tbr py 6 maanden geleden 1.74kB
] 0 streaming_conformance_temporal_profile py 6 maanden geleden 806 B
] 0 streaming_csv_reader_eveni_stream py 6 maanden geleden 636 B
[m] 0 streaming_discovery_dfg.py 6 maanden geleden 1.75kB
[m] 0 streaming_xes_reader_event_stream.py & maanden geleden T3O0B
[m] 0 streaming_xes_reader_trace_stream.py & maanden geleden 789B
[m] 0 temporal_profile_dataframe.py & maanden geleden 733B
o0 ftemporal_profile_log.py & maanden geleden 583 B
O [ test_evaluation.py 6 maanden geleden 5618
O [ timestamp_interieavings.py 6 maanden geleden 18kB
O [ token_replay_alpha.py 6 maanden geleden  1.22kB
O [ token_replay_imdf.py 6 maanden geleden  1.25kB
O [ trans_system_stochastic_vis.py & maanden geleden 682B
O O transient_dfg py & maanden geleden 939 B
[m] 0 fransient_petri_net.py & maanden geleden 1.16 kB
O [ transition_system_test.py 6 maanden geleden  1.02kB
O [ tree_manual_generation.py 5maanden geleden 134 kB
O [ tree_playout py & maanden geledan 793B
0 O triepy & maanden geledan 4378
O [ visualization_align_table.py & maanden geleden 7298
O [ visualization_processtree.py & maanden geleden 759 B
o0 visualization_serialization py 6 maanden geledan 2.3kB
O O woflan Py 6 maanden geleden b92 B
o0 workalendar_example py 5 maanden geledan 736B

Figure 57: Example notebooks created in the PMA4PY library that can be used for process mining
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Install and load dependencies

I'pip install pydantic==1.8.2

I'pip install psycopg2-binary==2.9.1
Ipip install SQLAlchemy==1.4.26
I'pip install pmdpy

I'pip install wheel
I'pip install pipwin

I'pipwin install numpy
Ipipwin install pandas
I'pipwin install shapely
Ipipwin install gdal
I'pipwin install fiona
I'pipwin install pyproj
I'pipwin install six
Ipipwin install rtree
Ipipwin install geopandas
Ipip install matplotlib
Ipip install keplergl
I'pip install geopy

from sqlalchemy import create_engine, Table

from sqlalchemy.ext.declarative import declarative_base

from sqlalchemy.orm import sessionmaker, Session, relation

from pydantic import BaseModel

from pydantic.types import UUID4

from sqlalchemy import Boolean, Column, ForeignKey, Integer, String
from sqlalchemy.orm import relationship

from typing import List, Optional

from geopy.geocoders import Nominatim

from datetime import datetime

import pandas as pd

import numpy as np

import seaborn as sns

import pmépy

import keplergl

import geopandas as gpd

import matplotlib

import matplotlib.pyplot as plt
import graphviz

import os

import random
os.environ["PATH"] += os.pathsep + 'C:/Program Files/Graphviz/bin/"

Configure DB connection

DB_URL = "postgresql://otm-kpi-read@officedog-db-1:hftjhKgkdqugrEZHRzVad8PZ@officedog-db-1.postgres.database.azure.co
m:5432/otm-kpi?sslmode=require" #@param {type:"string"}

Define and instantiate DB models

Clues are taken from this tutorial - great to ‘learn-by-example’ https://fastapi.tiangolo.com/tutorial/sql-databases/

# Import data types
from sqlalchemy.dialects.postgresql import JSONB, ARRAY, ENUM, TIMESTAMP

engine = create_engine(DB_URL)
SessionLocal = sessionmaker(autocommit=False, autoflush=False, bind=engine)

Base = declarative_base()
# Define models

class Events(Base):
__tablename__ = "events"

62



id = Column(String, primary_key=True, index=True)

name = Column(String)

eventType = Column(String)

creationDate = Column()

vehicleId = Column(String, ForeignKey("vehicles.id"), primary_key=True, index=True)
geoReference = Column(String)

class Vehicle(Base):
__tablename__ = "vehicles"

id = Column(String, primary_key=True, index=True)
name = Column(String)

externalAttributes = Column(JSONB)

fuel = Column(String)

licensePlate = Column(String)

emptyWeight = Column(JSONB)

# Relations
actors = relationship("ActorVehicle", back_populates="vehicle")

class Actor(Base):
__tablename__ = "actors"

id = Column(String, primary_key=True, index=True)
name = Column(String)

# Relations
vehicles = relationship("ActorVehicle", back_populates="actor")

class ActorVehicle(Base):
__tablename__ = "actor_vehicle_associations”

actorId = Column(String, ForeignKey("actors.id"), primary_key=True, index=True)

actor = relationship("Actor", back_populates="vehicles")

vehicleId = Column(String, ForeignKey("vehicles.id"), primary_key=True, index=True)

vehicle = relationship("Vehicle", back_populates="actors")

roles = Column(ARRAY(ENUM( 'shipper', 'carrier', 'consignee', 'consignor', 'receiver', name='ActorRoles')))
description = Column(String)

class Consignment(Base):
__tablename__ = "consignments"

id = Column(String, primary_key=True, index=True)
name = Column(String)

class TransportOrder(Base):
__tablename__ = "transport_orders"

id = Column(String, primary_key=True, index=True)
name = Column(String)

# Instantiate DB
Base.metadata.create_all(bind=engine)

db = SessionLocal()

Generic solution

def select_location(row): # function to return location based on latitude and longitude
geolocator = Nominatim(user_agent="geoapiExercises")
city = "unknown'
latitude = row['lat']
longitude = row['lon']

location = geolocator.reverse(str(round(latitude,2))+","+str(round(longitude,2)))
address = location.raw['address']

city = address.get('city', '")

return city

def get_day_name(row): # function to get the day name
naame = 'unknown'
date = row['day']
day_name= ['Monday', 'Tuesday', 'Wednesday', 'Thursday', 'Friday', 'Saturday', 'Sunday']
day = datetime.strptime(str(date), '%Y-%m-%d').weekday()
return day_name[day]

class Solver:
def __init_ (self):
self.event = ""
self.vehicle_id =
self.eventlog = pd.DataFrame()
self.events = pd.DataFrame()
self.events_red = pd.DataFrame()
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self.random =

def loadtripseventlog(self):
df = pd.read_sql(db.query(Events).statement, db.bind) # create data frame
df['RAND'] = [ random.randint(1,50) for k in df.index] # add a number 1 to 56 to each event as a new vehicle id
df.columns = ['case_id', 'activity', 'event', 'timestamp', 'vehicleId', 'geoReference','RAND'] # identify columns
df = pmdpy.format_dataframe(df, case_id='RAND',activity_key='activity"',
timestamp_key="timestamp") # format based on the PM4PY requirements
del df['case_id'] # remove useless columns
del df[‘'activity']
del df['timestamp']
self.eventlog = df

def loadeventlog(self):
df = pd.read_sql(db.query(Events).statement, db.bind) # create data frame
df.columns = ['case_id', 'activity', 'event', 'timestamp', 'vehicleId', 'geoReference'] # identify columns
df = pmdpy.format_dataframe(df, case_id='case_id',activity_key='activity',
timestamp_key="timestamp") # format based on the PM4PY requirements
del df['case_id'] # remove useless columns
del df[‘'activity']
del df['timestamp']
self.eventlog = df

def loadallevents(self):
df_events = self.eventlog.sort_values(by='time:timestamp")
df_geo = dict(df_events.geoReference) # add Llatitude and longitude as column
df2 = pd.DataFrame.from_dict(df_geo).T
df2 = df2[["lat", "lon"]]

df_events = pd.concat([df_events, df2], axis=1, join='inner') # add this to the case id in the events dataframe
df_events = df_events.loc[:,~df_events.columns.duplicated()].copy()

df_events['lat'] pd.to_numeric(df_events['lat']) # format type from string to numeric
df_events['lon'] = pd.to_numeric(df_events['lon']) # format type from string to numeric

self.events = df_events

def loadevents(self, event, vehicle_id):
self.event = event
self.vehicle_id = vehicle_id

df_events = self.eventlog.sort_values(by="time:timestamp") # sort on timestamp
df_events['row_id'] = df_events.reset_index().index

df_events = df_events.loc[df_events['concept:name'] == event] # only the waiting activities

df_geo = dict(df_events.geoReference) # add latitdue and longtidue as column

df2 = pd.DataFrame.from_dict(df_geo).T
df2 = df2[["lat", "lon"]]

df_events = pd.concat([df_events, df2], axis=1, join='inner') # add this to the case id in the events dataframe
df_events = df_events.loc[:,~df_events.columns.duplicated()].copy() # remove duplicates

df_events['lat'] = pd.to_numeric(df_events['lat']) # format type from string to numeric
df_events['lon'] = pd.to_numeric(df_events['lon']) # format type from string to numeric

self.events = df_events

def view_bpm(self):
tree = pmdpy.discover_process_tree_inductive(self.eventlog) # create a process model with PM4PY
net, initial_marking, final_marking = pmdpy.convert_to_petri_net(tree) # convert to Petri net
pmdpy.view_petri_net(net, initial_marking, final_marking)

def calculateStateDuration(self):
df_events = self.events
df_events.loc[df_events['row_id']- df_events['row_id'].shift(1) != 1, 'start/end'] = 'start' # indicate start
df_events.loc[df_events['row_id'].shift(-1)- df_events['row_id'] != 1, 'start/end'] = 'end' # indicate end
df_events_red = df_events[['row_id', 'time:timestamp','concept:name','start/end', 'lat', 'lon']].dropna()# select

columns

startend = df_events_red['time:timestamp'].diff() # calucate activity
duration

df_events_red = pd.concat([df_events_red, startend], axis=1) # add this to the da
taframe

df_events_red.columns = ['row_id', 'time:timestamp', 'concept:name', 'start/end','lat’', 'lon', 'duration']

df_events_red = df_events_red[~df_events_red['start/end'].isin(['start'])] # only show end even
ts

avg_waiting_time = df_events_red["duration"].mean() # calculate average waiting time

print("avg_waiting_time is " + str(avg_waiting_time))

df_events_red['duration'] = df_events_red.duration.apply(lambda x: x.seconds) # calculate duration of activity
df_events_red[ 'duration'] = df_events_red[ 'duration'] / 3600 # convert to hours

self.events_red = df_events_red
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def addLocationInfo(self):

self.events_red['city'] = self.events_red.apply(lambda x: select_location(x), axis =1) # add Location

self.events_red.drop(['lat’,

def addDayInfo(self):

‘lon'], axis=1, inplace=True)

self.events_red[ 'day'] = self.events_red['time:timestamp’].dt.date

self.events_red['day_name'] = self.events_red.apply(lambda x: get_day_name(x), axis =1)

def showdataframe(self):
display (self.events_red)

def drivingtime(self):

# add day info

self.events_red = self.events_red.groupby('day')['duration'].agg(["'sum', 'count']) # calculate driving time per da

self.events_red = self.events_red.loc[self.events_red['sum'] > 9]
han 9 hours

display (self.events_red)

def drivingtimeperweek(self):

# filter out driving times higher t

self.events_red ['day'] = pd.to_datetime(self.events_red['day'], errors='coerce') # change to datetime
self.events_red ['week_number_of_year'] = self.events_red['day'].dt.week

# Calculate weekly driving time

# add week number

self.events_red = self.events_red.groupby('week_number_of_year')['duration’].agg(['sum', 'count'])

display (self.events_red)

def getEventLog(self):
return self.eventlog

def getEvents(self):
return self.events

def getEvents_red(self):
return self.events_red

def displayEvents(self):
display (self.events)

def displayEvents_red(self):
display (self.events_red)

def showDurationPlots(self):

sns.boxplot(data=self.events_red, x=self.events_red.duration) # duration in hours
sns.displot(self.events_red, x="duration", binwidth=0.001, discrete=True)

def displayDurationStats(self):
display(self.events_red.describe())
display(self.events_red.groupby('day').duration.agg([ 'max",
display(self.events_red.groupby('day_name').duration.agg([ 'max’,
display(self.events_red.groupby('city').duration.agg([ 'max",

Process Discovery

This standardized process mining application creates a process model based on vehicle id. The PM4PY library is used to perform process
discovery and the creation of a Petri net.

p
p
p

= Solver()
.loadeventlog()
.view_bpm()

= Solver()
.loadtripseventlog()
.view_bpm()

Map All Events

p3 = Solver()
p3.loadeventlog()
p3.loadallevents()

from keplergl import KeplerGl

df_events = p3.getEvents()
df_latlon = df_events[["lat", "lon"]] # create a dataframe for Llatitude and Longtitude

map= KeplerGl(height=500)

map.add_data(data=df_latlon, name='data_1")

map

'min', ‘count', 'median', 'mean', 'sum']))
‘min', 'count', 'median', 'mean’,
'min', ‘'count', 'median', 'mean', 'sum']))

‘sum']))
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Mapping & Statistical Analysis of Waiting Activities

This standardized process mining application can be used to create a map of waiting activities by vehicle id. Furthermore, there is
generated statistical output based on the waiting activities.

Mapping

pl = Solver()

pl.loadeventlog()

pl.loadevents("Waiting", "09f4b949-0ac1-4580-9628-a076bf858961")
pl.calculateStateDuration()

pl.addLocationInfo()

pl.addDayInfo()

pl.showdataframe()

from keplergl import KeplerGl

df_events = pl.getEvents()
df_latlon = df_events[["lat", "lon"]] # create a dataframe for Llatitude and longitude

map= KeplerGl(height=500)
map.add_data(data=df_latlon, name='data_1")
map

Statistical Analysis
pl.showDurationPlots()

pl.displayDurationStats()
Mapping & Statistical Analysis of Traffic Jams

This standardized process mining application can be used to create a map of traffic jam activities by a vehicle id. Furthermore, there is
generated statistical output about the traffic jams.

Mapping

p2 = Solver()

p2.loadeventlog()

p2.loadevents("Traffic jam", "09f4b949-0ac1-4580-9628-a076bf858961")
p2.calculateStateDuration()

p2.addLocationInfo()

p2.addDayInfo()

p2.showdataframe()

from keplergl import KeplerGl

df_events = p2.getEvents()
df_latlon = df_events[["lat", "lon"]] # create a dataframe for Llatitude and Llongitude

map= KeplerGl(height=500)
map.add_data(data=df_latlon, name='data_1")
map

Statistical Analysis
p2.showDurationPlots()

p2.displayDurationStats()
Driving & Rest Time Analysis
This standardized process mining application can be used to see whether there occured daily drving times longer than 9 hours

p4 = Solver()

p4.loadeventlog()

p4.loadevents("Driving", "09f4b949-0ac1-4580-9628-a076bf858961")
p4.calculateStateDuration()

p4.addLocationInfo()

p4.addDayInfo()

p4.drivingtime()

This standardized process mining application can be used to calculate the weekly drving times

p4 = Solver()

p4.loadeventlog()

p4.loadevents("Driving", "09f4b949-0ac1-4580-9628-a076bf858961")
p4.calculateStateDuration()

p4.addLocationInfo()

p4.addDayInfo()

p4.drivingtimeperweek()
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Appendix J

Do you see added value for EMONS
Group in the mapping of activities that
are occurring in a trip based on latitude
and longitude?

The visualization of truck based upon the
coordinates could be of help. The
investigation of 'cumulative driver resting'
times with relation to the guidelines or
policies framed in accordance to Labor rules
in Europe is an "Interesting" analysis.

Do you see added value for EMONS
Group in the analysis of truck drivers'
rest & driving times by comparing these
to the European Guidelines for rest &
driving time of truck drivers?

Yes. It gives us an insight about the
"Percentage of variance".

What is your general opinion about
standardized process mining
applications in Officedog, do they seem
useable for EMIONS Group? If not, what
could be changed to make them useful?

For now, we use applications pertaining to
Microsoft. | saw use of Python which is not
applied now. In future, it is going to be.

Are there other standardized process
mining applications that can be used by
EMONS Group that are not yet covered
in this research?

N/A

Table 6: Feedback form of EMONS Group
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Appendix K

Do you see added value for Officedog in
the mapping of activities that are
occurring in a trip based on latitude and
longitude?

Option 1: In my opinion, displaying data and
insights on a map can be a great tool for
visualization. This way, it is easier to engage
with stakeholders and help them connect
insights from data to the real world.
Specifically in the logistics industry, it can be
really helpful to connect insights to location
data.

Option 2: Gathering insights from logistics
companies' event data can be hard, as the
types and definition of events differ between
companies and their operational systems. By
mapping these to the standardized OTM
event types, a more uniform view of what
these events mean can be generated. This
helps in comparing data between
organisations.

Do you see added value for Officedog in
the analysis of truck drivers' rest &
driving times by comparing these to the
European Guidelines for rest & driving
time of truck drivers?

Definitely. The results shown in the current
implementation are promising. | believe that
such analyses can be of great help to logistics
companies for demonstrating compliance
with regulatory guidelines.

What is your general opinion about
how the standardized process mining
applications have been developed? Do
they seem useable for Officedog? If not,
what could be changed to make them
useful?

| believe that the developed Jupyter
notebook is a good tool for further process
mining applications. It is easy to get started
with, and builds upon libraries that are
widely used in Python data science
applications. By standardizing the steps to
use process mining, the barrier to entry for
future research and development with
similar data is substantially lowered.

Can you think of other standardized
process mining applications that can be
used, but are not yet covered in this
research?

The most obvious alternatives that | can think
of are the generic commercial ones from the
likes of Celonis etc. However, these are not
often tailored to the specifics of OTM event
data. | must admit that | personally have not
worked with process mining tools a lot, so my
knowledge of what alternatives are available
is limited.

Table 7: Feedback form of Bullit Digital
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