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Abstract 

This research aims to describe the process of data-driven decision making (DDDM) adoption 

within the insurance industry. To understand this process, we analyze the adoption of data-

driven decision making as an organizational learning process.  This organizational learning 

process can be described as the creation of improvements (i.e., single loop learning) or 

innovations (i.e., double loop learning) and the creation of norms, rules, and conditions by 

which these knowledge creation processes may be done best (i.e., deutero loop learning). To 

describe the organizational learning challenges for this adoption process of a DDDM tool, an 

in-depth, qualitative case study is conducted. The main method is participant observation, 

including informal (semi-structured) interviews and conversations with organizational 

members to follow up and verify our observations. We identify the influence of each 

organizational learning process for the adoption of the DDDM tool. For each of this learning 

processes we describe double loop, triple loop, and institutional deutero loop learning processes 

that must be realized for an effective DDDM adoption. If transparency about the DDDM tool 

recommendations is not realized during the internalization process, triple loop learning is not 

possible. In the discussion, we identify the theoretical and practical implications, and we 

generate further research directions based on the limitations of this research.  

 

Keywords 

Data-driven decision making – Insurance – Adoption – Organizational learning – System 

dynamics  
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1 Introduction 

1.1 Context  

Data-driven decision making (DDDM) aims at making the decisions of organizations smarter 

in terms of performance, output, productivity, and effectiveness (Brynjolfsson et al., 2011; 

Müller et al., 2018; Surbakti et al., 2020).  Yet, for DDDM to improve these outcomes of 

organizations, it must be accepted by and interact with its users (Murray et al., 2021; 

Taherdoost, 2018; van den Broek et al., 2021). Explaining user acceptance of new technologies 

and tools is often described as one of the most mature research areas in contemporary 

information systems (IS) literature (Taherdoost, 2018; Venkatesh, 2022), but the process theory 

of interactions between the user and DDDM interactions are being yet under-researched. There 

is an urgent need for a better understanding and sustainable management solutions in the topic 

of DDDM (Raisch & Krakowski, 2021). Therefore, this article takes an organizational learning 

perspective on DDDM, with a focus on developing knowledge to let the interactions between 

users be effective (Wijnhoven, 2021).  

 DDDM has an indirect effect on actual human decision making, as a consequence of 

the concept human in the loop. The concept of human in the loop helps to examine the tasks 

assigned to and performed by people in the human-machine configurations (Grønsund & 

Aanestad, 2020; Wijnhoven, 2021). These tasks and roles change by the introduction of the 

data-driven tool. The work of Grønsund and Aanestad (2020), in particular, contributes to 

understand of the nature of “augmentation work”, consisting of auditing and altering the data-

driven tool. Augmentation work is also described by Murray et al. (2021) as one of the four 

forms human and non-humans interactions can take place. A direct effect of DDDM, where 

computers take over human decision making, is often infeasible in professional contexts 

because of the required decision accountability, the problem ambiguity, and the decisional 

uncertainty involved. The simpler cases that are highly repetitive and involve not much 

diversity of insights and sources, could be run by rule-based systems. But, many professional 

cases, require understanding of personal situations (Wijnhoven, 2021). 

 The use and acceptance of new technologies and tools is one of the most mature research 

areas in IS literature. For decades, scholars have applied this lens to understand how humans 

use technology tools to achieve goals across a wide variety of organizational contexts (Ahuja 

& Thatcher, 2005; Wang et al., 2013), consumer context (Goh et al., 2013; Kwon et al., 2016) 

and societal context (Venkatesh et al., 2003). Technology use literature has emphasis on human 

agency rather than data-driven tool agency. According to Baird & Maruping (2021) only 
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recognizing human agency is insufficient. The new generation of agentic data-driven tools has 

the capacity to learn, adapt, act autonomously, and can be aware of the need to act without an 

active request of its users. This research extends this theory by describing the process of 

adoption of this new generation of agentic data-driven tools. In more detail, we describe the 

process of an adoption of DDDM within the insurance industry, since the academic discussion 

on DDDM in this industry is underrepresented (Eling & Lehmann, 2018). To describe this 

adoption process of DDDM systems in the insurance industry, we analyze the adoption of 

decision support systems (DSS) as an organizational learning process. This adoption process 

can be divided in four organizational learning processes, namely socialization, externalization, 

combination, and internalization. These organizational learning processes can be described as 

“the creation of improvements (i.e., single loop learning) or innovations (i.e., double loop 

learning) and the creation of norms, rules, and conditions by which these knowledge creation 

processes may be done best (so-called deutero loop learning or institutional learning)” 

(Wijnhoven, 2021, p. 3). DDDM within the insurance industry can contain of clustering 

techniques for risk classification, prediction of claim costs (Yeo et al., 2001) and customer 

segmentation (Wen et al., 2021). DSS is thus a collection of data driven systems for decision 

making. Literature on DDS in the insurance industry has reported challenges in realizing 

DDDM. Yeo et al. (2001) mentioned huge amounts of data are necessary for risk classification 

and prediction of claim costs. However, these data sets are not always available and if they are, 

there is not always the possibility to combine these data sets through missing unique identifiers 

(Patel & Lincoln, 2019; Pugnetti & Seitz, 2021; Wamba et al., 2015). End users are also 

concerned with the accuracy and the transparency of classifications and predictions (Boobier, 

2016; Rau et al., 2021). Data policies, especially regarding privacy, are necessary and insurance 

companies need to adapt their processes and experts (Pugnetti & Seitz, 2021). Dealing with 

these DDDM adoption challenges require specific capabilities, like individual and personal 

skills and organizational skills, here fore we explore DDDM adoption as an organizational 

learning process.  

 

1.2 Objective and Research question 

This research aims at theory synthesis, which is described as “seeking to achieve conceptual 

integration across multiple theories or literature streams, through offering a new or enhanced 

view of a concept or phenomenon by linking previously unconnected or incompatible pieces in 

a novel way” (Jaakkola, 2020, p. 21), from a DDDM adoption case and by this, create an 
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organizational learning theoretical foundation for DDDM development in organizations. The 

kind of theory that we realize here is a process theory, which “… provides explanations in terms 

of the sequence of events leading to an outcome (e.g., do A and then B to get C)” (Langley, 

1999, p. 692). This brings us to the following research question: “What is the role of the 

organizational learning processes in the process of data-driven decision making adoption?”  

 

1.3 Scientific and social relevance 

This research aims to provide a process theory through which researchers and practitioners will 

be able to disentangle the complexity of interactions between the user and DDDM tools in 

processes of DDDM adoption and will be able to develop and implement these systems. It will 

contribute to the existing academic literature through contributing to the need for more reliable 

theories, a better understanding, and sustainable management solutions in the topic of DDDM 

in management. This will be realized, by extending the discussion of the current literature about 

technology use, organizational learning processes and the concept of human-in-the-loop. This 

extension is realized by describing the process of the development, implementation, and 

adoption of a DDDM tool. This case description is analyzed, and the influence of each 

organizational learning process is discussed. For each of these organizational learning processes 

the occurrence of double loop learning, triple loop learning, and deutero loop learning is 

identified. By amplifying these discussions, mainly the literature of Wijnhoven (2021) and 

Grønsund & Aanestad (2020) will be extended. Furthermore, the social relevance relates to 

providing businesses useful in-depth insights for practitioners about the process of adopting 

DDDM and the challenges related to this adoption as an organizational learning process. These 

practical insights derive from the analyzed case description and are described in a prescriptive 

way.  

 

1.4 Research design 

To realize the objective of this research, we present an in-depth, qualitative case study of an 

organization that introduced the adoption of DDDM for its analysis whether or not to conduct 

a re-inspection. The fieldwork is done April 2022 and June 2022 and the main method will be 

participant observation.  
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1.5 Outline of the paper 

The next section further describes the theoretical background of DDDM, technology use and 

acceptance, the human-in-the-loop concept, and the organizational learning approach to DDDM 

adoption, after which we explain the case methodology. Section four represents our results of 

a DDDM adoption case and section five discusses the results. Section five entails the key 

findings, the theoretical and practical contributions, and reflects about further research and 

possible limitations of this study. Section six entails the conclusion.  
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2 Theory 

This chapter discusses the theoretical background of DDDM, after which we discuss technology 

use and acceptance. Subsequent the organizational learning approach to DDDM adoption is 

described through the SECI model and the concepts of single loop, double loop, triple loop and 

deutero loop learning. Furthermore, we discuss the concept of ‘human in the loop’. We end this 

chapter with the central model of this study.  

 

2.1 Data-Driven Decision Making 

Decision-making is “the process of choosing among alternative courses of action in order to 

attain goals and objectives” (Forman & Selly, 2001, p. 2). Decision-makers are constantly 

trying to make more well-informed decisions and they need to be able to understand and utilize 

data in order to base their decisions on data (Elgendy & Elragal, 2016). The process of making 

decisions based on data we call data-driven decision making (Thiess & Müller, 2018). DDDM 

is rooted in different technical disciplines, such as business intelligence (Chen et al., 2012), 

machine learning (Bishop & Nasrabadi, 2006) and decision support systems (Arnott & Pervan, 

2008; Shim et al., 2002) and is the outcome of data science, data processing, and data 

engineering processes (Provost & Fawcett, 2013). 

The economic benefits of DDDM have been discussed conclusively. Davenport et al. 

(2007) conducted a survey among 32 companies and found a positive relation between the 

adoption of DDDM and the annual growth rates. A survey research study among 179 companies 

by Brynjolfsson et al. (2011) supported the findings of Davenport et al. (2007) by showing how 

DDDM affects firm performance. Their research statistically verified that the more data-driven 

a company is, the more productive it is. In more detail, their research states an increase of the 

productivity by 5%-6% when a firm adopts DDDM instead of other investments and 

information technology usage. Research of Müller et al. (2018) showed that data-driven 

decision making on average increases the productivity of a firm with 4%, with some reaching 

an increase of even more than 7%. They conducted their research among more than 800 

companies over a period of seven years. Similar results about the positive effect of DDDM on 

the productivity of companies is reported by the work of Wu et al. (2020).  However, yet before 

DDDM can improve these outcomes of organizations, it must be accepted and used by its users 

(Murray et al., 2021; Taherdoost, 2018; van den Broek et al., 2021). 
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2.2 Technology Use and Acceptance 

The information system field has extensively discussed IT adoption. Research has yielded 

numerous models, each with different sets of acceptance determinants. One approach is the 

“theory of innovation” which is grounded in the work of Rogers (2010). The theory of 

innovation describes the process innovation adoption as a five-stage process of awareness 

development, persuasion, decision to adopt, implementation and continuation of use. These 

stages include learning processes where the individual first collects information where the 

innovation is about, next decides about whether to adopt or not, and finally collects information 

for deciding on continuation of adoption and possible more extensive use. The innovation 

adoption process affects five categories of adopters, namely innovators, early adopters, early 

majority, late majority, and laggards. These categories are based on different levels of 

technology adoption in the social system, they differ on their willingness and ability to take 

varying levels of risk with innovation adoption decisions. Innovators are willing to take risk, 

have financial liquidity, the highest social status, and have the closest contact to scientific 

sources and other innovators. Laggards are the last to adopt an innovation. People in this 

category show little to no opinion leadership and have typically an aversion to change-agents. 

Laggards typically tend to be focused on traditions, lowest financial liquidity, lowest social 

status and oldest among adopters. In the social system, innovators and laggards are the smallest 

groups and the early majority and late majority the largest. Innovation adoption involves social 

pressures, norms and values, and personal risk and prestige. In DDDM adoption some 

professionals may want to be innovators or early adaptors for generating prestige where others 

will be laggards and risk averse (Wijnhoven, 2021). To be able to act such as an innovator or 

early adaptor, these professionals need to have resources and reputation (Hull & Lio, 2006). 

Rogers’ (2010) innovation diffusion model is a useful and popular view for 

understanding adoption. However, it is important to recognize the weaknesses of this model 

and add some nuances. This model assumes 100 percent adoption (Rogers, 2010), which often 

will not occur (Guttentag & Smith, 2020). Therefore, some authors added an additional 

category of adopters to the innovation diffusion model, namely non-adopters (Emani et al., 

2018; Palm, 2020; Verdegem & de Marez, 2011). Moreover, the categories divisions from the 

innovation diffusion model are established very rigidly (Kardasz, 2013; Mahajan et al., 1990). 

 Technology acceptance models explain how and why individuals adopt new information 

technologies. Personal and environmental factors can influence an individual’s decision to 

whether or not adopt new technologies and innovations. Venkatesh et al. (2003) has conducted 

a review which resulted in the identification of eight key competing theoretical models of 
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technology acceptance: Theory of Reasoned Action (TRA), Technology Acceptance Model 

(TAM), Motivation Model (MM), Theory of Planned Behavior (TPB), Combined TAM and 

TPC (C-TAM-TPB), Model of PC Utilization (MPCU), Innovation Diffusion Theory (IDT), 

and Social Cognitive Theory (SCT). Based upon the conceptual and empirical similarities 

across these models, they formulated a unified model: the Unified Theory of Acceptance and 

Use of Technology (UTAUT). The UTAUT holds seven constructs that appeared to be 

significant direct determinants of behavioral intention or usage behavior. Of these, the key 

constructs are (1) performance expectancy, (2) effort expectancy, (3) social influence, and (4) 

facilitating conditions. The remaining constructs (5) attitude towards using technology, (6) self-

efficacy, and (7) anxiety are theorized not to be direct determinants of use intention. Although 

this theory is among the most cited theoretical lenses in research on technology acceptance and 

use, its primary focus is on the users’ perceptions and it pays little attention to the capabilities 

and actions of the tool (Baird & Maruping, 2021).  For example, the UTAUT theory is not 

suitable for situations where the tool can initiate their own actions. Furthermore, the theory 

overlooks the complicity of tools in goal achievement. According to Baird & Maruping (2021) 

technology acceptance should not be described and researched in terms of user perceptions and 

intentions to use, but the actual use of technologies. Baird & Maruping (2021) describe the 

UTAUT theory as an incomplete overview of how agentic IS tools can contribute to goal 

achievement. They highlight the need to envision new forms of relationships between people 

and agentic DDDM tools. Murray et al. (2021) contribute to this view of Baird & Maruping 

(2021) on technology use and acceptance by distinguishing four forms of conjoined agency 

between people and technologies. These four forms of conjoined agency, which can be defined 

as “constituting a shared capacity between humans and nonhumans to exercise intentionality” 

(Murray et al., 2021, p. 555), result from the shifting locus from people to a broader overview 

at which agentic technologies are included. Therefore, they have “categorized the four forms 

of conjoined agency based on which actor – human or technology – has the capacity to exercise 

intentionally over protocol development or action selection” (Murray et al., 2021, p. 555). The 

first form, conjoined agency with assisting technologies, exists when the technology in the 

human-machine interactions does not have the ability to develop protocols and neither has the 

ability to select actions. This form of human-DDDM tool interaction takes place when a DDDM 

configures as an evaluation software, an assisting technology. Based on multiple variables 

determined by the user, the DDDM tool can sort, analyze, and identify different outcomes. In 

this way, the DDDM tool is wielded by the users who apply procedures and rules (i.e., 

protocols), to rank the outcomes and determine which outcome will be selected (i.e., select an 



 13 

action). Conjoined agency with arresting technologies exists when “the technology in the 

human-nonhuman ensemble (a) does not have the ability to develop protocols, but (b) does have 

the ability to select actions” (Murray et al., 2021, p. 556). People can set the protocols for the 

DDDM tool at which the outcomes are based. The tool itself can define the best outcome and 

can make sure this outcome is executed. People are unable to stop these actions before they 

have taken place. The third form is conjoined agency with augmenting technologies, which “is 

a form of conjoined agency in which the technology in the human-nonhuman assemble (a) has 

the ability to develop protocols, but (b) does not have the ability to select actions” (Murray et 

al., 2021, p. 557). These technologies complement people in practice. An example of an 

augmenting technology is a structured machine learning algorithm. This technology has the 

ability to identify patterns and make recommendations. If the expectations from people diverge 

from the recommendation outcomes of the technology, people must determine whether or not 

to select the action.  The last form is conjoined agency with automating technologies, which is 

“a form of conjoined agency wherein the technology in the human-nonhuman ensemble (a) has 

the ability to develop protocols and (b) has the ability to select actions” (Murray et al., 2021, p. 

558). These technologies are given an objective and are expected to figure out how to achieve 

it by developing protocols and actions on its own. These technologies substitute people.  

DDDM adoption has many organizational consequences and therefore the development 

of knowledge for user adoption is a critical organizational learning process. This process 

requires socialization, externalization, combination, and integration of relevant knowledge for 

adoption decisions (Wijnhoven, 2021). 

 

2.2 Data-Driven Decision Making Adoption as Organizational Learning  

Organizational learning can be described as “the creation of improvements (i.e., single loop 

learning) or innovations (i.e., double loop learning) and the creation of norms, rules, and 

conditions by which these knowledge creation processes may be done best (i.e., deutero loop 

learning or institutional learning)” (Wijnhoven, 2021, p. 3). Such learning processes are 

emergent knowledge creation processes. In this process we can make a distinction between two 

types of knowledge: tacit knowledge and explicit knowledge (Nonaka, 1994). Knowledge 

expressed in numbers and words only represents a tip of the iceberg. Explicit knowledge refers 

to “knowledge that is transmittable in informational, systematic language” (Nonaka, 1994, p. 

16). Tacit knowledge, on the other hand, “has a personal quality, which makes it hard to 

formalize and communicate. Tacit knowledge is deeply rooted in action, commitment, and 

involvement in a specific context” (Nonaka, 1994, p. 16).  
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At a fundamental level, knowledge is created by individuals. An organization cannot 

create knowledge without individuals, it can only support individuals or provide a context for 

such individuals to create knowledge (Nonaka & Konno, 1998). Therefore, it is possible to 

distinguish several levels of social interaction at which the knowledge is created by an 

individual is transformed and legitimized, based on the assumption that knowledge is created 

through conversion between tacit and explicit knowledge (Nonaka & Lewin, 1994). This allows 

us to distinguish four different “modes” of knowledge conversion: (1) socialization: from tacit 

to tacit knowledge. This mode of knowledge creation enables us to convert tacit knowledge 

through interaction between individuals. Professionals may discuss outcomes and problems 

with colleagues for verification and to learn from each other. One important note here is that an 

individual can acquire tacit knowledge without language, but by imitation, observation, and 

practice. It is the process of creating tacit knowledge through shared experience (Nonaka, 1994; 

Wijnhoven, 2021); (2) externalization: from tacit to explicit knowledge. This mode of 

knowledge can be created in the process of realizing the organizational conditions for DDDM 

and may be materialized in inter-organizational data sharing standards, IT management policies 

or (privacy) laws. Metaphors play an important role here. As a method of perception, metaphor 

depends on imagination and intuitive learning through symbols, rather than on the analysis or 

synthesis of common attributes shared by associated things; (3) combination: from explicit to 

explicit knowledge. During this stage explicit knowledge held by individuals is combined. 

Individuals exchange and combine knowledge through such exchange mechanisms as the 

creation of data warehouses, analytic outcomes, and rule-based expert systems. This mode of 

knowledge creation involves the use of social processes; (4) internalization: from explicit to 

tacit knowledge. The advanced combined explicit knowledge can create recommendations to 

decision makers. These decision makers can internalize by integrating it with values, skills, 

personal experiences, which we call tacit knowledge. “Action” is deeply rooted to the 

internalization process. Through an iterative process of trial and error, concepts are articulated 

and developed until they emerge in a concrete form. This experimentation can trigger 

internalization through a process of learning by doing. Through action, participants share 

explicit knowledge, which is gradually translated, through interaction and a process of trial and 

error, intro different aspects of tacit knowledge. Externalization and internalization relate to 

patterns of conversion involving both explicit and tacit knowledge. These conversion modes 

capture the idea that explicit and tacit knowledge are complementary and can expand over time 

through a process of mutual interaction (Nonaka, 1994). Knowledge develops by a continuous 

emergent process of socialization, externalization, combination, and internalization.  
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Because DDDM adoption is the adoption of DDDM tools for (professional) decision 

making, DDDM adoption happens in and for an organizational context and is related to 

knowledge work(ers). Although knowledge is not a new concept, recognizing knowledge as an 

organizational asset is (Davenport & Bean, 2018). Knowledge workers are “experts who create, 

learn and analyze information and knowledge and then act upon it” (Smuts & Smith, 2021, p. 

3). The application of DDDM suggests people are obsolete to some extent, knowledge workers 

are still required for a successful DDDM adoption and application (e.g., training of models, 

future engineering, learning human preferences) (Smuts & Smith, 2021). Since DDDM happens 

in and for organizational contexts the learning processes are organizational, and organizations 

can enable or constraint these processes in several ways (Datt Bhatt & Zaveri, 2002). 

Organizations may also learn to influence single loop and double loop (Wijnhoven, 2021). As 

defined by Argyris (1999, p. 68), single-loop learning occurs “whenever an error is detected 

and corrected without questioning or altering the underlying values of the system”, and double-

loop learning occurs “when mismatches are corrected by first examining and altering the 

governing variables and then the actions”. These learnings may happen in the socialization 

process, in which participants may share existing (single loop learning) and new knowledge 

(double loop learning) (Wijnhoven, 2001).Triple loop learning is the learning from a DDDM 

system and integrating these insights in the stock of human knowledge (Seidel et al., 2019). 

Triple loop learning requires the development of capabilities, not only from the involved 

autonomous tool but from the users as well (Grønsund & Aanestad, 2020). Single loop learning 

in the triple loop learning model involves designers and tools interacting to generate design 

outcomes. It is the tool that primarily generates the design alternatives. Double loop learning 

can take two alternative forms in triple loop learning: human learning or machine learning. 

From a human perspective, the second loop involves the human designer evaluating the 

alternatives and modifying input parameters, tools settings, and evaluation criteria for a given 

design problem. From a machine perspective, the second loop involves the tool learning from 

designer feedback in the design process in order to modify itself and improve its model so it 

can generate better alternatives. Triple loop learning involves human designers learning about 

the mental models embedded in the tool and/or the tool learning about the human designers’ 

mental models (Seidel et al., 2019). Argyris (1976) calls mental models “master programs”. 

The master program of the designer of the autonomous tool may not be aligned with the master 

program of the autonomous tool for a variety of reasons (Lake et al., 2016). For example, 

designing the autonomous tool usually involves more than one person; the designer using the 
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tool is probably not the same person as who programmed it. Multiple designers may have 

different perceptions about what a master program does.  

Triple loop learning only happens after the DDDM-based recommendations are 

delivered to the decision maker in the internalization process (Seidel et al., 2019), which is one 

of the four modes of conversion required to create new organizational knowledge. Learning 

enabling and constraining processes are named deutero learning (Visser, 2007; Wijnhoven, 

2001), which involves the development of dynamic capabilities, i.e., the continuous building 

up of resources for innovation (Kraaijenbrink et al., 2010; Wijnhoven, 2021). Some authors 

have equated deutero learning with triple loop learning, but we reserve the term deutero learning 

for learning to manage the organizational processes (Visser, 2007; Wijnhoven, 2001) and triple 

loop learning for the integration of human and machine learning processes (Seidel et al., 2019). 

For DDDM adoption, the learning process is both user-oriented single, double, and triple loop 

learning and an institutional deutero learning process involving the development of enablers, 

like motivation, resources and capabilities, and constraints for these individual learning process. 

The actual effects of DDDM on decisions are the outcomes of these individual and 

organizational learning processes which contain the interactions of human learning and 

machine learning. These processes are difficult to predict since DDDM has an indirect effect 

on actual human decisions as a consequence of keeping human in the loop. 

 

2.3 Human in the loop 

In contrast to replacing human work, DDDM adoption requires new roles and redistribution of 

extant expertise to augment and improve the accuracy of the tool, improve human feedback and 

responsibility for performance management, exception handling and improvement (Grønsund 

& Aanestad, 2020). This indicates a human in the loop pattern. The work of Grønsund & 

Aanestad (2020) suggests that a DDDM adoption requires a human in the loop pattern, whereby 

DDDM-based augmentation might keep the human in the loop (Bailey & Barley, 2020; Markus, 

2017). Augmentation consist of the work of auditing as well as the work of altering the 

algorithm and the data acquisition architecture. To be able to audit the DDDM tool, a reference 

input for classification or prediction outcome is needed, as well as a reference input from a 

human classifier or trusted source. Based on these reference points we compare, identify, and 

represent the gap based on the discrepancy of the reference inputs. For altering the tool, the 

input is information related to the gap identified in the auditing work. Based on this gap, 
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decisions and actions are taken. These decisions and actions can relate to altering and adjusting 

the tool (Grønsund & Aanestad, 2020). 

Both augmentation roles are crucial parts of human in the loop configurations. They can 

improve the accuracy of the DDDM tool and transform data into value and are mutually 

dependent of each another and eventually form a feedback loop (Grønsund & Aanestad, 2020). 

The feedback loop suggests that the processes of automation and augmentation influence one 

another in a reciprocal manner (Raisch & Krakowski, 2021). Furthermore, algorithms have a 

recursive nature, which reflects a cyclical process in which algorithm management is shaped 

and influenced by the autonomy and value of workers. They are based on human training which 

determines the human behavior and learn from human action (Meijerink & Bondarouk, 2021). 

The learning in DDDM implementations is not only human or technical single or double loop 

learning, but also triple loop learning. This triple loop learning requires a development of 

capabilities of not only computer scientists involved, but also from the users (Wijnhoven, 

2021).  To define the end of such a learning process may be difficult as long as triple loop 

learning generates new insights and deutero learning variables can act as enablers or constraints. 

 As described earlier the process of automation and augmentation influence one another 

in a reciprocal manner. Whereas automation implies that machines take over the human task, 

augmentation means that humans are “in the loop” and they collaborate closely with machines 

to perform a task (Raisch & Krakowski, 2021). Earlier research prioritize augmentation, but we 

cannot neatly separate augmentation from automation (Raisch & Krakowski, 2021). 

Augmentation and automation are not only separable and conflicting, but also interdependent 

(Schad et al., 2016). They provide complementary functionalities that are both potentially 

useful in organizations. In particular, researchers emphasize augmentation’s potential to 

improve service quality, foster innovation, and increase productivity. Moreover, the 

combination of complementary machine and human skills will increase the speed, quality, and 

extent of learning in organizations (Brynjolfsson & McAfee, 2014; Daugherty & Wilson, 2018; 

Davenport & Kirby, 2016). But over-emphasizing either automation or augmentation fuels 

reinforcing cycles that not only harm an organization’s performance, but also have negative 

societal implications (Raisch & Krakowski, 2021). Focusing on automation only can lead to 

extensive job losses and result in the deskilling of people who relinquish tasks to machines, 

which could cause further risks of social inequality and rising unemployment (Brynjolfsson & 

McAfee, 2014). Conversely, a one-sided focus on augmentation is likely to cause a digital 

divide, with social tensions arising between those few who have the capabilities and resources 

of augmentation and those who do not (Brynjolfsson & McAfee, 2014).  This paradox of 
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augmentation-automation suggests that both perspectives are equally biased. Nor of them is 

good or evil per se. The complex interaction of augmentation, keeping human in the loop, and 

automation can have both negative and positive organizational and societal implications. 

However, augmentation is one approach to keep the humans in the loop. Another approach is 

the “agentic system” theory grounded in the work of Baird & Maruping (2021). When 

considering agency with respect to DDDM tools, we consider an agentic DDDM tool to be 

“rational software-based tools that have the ability to perceive and act, such as take on specific 

rights for task execution and responsibilities for preferred outcomes” (Baird & Maruping, 2021, 

p. 317). Such tools are assumed to be designed “to achieve the best outcome or, when there is 

uncertainty, the best expected outcome” (Russel & Norvig, 2016, p. 4). However, not all agentic 

information system (IS) tools are created equally. To address this variation, Baird & Maruping 

(2021) make a distinction between four types of agentic IS tools archetypes. This distinction 

between the four archetypes is based on a continuum from autonomy with very simple task on 

the lower end to full task completion with the responsibility for an outcome on the higher end. 

At the lower end of the continuum, agentic IS tools act as assistant-like agents with limited 

agentic abilities (Woolridge & Jennings, 1995). At the higher end, agentic IS tools act as more 

freely autonomous agents. These tools can make complex decisions and can be trusted to act 

on their own (Russel & Norvig, 2016). Because of these ‘higher end tools’, human agents can 

delegate more complex tasks and even outcome preferences to these increasingly autonomous 

tools. It is even possible for agentic IS tools to delegate tasks to human agents. This can be 

preferrable when people have situational preferences. The framework provided by Baird & 

Maruping (2021) proposes three delegation mechanisms: appraisal, distribution, and 

coordination. Appraisal occurs when an agent “assesses what is at stake with respect to the 

other agent and what can be done in response to it” (Fadel & Brown, 2010, p. 108). Appraisals 

play a central role in the decision whether or not to accept the advice, whether or not the tasks 

are delegated to the tool, and whether or not tools will be leveraged. Distribution is considered 

by the framework as the distribution of rights and responsibilities between agents. The last 

delegation mechanism, coordination, is described as “managing of dependencies between 

agents and tasks and alignment of actions to achieve goals” (Baird & Maruping, 2021, p. 329). 

These delegation mechanisms raise two questions: whether or not delegation is likely to occur, 

i.e., the willingness to delegate, and whether or not delegation will successfully yield goal 

attainment or progress, i.e., effective delegation. As stated before, this delegation can be both 

from human agent to DDDM tool agent and the other way around. However, for raising the 
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most valuable outcome in terms of effectiveness, performance, efficiently, and productivity the 

human agents and agentic tools have to interact.  

The work Grønsund & Aanestad (2020) and Baird & Maruping (2021) points out to the 

strategic importance of a human in the loop pattern for organizational reflexivity to ensure that 

the performance of the algorithm meets the organization’s requirements and changes the 

environment. The human in the loop configuration can be seen as a strategic capability.  

Thus, DDDM aims at making the decisions of organizations smarter. Yet, for DDDM 

to improve these outcomes of an organization, it must be accepted and interact by its users. The 

adoption of IT has many organizational consequences and therefore the development of 

knowledge for user adoption is a critical organizational learning process. This process requires 

socialization, externalization, combination, and integration of relevant knowledge for adoption 

decisions. The actual effect of DDDM on decisions are the outcomes of individual and 

organizational learning processes. These processes are difficult to predict since DDDM has an 

indirect effect on actual decisions as a consequence of keeping human in the loop. Figure 1 

represents a system dynamic view of the theory of Nonaka (1994) and Wijnhoven (2021), which 

means that knowledge stocks are represented by the boxes in the model and these stocks receive 

growth from a learning process that creates an inflow and new knowledge (the wide arrows) 

and the deutero enabling or constraining variables represented by the oval. These inflows have 

a bigger impact if they reuse the knowledge or insights from previous stocks represented by the 

thin gray broken arrows. Note that we see learning as a continuously increasing knowledge 

needed for adoption, since there is no outflow from the stocks. In the socialization and 

combination process, people can create new insights which can be integrated in stocks of 

knowledge (double loop learning). This entire process we behold as an organizational learning 

process whereby deutero learning influences double and triple loop learning. This 

organizational learning process continuously has no clear beginning or end, as continuously 

improvement is possible.  
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Fig.1 The organizational learning process in the context of DDDM adoption 
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3 Methodology 

This chapter discusses the case study and context of this research, after which we present how 

the data is collected followed by a description how the data is analyzed including the coding 

scheme which is used for encoding the transcriptions.  

 

3.1 Case Study and Context 

This study wants to describe the organizational learning challenges for a concrete 

implementation and adoption process of a DDDM tool and seeks to achieve conceptual 

integration across multiple theories or literature streams, through offering a new or enhanced 

view of a concept or phenomenon by linking previously unconnected or incompatible pieces in 

a novel way (Jaakkola, 2020). To be able to analyze this process, a specific case study is 

conducted at X, an insurance company located in the Netherlands. This company strives to 

become a data driven insurer. One of the projects by which the company tries to achieve this 

goal, is the implementation of a DDDM tool within the Risk Engineering department. To 

describe the role of organizational learning challenges for a concrete implementation and 

adoption process of a DDDM tool, an in-depth, qualitative case study is conducted. The main 

method is participant observation, including informal (semi-structured) interviews and 

conversations with organizational members to follow up and verify our observations. 

Documentary sources are reviewed, and informal conversations are realized to be able to expose 

the initial phases of the DDDM trajectory.  

 

3.2 Data Collection 

The participant observation is done between April 2022 and June 2022. During this observation 

the process of the development, implementation, and adoption of the DDDM tool is explored 

and observed through documentary sources and interviews (Table 1). The collected data is used 

to describe and analyze the three different phases: pre-induction phase, introduction phase, and 

post-introduction phase. The boundaries of these phases are set by the development and 

execution of the DDDM tool. The actual start of the development of the DDDM-tool acts as 

the boundary between the pre-introduction and introduction phase. The boundary between the 

introduction and post-introduction phase is set by the completion of the pilot implementation.  

To uncover the ‘pre-introduction of the DDDM tool’ phase, documentary sources such as initial 

e-mails and PowerPoints are reviewed. Furthermore, three informal conversations and 

interviews with the manager of acceptance, the manager of risk experts, and the employee from 
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product portfolio and management who is responsible for which re-inspections will be 

conducted. During these interviews we will ask them about the current way of working 

according to (re)inspections and the initial phases of the DDDM tool development, 

implementation, and adoption up to April 2022. In order to analyze the ‘introduction of the 

DDDM tool’ phase, five risk experts are interviewed. One of them was involved in the process 

of the development of the DDDM tool. During the interview we will ask him about his 

contribution, which was related to sharing his expertise and knowledge, in order to give the 

data scientists, the opportunity to validate the model. Furthermore, this interview is conducted 

to able to explore what the work of a risk expert entails and the influence of and opinion about 

the renewed re-inspection model. Moreover, two risk experts are interviewed who have been 

involved in the pilot, which was conducted to test the model. These interviews were conducted 

to find out their opinion about the renewed re-inspection model, the impact of it on their daily 

work and their view about the process of the pilot that took place. Lastly, two risk experts who 

are not involved during the pilot are interviewed for this phase. During these interviews we ask 

them about what their work entails and their opinion about the goal of X to become a data-

driven insurer. These two interviews will give us the opportunity to make a fair assessment 

compared to the two risk experts who were involved during the pilot. The last phase, ‘post-

introduction of DDDM tool’, entails the phase which has no clear end because the 

organizational learning processes will give the organization the opportunity to continuously 

improve. For this phase we will interview the manager of the risk experts for the second time. 

We will ask him about his opinion of the process of the pilot, the role of the risk experts 

compared to the renewed (re)inspection model and the goal for the post-introduction phase. 

Lastly, the data scientists who started this project and who developed and implemented the 

DDDM tool are interviewed. This interview will cover the pre-introduction, the introduction 

and the post-introduction phases of the development, implementation, and adoption of the 

DDDM tool.  

During the fieldwork period, informal interviews and conversations with organizational 

members include one-to-one meetings and face-to-face conversations in the field as well via 

Teams. Documentary sources such as PowerPoints, e-mails, reports, websites, databases, and 

software are reviewed. 
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Respondent Phase 

Manager of acceptance Pre-introduction phase 

Employee responsible for re-inspections Pre-introduction phase 

Manager of risk experts Pre- and post-introduction phase 

Risk expert involved during development (one person) Introduction phase 

Risk expert not involved in pilot (two persons) Introduction phase 

Risk expert involved in pilot (two persons) Introduction phase 

Data scientists (two persons) Pre-introduction, introduction, and post-

introduction phase 

Table 1. Overview of respondents  

 

3.3 Data Analysis 

To be able to analyze the data, we follow the data strategy approach of Jarzabkowski et al. 

(2016). This approach analyses qualitative process data and daily activities as they unfold. 

Therefore, we “study ‘emerging patterns’, where the actors themselves are trying to delineate 

and construct a direction or order within their activities. In such cases, there may be no clear 

beginning or end” (Jarzabkowski et al., 2016, p. 244).  

 The first phase of this approach includes using initial observations from conversations 

or meetings to confirm our case gives us the opportunity to investigate in DDDM adoption. For 

the second phase of our research, we set boundaries for our analysis by focusing ourselves on 

the development, implementation, and adoption of the renewed re-inspection model. The third 

phase of data analysis includes a more in-depth analysis of our empirical findings. During this 

phase we still engage in our field, and we collect data. We describe these three phases as a 

process theory, by explaining the sequence of events leading to an outcome. We engage to this 

kind of theory by linking the collected data in a previously unconnected novel way. The data 

collection phase concerns the registration of the process of development, implementation, and 

adoption of the DDDM tool. The data collected during the semi-structured interviews will be 

recorded and transcribed. For the analyzing process the transcribed interviews will be encoded. 

The coding is based on theory and is related to the theoretical framework as described in 

Chapter 2. The theory from Nonaka (1994) is used as foundation for the coding of 

organizational learning, Grønsund & Aanestad (2020) for human in the loop, and Murray et al. 

(2021) and Baird & Maruping (2021) for technology use and acceptance. Based on their 

theories, the dimensions and indicators are identified. Before the actual coding of the collected 

data, a pre-defined list of codes, containing of dimensions and indicators, is created as showed 



 24 

in Table 2. This deductive approach helps to focus the coding, ensures structure, and theoretical 

relevance from the start (Skjott Linneberg & Korsgaard, 2019).  

To ensure the research reliability and validity, the transcribed and encoded interviews 

has been sent back to the specific interviewee so if needed, feedback and corrections could be 

applied (Whittemore et al., 2001). The concept validity within the semi-structured interviews 

is assessed by checking the concepts with the data scientists and manager of risk experts 

involved.  

 

 Dimensions Indicators 

Organizational learning 

The creation of 

improvements (i.e., single 

loop learning) or innovation 

(i.e., double loop learning) 

and norms, rules, and 

conditions by which these 

knowledge creation 

processes may be done (i.e., 

deutero loop learning or 

institutional learning) 

Socialization (Nonaka, 

1994) 

Knowledge sharing culture 

within X. 

Relevant employees from all 

different areas/departments 

are involved in projects 

within X. 

There are cooperate projects 

across different departments 

within X. 

Externalization (Nonaka,, 

1994) 

The benefits of the 

externalization process 

(from tacit to explicit) are 

feasible and clear within X. 

Data is available within X, 

and good standards are 

developed.  

Combination (Nonaka, 

1994) 

Repositories of information 

are well-developed within X.  

Data sharing between 

applications is easy within 

X. 

Internalization (Nonaka, 

1994) 

Within X there is analytical 

transparency. 

Within X there is room for 

learning by doing and a 

process of trial and error.  
Human in the loop 

The augmentation, accurate 

feedback and responsibility 

for performance 

management, exception 

handling and improvement. 

Altering (Grønsund & 

Aanestad, 2020) 
Within X the tool is altered 

by employees. 

Auditing (Grønsund & 

Aanestad, 2020) 
Within X the tool is audited 

by employees. 

Technology acceptance and use  

The actual use and interactions 
of technologies by constituting 

Human-machine interactions 
(Baird & Maruping, 2021; 

Murray et al., 2021) 

Within X the technology in 

the human-machine 

interactions has not the 
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a shared capacity between 

humans and nonhumans to 
exercise intentionality. 

ability to develop protocol or 

the ability to select actions 

Within X the technology in 

the human-machine 

interactions has not the 

ability to develop protocols, 

but does have the ability to 

select actions. 

Within X the technology in 

the human-machine 

interactions has the ability to 

develop protocols, but does 

not have the ability to select 

actions 

Within X the technology in 

the human-machine 

interactions has the ability to 

develop protocols and has 

the ability to select actions 
Table 2. Coding frame  
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4 Results 

This section presents the data using a chronological structure representing the shifting 

configurations of human-machine interactions, the technology acceptance and use, and the 

organizational learning phase. After which we analyze the circumstances that influence the 

different organizational learning processes.  

 

4.1 Case description 

First, we describe the nature of the extant work practices, after which we describe the 

introduction and the first pilot of the DDDM tool. Finally, we describe the post introduction. 

 

4.1.1 Pre-introduction of the DDDM tool 

Before the introduction of data driven decision making within the department of Risk 

Engineering, inspection guidelines were used by the departments of Acceptance and Project 

Portfolio Management (PPM). These inspection guidelines consist of two matrixes, one for join 

inspection and one for re-inspections. The process before the introduction of the DDDM tool 

was as follows: (1) a company wants to become a client; (2) the department Acceptance 

determines whether or not to accept this client. This department checks on risks, predicts the 

claim costs, and segments the client. If necessary, a join inspection is executed to collect 

additional information for assessing the application. If the client is accepted then; (3) based on 

the risks of the new client the department PPM, who is responsible for the return of the portfolio, 

determines how many times per year the client will be reinspected. These (re)inspections are 

planned by the planners and are executed by the department Risk Engineering. 35 specialists, 

with at least five years of relevant experience, work at the Risk Engineering department and 

they (re)inspect 4500 companies on an annual basis. Based on the portfolio of X they should 

(re)inspect 15000 companies per year. The goal is to improve the (re)inspections in terms of 

quality – (re)inspect those companies where they can make the most impact in terms of 

occurrence of damage. Currently, the decision whether to (re)inspect a company or not, is based 

on expert judgement. When feeling is the superior function for decision making “every 

conclusion, however logical, that might lead to a disturbance of feeling is rejected at the outset; 

all thinking is subordinate to feeling values” (Franco & Meadows, 2007, p. 1622). Through 

judgement we have the possibility to add the capacity for sympathetic awareness to decision 

making. However, decisions fully based on judgement are not suitable for situations where 
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decision also should make the company smarter in terms of effectiveness, productivity, output 

and performance (Franco & Meadows, 2007). 

Based on inspection guidelines “Acceptance” makes sure the join inspections are 

scheduled and PPM does for re-inspections. These guidelines are based on rules of thumb and 

policies, for instance burglary attraction, the sum insured, or quality score of the last inspection 

in case of re-inspections. If there is a greater risk of burglary or if the sum insured is higher than 

for instance 1 million, join and re-inspections should take place. If there is almost no risk of 

burglary and the insured sum is lower than for instance 1 million, join and re-inspections are 

not necessary according to the policy. However, this mark of 1 million could also have been 9 

tons or 1.1 million. This number is not based on data. The primary function of an analyst is to 

provide Acceptance, PPM, and other stakeholders with up-to-date benchmark information 

about risks, fire hazard and new developments, like lithium batteries or solar panels. Their mode 

of work is illustrated in Figure 2, which visualize the sequence, as described above, for the 

process of planning and executing (re)inspections before the introduction of the DDDM tool.  

The current research focuses on the policy used for re-inspections. Based on this policy, 

PPM determines whenever a re-inspection should take place. Both risk experts and PPM would 

typically specialize on certain segments based on the size of a company, resulting in the 

following classification: middle and small business, industry, and large business segment. The 

risk experts and PPM are assisted by their deep and long understanding of patterns, types of 

companies and possible risks. The risk experts draw on long term experiences of inspecting, re-

inspecting, and verifying the assignments planned by PPM. If their judgement, before or after 

(re)inspection, is different from the policy or from PPM, this is considered and most of the time 

their expert judgement is taken over. Nevertheless, R9 (data scientist) says: “The risk is you 

follow the damage; after two years you notice that there are a lot of damages in one segment 

or market. So, they plan more re-inspections for that specific segment. This results in the fact 

that you are actually always one step behind. Furthermore, it’s really one-dimensional. You 

are looking per sector, (..) If you zoom in, you will probably find out it is not the whole sector 

Fig.2 The process of planning and executing a (re)-inspection. 
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which is not doing that well. Maybe mainly the large companies are not doing that well, or not, 

because the large companies have arranged their business and small companies have not”.  

This is why PPM suggested in 2018 the re-inspection model should be renewed and should be 

based on data. This suggestion can be seen as a deutero loop learning enabler, since it is the 

creation of conditions by which the knowledge creation processes may be done best. The 

organization recognizes the need for a renewed re-inspection model and supports this idea. 

Moreover, double loop learning takes by this suggestions place since new insights are generated 

about the current way of working.  

 

4.1.2 Introduction of the DDDM tool 

During the period 2018-2022, two internal data analysts developed themselves as data 

scientists. During these years, they developed the DDDM tool. However, the quantity of data 

available to build and test the model is minimal. R9 (data scientist) says: “It is very difficult to 

build the model and predict the future damages, because in the end we have very little  cases of 

actual damages each year.”. The quantity of data available can influence the externalization 

process at which tacit knowledge is transformed into explicit knowledge.  R9 continues: “We 

started with the idea of putting in as many features and as much knowledge as possible. But at 

the end, a much simpler model has emerged. (..) In the beginning, we were not really that good 

at Data Science either. Later we really started pruning.”. These features were obtained from 

information provided by their clients and the BAG, the Dutch organization for collecting data 

of all addresses and buildings in the Netherlands. Initially 150 features were used as input for 

the model, for example year of construction, surface area, purpose of use and location. In the 

end, only four features were used as input for the model, namely insured amount, average 

numbers of claims per year, average cost of claim per year, and activity of the customer. Based 

on logistic regression they build a model. Logistic regression estimates the probability of an 

event occurring and the dependent variable is bounded between 0 and 1. Through this model 

the data scientists were able to predict the top 100 of buildings risk experts should re-inspect.  

This top 100 was based on damage probability first and later on also cost of damage. With this 

method, it does not matter if a building is in place 600 or 3000, only the top 100 does.  

Even before the pilot took place, the model was evaluated many times by learning by 

doing and a process trial and error. Here, deutero learning enablers since arise since there is 

room, in terms of time, for learning. This may result in an atmosphere in which an 

internalization process may occur: the combined explicit knowledge can be integrated with 



 29 

values, skills, and personal experiences from the data scientist. With all the data they had from 

2018 they tried to predict 2019. The data scientist knew what the actual damage was in 2019, 

so they could optimize their model over and over again to get as much damage, in terms of 

possibility and cost, as possible in the top 100. In the end, they did three or four test years. This 

initial version of the configuration between people and the DDDM tool is in Figure 3. In this 

phase of the DDDM development the novel work tasks fell on a large degree to the data 

scientists. These tasks consisted of evaluating the top 100 produced by the tool and altering and 

pruning the features from the tool to improve the predictive performance of the tool. During 

this initial phase the human-in-the-loop evaluated the data scientists altering the DDDM tool. 

The sequence of this visualization is as follows: the data scientist alters the DDDM tool and the 

market information. The market information obtained from clients and the BAG serves as input 

for the DDDM tool. The output of the DDDM tool is the top 100 of re-inspections based on 

damage probability and cost of damage. This process took place many times since the data 

scientists tried to get as much damage in the top 100.  

In the meantime, the data scientists have presented the model many times. R9 (data 

scientist) says: “I have been working at this company for four years now. This means I have a 

whole collection of PowerPoints and files. I have also presented this story quite often.”. One 

question raised many times is “How successful is this model?”. R9: “When we were presenting 

this model, it was quite a hallelujah story. Our director, (..), saw this (..) and said, “we are re-

inspecting 500 buildings, and we will save 1.8 million euros!”. Well, it is not that simple. 

Because (..), you will never prevent all the damage.” This mode of presenting the model led to 

high expectations. In addition, there can be a possibility of misinterpreting the results of the 

model, as the director did. This leads to reticence on the part of the data scientists further in the 

process when it comes to presenting the results of the DDDM model.  Moreover, R9 says: “The 

question we got many times: “okey, but how many damage can we prevent?”. As confirmed by 

the data scientist, this question is asked many times. However, it is difficult to formulate an 

answer. Deutero learning constraints arise since the added value of the DDDM tool, and even 

Fig.3 Configuration between DDDM tool and people during the initial phase 
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perhaps re-inspections in general, is questioned. This can create conditions by which the 

knowledge creation processes can be limited. However, to be able to give an answer to this 

question and validate the model, a risk expert and the manager of the risk experts got involved. 

Via the data scientist, the manager risk experts, and the risk expert where able to alter the model 

indirectly. Together they formulate questions and weightings and put these into Arena (the 

system risk experts use to register and process the (re)inspections). One of those questions was 

“how useful was this (re)inspection and why?”. The risk experts were able to rank the usefulness 

on a scale from 1 to 5 and were able to explain themselves. In this case, a re-inspection with a 

rating of the number ‘1’ was not a useful re-inspection and a re-inspection with a rating of the 

number ‘5’ was a really useful re-inspection. However, the data scientists were not able to 

combine the answer to this question into the model, because there is no connection between the 

DDDM tool and the Arena system resulting from the fact of no matching unique identifier. R3 

(manager risk experts) says: “People are not fully aware of how it works. And that’s a shame 

(..). We are looking for a solution like standard formats or something, so the margin of error is 

minimal.” Sequentially, the data scientists do not have the possibility to use own data about 

historical (re)inspections, stored in Arena, as input for the model.  This has an effect on the 

combination process whereby explicit knowledge is combined through bringing different 

externalized parts together in one system. R9 (data scientist) says: “The text field was a number 

and in 30% of the cases I could link it and in 70% of the cases I have no idea what the number 

was. (..) That has been the case for all inspections for 3 years now. That’s too bad.” 

After a while, the data scientists found out the ranking bullet from 1 to 5, used for giving 

an answer to the question “How useful is this reinspection?”, was default on 5. This resulted in 

a usefulness of score 5 in two third of the re-inspections. Later on, the default answer was 

changed in “no opinion”. If a risk expert changes this default answer from “no opinion” to a 

number from 1 to 5, it is known for sure that the completed answer is correct. Furthermore, the 

data scientists asked “Acceptance” to check the top 100 resulting from the model. One person 

checked whether he found the buildings should be re-inspected and wrote down his opinion per 

building. However, the data scientists did decide to go to all the buildings to check whether or 

not this person is right. Some input was considered. R9 (data scientist) says: “For example, he 

told us there are a few residential houses in the top 100. Those are not separate houses, but it 

is a neighborhood, and they are insured together. It may well be that the damage chance and 

cost is high, but it is not useful.”  

During the second version of the human-DDDM tool configuration, as in Figure 4, more 

people were involved and added to the human-in-the-loop. They serve as an extension of the 
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previous visualization: they provided the data scientists with feedback how they could alter the 

DDDM tool to be able to get more useful (re)inspections and to be able to validate the tool. 

Together they assessed whether this feedback is useful and based on this, the feedback is applied 

or not. 

The DDDM tool was introduced at the Risk Engineering department by a pilot. During 

this pilot ten risk experts were chosen to participate. On beforehand, the risk experts did know 

which re-inspection was based on the model and not the normal policy, however they did not 

know based on what features the building was chosen. It was a design choice from the creators 

of the DDDM tool to not share this information to make sure the risk experts did not develop a 

tunnel vision during the re-inspections trying to emphatically looking for the information 

provided by the model. R4 (risk expert) says: “What would have been the reason the tool 

chooses this building? During a normal re-inspection we would like to know if there are some 

special reasons or special concerns. The same encounters for this situation.” However, to 

ensure recommendations are adopted by risk experts, these recommendations have to rely on 

transparent procedures. The risk experts can internalize by integrating it with values, skills, and 

personal experiences. This process we call the internalization process. Transparency is reported 

to be beneficial for trust and acceptancy of the tool by the risk experts during this process and 

which enables triple loop learning. Furthermore, the risk experts were not informed well. R6 

(risk expert) says: “Well, the model is explained to us. However, this is done afterwards. If they 

did that before the pilot, that would have been better.” Involving all relevant users in the 

development stage of the DDDM tool can influence the socialization process, whereby tacit 

knowledge is shared between individuals. Socialization may result new insights, thus double 

loop learning. 

During this pilot the risk experts should initially re-inspect the buildings who ended up 

in the top 100 of the renewed re-inspection model. However, because of a slow start of the pilot 

they were only able to re-inspect 72 buildings. The other clients have, for example, terminated 

Fig.4 Human-DDDM tool reconfiguration involving domain experts 
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their contract by X. They only had no data of 5 cases, which results in data of 67 re-inspections. 

Because the ranking of the usefulness score during the pilot was default 5, they decided to 

eliminate every re-inspection which had a usefulness score of 5. R9 (data scientists) says: “You 

do not know for sure if the risk experts thought the re-inspection should score a five out of five 

based on usefulness or the usefulness score was not filled in. Because it was in the two thirds 

of the cases, we treated it as “no judgement”.” This resulted in 30 re-inspections which could 

be analyzed.  

 

4.1.3 Post-introduction of the DDDM tool 

By May 2022 the pilot of the tool was evaluated. One major caveat that must be made is the 

fact that the analysis is based on 30 cases. Therefore, R9 (data scientist) says: “it is difficult to 

draw conclusions based on these 30 cases”. However, based on the quality-scores the data 

scientists build into Arena, the model scores 0.2 points better than the regular policy. Based on 

the usefulness score asked to the risk experts, the regular policy scores 0.7 points better. The 

data scientists decided to not share the results of the pilot broadly. R9 (data scientist) says: “You 

can draw many different conclusions. That is why we have held the presentation evaluating the 

results of the pilot only with those who are involved in the project.” Transparency and providing 

all relevant stakeholders involved with information needed and available is important during 

the internalization process to be able to learn from the DDDM tool and integrate these new 

insights into stock of knowledge (i.e., triple loop learning). Transparency (about the results) is 

reported to be beneficial for trust and acceptancy of the tool by all people involved. A lack of 

transparency can have a negative effect on the internalization process at which decision makers 

can learn from the recommendations provided by the tool.  

R9 (data scientist) says: “We are happy that the model does not score far below the 

current policy. Because now the model actually scores as good as the current policy, and there 

are ways to improve the model.” As a result of the pilot, further development opportunities for 

the upcoming period have been drawn up by the people involved in this process. One of them 

is connecting the DDDM tool to Arena, after which the data from historical (re)inspections and 

the usefulness score given by the risk experts could be used as input for the model. Such a 

connection between Arena and the tool would make it possible to create the feedback loop from 

the risk experts to the model. However, there is a lack of data sharing protocols. R3 (manager 

risk experts): “You need the feedback loop between the actual damage and our data. However, 

it is not possible at this point. And I foresee that it would not go very quickly either.” For the 
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combination process, combinations of other data sources and systems need to be realized, 

whereas combinations may result into new insights (i.e., double loop learning). For this, well-

developed standards, policies, and system architectures are needed. However, much of the time, 

the data scientists are trying to convince people and try to manage the opinions instead of 

improving the model. R9 (data scientist): “I feel much more like a business change manager 

and stakeholder manager. I give a lot of presentations about data driven decision making. (..) 

So in practice we are very busy with peripheral matters. Not with the technical implementation, 

but the organization implementation.”. If the combination between the model and Arena could 

be made historical data from (re)inspections can be used. R9 (data scientist) says: “We can 

include what is observed last time. (..) And we can combine this with other features.” 

Sequentially, risk experts can interact with the DDDM tool since their opinion has an influence 

on future re-inspections and this interaction may result in integrating new insights into stock of 

knowledge, thus triple loop learning. This results in a shifting human-machine interaction: from 

only the technology being able to develop protocols and select actions to people being able to 

select actions. A feedback loop between the DDDM tool and the risk experts arises: the risk 

expert audits the model by their input about the usefulness of (re)inspections and the model 

helps the risk expert to make smarter decisions. This results in a human-machine configuration 

as showed in Figure 5. 

 Further planned development possibilities are adding a usefulness-score based on 

historical (re)inspections to the model and providing the risk experts with feedback why the 

model has chosen this re-inspection. The usefulness-score will determine how useful a 

(re)inspection will be. In other words, what is the impact what could be made with this 

(re)inspection. This usefulness score can be equal to the cost of damage: when there is a higher 

Fig. 5 Human-DDDM tool reconfiguration integrating the risk experts 
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cost of damage, the usefulness score will be higher. However, this will not be the case in all 

situations. At that point, a discussion will arise at which the DDDM tool should be able to 

balance between the cost of damage and the usefulness of a re-inspection. The model should be 

able to filter out the non-useful inspection, without reducing the cost of damage which is within 

the top 100. By providing the risk experts with feedback from the DDDM tool on what features 

this re-inspection is chosen, the risk experts can make the re-inspection more focused and triple 

loop learning can arise. However, a tunnel vision must be prevented, since the DDDM tool is 

basing the recommendations on available data. At this point, the available data is static, since 

it is based on information provided by their clients and data obtained from the BAG. If it is 

possible to link the model to the data stored in Arena, the data could be updated on a more 

regular basis. However, recent client investments are not always shared with the insurance 

company, such as solar panels, or deliberately withheld information is not included in the 

judgement of the DDDM tool.   

Furthermore, increasing the quality of the data stored in Arena deserves additional 

attention in the coming years. R3 (manager risk experts) says: “At least we need to know that 

the output from the model is right. That it is correct on a qualitative level, and we can combine 

it with different data sets. (..) We should not have to doubt the output. However, at this point, I 

do not always dare to bet money on that.”. People must be able to trust the model in terms of 

quality of the output, which can influence the degree of acceptance of the model. Furthermore, 

the quality of the data consists of uniformity and no missing data, which influences the 

externalization (from tacit to explicit knowledge) process. R3 says: “We are pointing on the 

quality side of the risk, and we are making investments. We need to guarantee a certain 

uniformity in the assessment of risks by our risk experts. So, a certain lock, do we agree about 

the quality of this lock? Sometimes you can still find some different opinions about it. 

(..)Therefore we invest in knowledge. That is the fundament of the quality of our data.”. 

Therefore, R3 says: “On a regular basis we are checking the quality of data: is the insured 

amount correct? Is the policy number correct? Are crucial field filled in or not?”. To influence 

the externalization process in a positive way, data standards need to be developed and checked 

on a regular basis.   

To make the risk experts aware of the fact that their output of the (re)inspections is not 

only important for “Acceptance” or PPM anymore, but acts as input for a DDDM tool, an 

awareness and cultural program is set up. R3 (manager risk experts): “That is the data fan. And 

actually, every employee within X should become one.” A knowledge sharing culture, whereby 

tacit knowledge is shared through interaction between individual, socialization process, 
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constitutes the foundation for becoming data driven and enables double loop learning. 

Therefore, R3 (manager risk experts) says: “We are trying to reach this by an awareness 

program. (..) That is actually a program, a culture program. We want to become a data-driven 

insurer, a data-driven department. This is the foundation”. Looking ahead, the executive team 

aims to do more than just simply implement an DDDM tool in the everyday organizational 

work. They envisioned to embrace the overall goal of X, becoming a data driven insurance 

company. Core to achieving this is building a culture of learning and experimenting. The 

lessons learnt from the recent pilot will be implemented in the upcoming months and the next 

pilot will take place in the beginning of 2023. The need for technical-scientific maturity of the 

DDDM tool and its outcomes, before an actual implementation, points to deutero learning 

constraints. This can create conditions by which the knowledge creation processes can be 

limited. 

 

4.2 Analysis of case description  

Our case analysis covers the initial phases of the development and adoption of a DDDM tool 

within the insurance company X. The starting point for the initiative was the idea the selection 

of re-inspections should be based on data instead of judgement. After the suggestion of PPM to 

renew the current re-inspection policy, the data analysts developed themselves as data scientists 

during the years allowing novel tasks and roles to emerge. Figure 6 summarizes the 

circumstances which influence the socialization, externalization, combination, and 

internalization processes. For the socialization process, emphasis on knowledge sharing culture 

within X acts as a fundamental basis (Nonaka, 1994). During the socialization process relevant 

stakeholders of different departments develop consensus, involving the development of the 

DDDM project. This is a critical process for later DDDM adoption learning (Wijnhoven, 2021). 

The risk experts are involved in a minimum level during the initial phases of the project. 

Although, they are not the end users of the tool and in essence an executing party, their expertise 

is important for the quality of the tool and the creation of new knowledge (i.e., double loop 

learning). Involving them during the initial phase of the development of the DDDM tool, 

influences the trust in and acceptance of the DDDM tool (Nonaka, 1994; Wijnhoven, 2021). In 

the process of further externalization of the data, data standards and data quality are variables 

which influence the trust regarding the output of the DDDM tool. Lacking data standards and 

lacking data quality in terms of missing data and uniformity affect the acceptance of the tool by 

the users (Wijnhoven, 2021). Well-developed standards, policies and system architectures are 
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needed for the combination process. Combinations of the DDDM tool with other data sources 

and systems may result into new insights (i.e., double loop learning) (Nonaka, 1994; 

Wijnhoven, 2021). At this point, it is not possible to combine the DDDM tool with Arena, the 

data source at which historical data about (re)inspection is stored, because of no unique 

identifier. As a result, it is not possible to integrate the usefulness score of (re)inspection given 

by the risk expert and it is not possible to integrate the expertise of the risk expert in the DDDM 

tool. So, the feedback loop between the risk expert and the DDDM tool cannot be realized, and 

the augmenting role of the risk expert is not included in the outcomes of the DDDM tool. As 

identified by Wijnhoven (2021) poor data sharing among different applications is seen as a 

challenge for organizational learning. The process of combination is much of the time slowed 

down as a result of the data scientist trying to convince people and try to manage the opinions 

instead of improving the model. For internalization, the presence of learning by doing and a 

process of trial and error within X has a positive effect on organizational learning (Nonaka, 

1994). However, the people involved must become convinced that recommendations from the 

DDDM tool can be trusted (Nonaka, 1994; Wijnhoven, 2021). Transparency and providing all 

relevant stakeholders involved with information needed and available is important during the 

internalization process to be able to learn from the DDDM tool and integrate these new insights 

into stock of knowledge (i.e., triple loop learning) (Nonaka, 1994; Seidel et al., 2019; 

Wijnhoven, 2021). At this specific case, there is no transparency to the risk experts about the 

features on which the re-inspections are chosen. This makes learning from the DDDM tool for 

the risk experts impossible. Moreover, there is limited transparency about the results of the 

pilot, which has a negative effect on the acceptancy of the DDDM tool by the people with who 

the results of the pilot have not been shared. Furthermore, the caveat that the result of the pilot 

is only based on 30 cases, affects the trust people have according to the DDDM tool. Results 

based on such little data has a negative impact on the generalizability of results of the pilot. 

Poor generalizability of the results affects internalization. Since the results may differ when it 

is based on 30 other cases, there may be reluctance to internalize the recommendations of the 

DDDM tool which effects learning from the DDDM tool (i.e., triple loop learning) (Seidel et 

al., 2019; Wijnhoven, 2021).   
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Fig. 6 Circumstances which influence organizational learning during the adoption of data driven decision making.  
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5 Discussion 

This section formulates an answer to the research question, after which the theoretical and 

practical implications are given. The section concludes with an outline of the limitations and 

suggestions for further research.  

 

5.1 Main findings 

This research realized an understanding of a data-driven decision making adoption process in 

the boarder context of data-driven decision making adoption as an organizational learning 

process. This research bridges the gap of how to adopt the new generation of agentic data-

driven tools which has the capacity to learn, adapt, act autonomously, and can be aware of the 

need to act without an active request of its users, by describing the adoption of DDDM as an 

organizational learning process, within the insurance company X. This brings us to the 

following research question: “What is the role of the organizational learning processes in the 

process of data-driven decision making adoption?” To be able to answer this research question 

we described the process for the development, implementation, and adoption of the DDDM tool 

using a chronological structure. After which we analyzed the case using the organizational 

learning processes according to the SECI sequence, which emphasizes the importance of tacit 

knowledge as the start and end of every organizational learning (Nonaka, 1994; Wijnhoven, 

2021). The organizational learning processes are influenced by deutero learning processes. In 

our case, deutero learning constraints who have an impact on the organizational learning 

processes are the need for technical-scientific maturity of the DDDM tool and its outcomes 

before an actual implementation and the event that the added value of the DDDM tool, and even 

perhaps re-inspections in general, is questioned since it is almost not possible to calculate the 

added value of it. The adoption of the DDDM tool is influenced by the socialization process in 

which not all relevant stakeholders are involved during the development of the DDDM tool. 

Moreover, during the externalization process data standards and data quality are questioned. 

Lacking data standards and lacking data quality in terms of missing data and uniformity affects 

the acceptance of the tool by the end users and therefore the adoption of the DDDM tool. 

Additionally, it is not possible to combine the DDDM tool with Arena, because of no unique 

identifier. In this case, there is a shortage of “combination”. The process of combination is 

slowed down as a result of the event the data scientists have to convince people and try to 

manage the opinions instead of improving the model. As a result, the feedback loop between 

the risk expert and the DDDM tool cannot be realized, and the augmenting role of the risk 
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expert is not included in the outcomes of the DDDM tool. Finally, the adoption of the DDDM 

by the users is hampered by a lack of transparency in the internalization process, which makes 

learning from the recommendations from DDDM tool impossible (i.e., triple loop learning). In 

short, for all four organizational learning processes there are improvements to made. These 

improvements will have a positive effect on the adoption process of the DDDM tool. 

 

5.2 Theoretical implications 

This research described the process of an adoption of DDDM within the insurance industry. By 

describing and analyzing this process, this research fulfils the gap in literature as described in 

Chapter 1.  

First, this research found the executing employees, who are not seen as the end users, 

are still important stakeholders for the adoption process of the DDDM tool. In this specific case 

the executing party, the risk experts, are specialists who are drawing on long term experiences 

of inspecting, re-inspecting and (if applying the regular policy) verifying the assignments 

planned by the department Product Portfolio and Management. In contrast to earlier research 

which stresses on the acceptance of only end users (Boobier, 2016; Rau et al., 2021), this 

research shows that, in the case of an industry with specialists involved, the importance of these 

specialists for the adoption process of the DDDM tool should not be underestimated. The tacit 

knowledge of these specialists plays an important role in the socialization process. Furthermore, 

their knowledge is valuable for the learning capacity of the DDDM tool. Providing the DDDM 

tool with feedback about the usefulness of the outcomes of the model, helps the DDDM tool to 

learn and improve itself. Despite the fact the specialists are not the end users, they should be 

actively included in the process of DDDM development, implementation, and adoption.  

Secondly, different literature on DDDM as organizational learning processes indicated 

which factors influence the adoption process of the DDDM tool. Many findings of scholars 

were also confirmed in this research: the effect of trust (Boobier, 2016; Pugnetti & Seitz, 2021; 

Wijnhoven, 2021) and transparency (Boobier, 2016; Rau et al., 2021; Wijnhoven, 2021; Zarifis 

et al., 2019) on the adoption process of the DDDM-tool. This research shows that transparency 

is especially valuable during the internalization process. On beforehand, the risk experts did 

know which re-inspection was based on the model and not the regular policy, however they did 

not know based on what features the building was chosen. However, to ensure 

recommendations are adopted by risk experts, these recommendations have to rely on 

transparent procedures. Transparency is reported to be beneficial for trust and acceptancy of 
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the tool by the risk experts. Since transparency is not provided in this case, developing new 

knowledge and learning form the recommendations of the DDDM tool is not possible (i.e., 

double, and triple loop learning). Furthermore, this research shows the development of data 

standards and quality standards is desirable for the trust in the outcomes of the DDDM tool. In 

this case, data standards and quality standards are underdeveloped which can raise questions 

about whether the model’s output is always correct. Transparency and trust effect on the 

acceptance of the DDDM tool during the adoption process. 

This study also adds to the research on human-machine configurations that has study 

several forms of interdependencies between people and machines (Grønsund & Aanestad, 

2020; Raisch & Krakowski, 2021; Seidel et al., 2019). Our research describes the emerged 

human-machine configurations over time during the process. Over time, more people got 

involved in the human-machine configurations. These people alter or audit the DDDM. The 

human-machine interdependency emerged from a configuration whereby the machine was able 

to set protocols and select the outcomes, to a configuration whereby the machine is able to set 

protocols and people are able to determine the definitive outcomes. In this human-machine 

configuration, the DDDM tool complement people in practice. Furthermore, in line with the 

work of Seidel et al. (2019) our research recognizes the importance of mutual learning to 

correspondent the different types of rules and reasoning that people and machines apply. In our 

case, mutual learning between people and the DDDM tool is not possible because of the missing 

feedback loop between risk experts and the DDDM tool. However, before the DDDM tool can 

learn and improve itself based on the executed (re)inspections, this feedback loop as showed in 

Figure 5 must be realized.  

Furthermore, this research is an extension of and addition to the of the research of  

Grønsund & Aanestad (2020) and Wijnhoven (2021). The study of  Grønsund & Aanestad 

(2020) is conducted in the logistic industry and the introduction of the algorithm had the 

purpose of automating human work. They conclude the human in the loop pattern appears to 

have an augmentative rather than a controlling purpose. In contrast, the introduction of the 

DDDM tool in our case study has the purpose to support the work of specialist, namely the risk 

experts, instead of replacing them. We see, in the first place, the risk experts have a controlling 

role regarding to the recommendations of the DDDM tool. Subsequentially, their controlling 

role acts augmentative if their opinion differs from the recommendations of the DDDM tool. 

The work of Wijnhoven (2021) is conducted in medical industry and highlights the differences 

from non-medical cases, such has higher requirements for legal backing and patient risk live 

avoidance. Our research acts as an addition to the work of Wijnhoven (2021) since it is 
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conducted in a different industry, however our case still deals with specialists. We found 

similarities of circumstances which influence the organizational learning processes. However, 

our research differences from the work of Wijnhoven (2021) since, in our case study, there is 

no transparency about the recommendations of the DDDM tool and we highlight the importance 

of involving non-end users during the adoption process. 

Finally, this research was conducted in a knowledge intensive service-oriented 

department and organization. This type of organizations highly depends on the expertise and 

the tacit knowledge of their employees. Therefore, the socialization process in which all 

relevant stakeholders should be involved deserves even more attention. In this case, the risk 

experts are not involved during the development, implementation, and adoption process. 

However, their knowledge is valuable as input of the DDDM tool, and their knowledge is 

valuable for auditing the outcomes of the model. If especially the employees with highly 

valuable expertise and tacit knowledge, are not involved, the degree of acceptance of and trust 

by these types of employees in the model will be affected. This shows the emphasize of the 

adoption process of the DDDM tool can be slightly different based on organizational type, in 

this case knowledge intensive service oriented. Therefore, this research contributes to the 

literature on knowledge intensive service-oriented organizations.  

 

5.3 Practical implications 

These insights have practical implications for the design of DDDM tool implementation 

processes. In this case, different employees from different departments are involved. These 

employees do not have a neutral view on this process and possibly each of them acts in their 

own interests. For example, the design choice to not share the information on what features the 

building was chosen for re-inspection. This design choice was made to make sure the risk 

experts did not develop a tunnel vision during the re-inspection trying to emphatically look for 

the information provided by the DDDM tool. However, normally the risk experts do receive 

information if there are special reasons or special concerns. Therefore, there should be a neutral 

project manager involved who concerns all different opinions and makes sure the best decision 

possible is made. The project manager should assess the context, the different organizational 

learning stages and the challenges which should be overcome per learning process. The deutero 

learning constraints and enablers should be considered and must be deployed in such a way that 

the process is speeded up and moved into the desired direction (Wijnhoven, 2021). The project 

manager must be aware that learning in this case is not only double loop learning, but also triple 

loop learning, i.e., developing interactions between the DDDM-tool and people with mutual 
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learning (Seidel et al., 2019). This triple loop learning does not only require a development of 

capabilities of data scientists involved, but also of (professional) (end) users (Grønsund & 

Aanestad, 2020). This organizational learning process has no clear end as triple loop learning 

will give the organization the opportunity to continuously improve. Besides enabling triple loop 

learning, the project manager may also develop new organizational norms (i.e., deutero 

learning) that enables triple loop learning.  

 Furthermore, this research shows the need for new job descriptions after the 

implementation of the DDDM tool. The risk experts should not be seen as just the executing 

party. They meet the need of human auditing and novel tasks are added to the daily work of 

risk experts. Additionally, updating the job descriptions of the risk expert, with a stress on the 

concept of keeping human in the loop, will affirm the risk experts that they are not replaced by 

data-driven decision making but their work is supported by data-driven decision making.  

 

5.4 Limitations and further research 

It must be acknowledged that this research has limitations. However, these limitations can give 

guidance for further research. First, the majority of the department Risk Engineering are highly 

educated and are man with an average age of 55, which make them a relatively homogenous 

sample or case study. To our knowledge, this is not typical for the insurance industry, so it 

would be interesting to see if the results hold up in other companies in this industry with more 

heterogeneous employees in age, gender, and education. Therefore, for further research, it 

would be interesting to perform similar research in an organization (within the same industry 

and the same adoption process) with larger variability among the respondents to verify these 

results. We expect that there are differences in the adoption of data-driven decision making 

when the respondents are more heterogeneous in terms of age, gender, and education.  

 Furthermore, there are possible drawbacks based on the design of this research. The 

process of the introduction of the DDDM tool is described in an objective manner through the 

conducted interviews, without influencing the respondents with the concepts that are central to 

this research. The concepts are used for analyzing the case description. Nevertheless, it is likely 

the researcher has still included the concepts in the subconscious mind during the interviews. 

This makes the case description less objective. Therefore, further research needs to be 

conducted to verify the results of this research on the data-driven decision making adoption. 

This can be realized through interviewing employees in a similar data-driven decision making 
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adoption process by an interviewer who is not familiar with the central concepts of this research. 

We expect these interviews will not deviate and therefore verify the results from this research.   

 Lastly, the product design of a DDDM tool comes along with legislation and 

responsibilities. This research falls short on investigating in legislation and who is responsible 

for the outcomes of the DDDM-tool in terms. Further research needs to be conducted to analyze 

legislation and responsibilities regarding the outcomes of the DDDM-tool.  
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6 Conclusion 

Conclusively, it can be stated that the circumstances per organizational learning process have 

an influence on the adoption of DDDM. It is essential for organizations to get insights in the 

process of adoption of data-driven decision making and how the organizational learning 

processes influence this adoption. This research found different circumstances per 

organizational learning process which an influence on the trust in and acceptancy of the DDDM 

tool. In addition, it was found that no transparency about the recommendations of the model 

and the result of the pilot makes the internalization phase, and therefore triple loop learning, 

impossible. Therefore, it can be stated this research extends the theory on organizational 

learning and DDDM by describing the process of adoption of new generation of agentic data-

driven tools which has the capacity to learn, adapt, act autonomously, and can be aware of the 

need to act without an active request of its users. Further research can be beneficial to help 

organizations with the process of DDDM adoption as an organizational learning process.    
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