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Abstract

The recent development of laser scanning techniasemade it possible to record the intensity of
received signals as well as to provide the accugatametric information of a point cloud. Many

studies show the potential of intensity data forloa of applications (e.g. strip adjustment,

segmentation and feature extraction). Meanwhile, gfoblems in intensity-based applications have
been presented due to radiometric systematic lmdseflectance noise. Traditionally, the intensity
has been corrected by the radar range equatiombiorae laser scanning (ALS) data. However, it is
found that these models are not sufficient to atrterrestrial laser scanning (TLS) data. Moreover,
mobile laser scanning (MLS) data have not beerotighly studied.

This research proposes the correction model of téhsity data to be able to reduce its radiometric
systematic bias by two main approaches: a) thealatiodel-based approach and b) empirical model-
based approach. The empirical model-based appiisaested by two models: adjusted radar range
equation and data fitting by polynomials. In th#iah phase filtering of multi-echoes and outligss
carried out which are not related to radiometristsgnatic noise. The geometry of a remaining point
cloud is reconstructed into the range and incidearmggde which are the main influencing factors on
intensity data. In the following phase the theaadtimodel-based approach corrects intensities by
range and incidence angle that individual pointgehd he empirical model-based approach uses the
correction functions dependent on the range arnidence angle, whereby the parameters are defined
by samples from homogeneous surfaces.

The evaluation is performed based on (a) consigtefdntensities in a homogeneous surface, (b)
consistency in the two sensors, (c) contrast betwiderent surfaces and (d) local noise reductibn
intensities. In the assessment result it is inditdhat the radar range equation is not suitabl®&lics

data. Furthermore, it is enlightened that amontetemethods the data fitting by polynomials clearly
reduces the intensity variation in a homogeneotsae and different sensors, and makes the contrast
significant between different surfaces. Also shasvthat the correction by data fitting can be used
the applications such as feature extraction, diaabn and segmentation.
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1. Introduction

1.1. Motivation and problem statement

With the development of sensor techniques suchassr Iscanning, wider areas with high point
densities can be surveyed. Beside the geometrenmation (X, y, z) the provision of intensity data
(1) has extended laser scanning applications. Regenthas been used in a wide range of
applications such as forestry, glacial researclvels as 3D city modelling. The intensity has been
studied as two main categories a) sensor relatszkbdures such as estimation of adjustment between
laser scanner strips and b) surface segmentatibrelassification methods (Hofle and Pfeifer, 2007).
Moreover, it was found that the ranging error igsed from different signal-to-noise ratios depegdin
on signal powers. It is proposed that the intenti#dged application can be used in geometric
calibration procedures since the travel-time of tidi pulses is determined by returned echo
amplitude (Pfeifer et al., 2008).

The intensity, physically the power of incoming eeh, has been widely used as synonym for the
amplitude, reflectance or energy in the terminolagylaser scanning (Jutzi and Gross, 2009).
However, those terms are not correct expressianthéintensity used in this study since most laser
scanners record the signal power at a certain mbagm relative value of 8 or 16 bit. Also, the
intensity data cannot be applied in further appiice without correction since it has the systemati
bias depending on ranges and incidence angles. i¥hiemonstrated by surfaces with the same

property which are represented as different vaiondbe uncorrected intensity data. Its causes were

2

. . D . ,
theoretically described by, =———n 1.0, radar range equation (Jelalian, 1992) where

4 N2
41R" ;
P (received signal power) is a function &f (transmitted signal power)D, (receiver aperture

diameter),R (range from sensor to targeff, (laser beam width)g (target cross-section)),,and

sys
. (system and atmospheric transmission factor). Utlierassumption that a dataset is collected

from one sensor, transmitted pulses are constaotprints on reflected objects are circular, swfac
has Lambertian characteristics and atmospheric itondfrom sensor to target is constant, the

equation can be simplified intB [ %10‘”""”0000@:050, which is a proportional function dR,

a (incidence angle)a (air attenuation) angb (target reflectance). Sind8 anda can be calculated

from laser scanner geometry (Figure 1-1) @andan be taken from physical experiment data ofrlase
beam propagation in a certain weather conditioraliae, 1992; Kim et al., 2001), relative
radiometric correction algorithms were developedngisthis simplified radar range equation.
Furthermore, empirical models derived from the dedelf (e.g. fitting polynomial and logarithmic
equation and Taylor series expansion) were useédfine the relation between the influencing factors
and the received intensity since the assumptioiserprocedure to simplify radar range equation are
not kept in all point cloud data (e.g. elongatedses tilted on targets, atmospheric condition from
sensor to target not to be constant and differeméar types).
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/ X, Y,Z Position (from GPS)

Pitch (from lMU)@RoH (from IMU)

Heading (from IMU) <
L

keSS

SCAN ANGLE

Figure 1-1: Laser scanner geometry (Ohio, 2008)

In the year 2000 one of vehicle-borne laser mappyrsgems was developed as one of the experiments
in the university of Tokyo (Manandhar and Shibas2ki00). Recently, dynamic MLS (mobile laser
scanner), a synonym to vehicle-borne terrestriaedascanner, has been developed which uses
integrated GPS/ IMU units and one or more sensails kigh frequency. Most MLSs carry also
multiple video or small-format digital cameras. MIsSbhecoming an operationally used technique and
is being used for surveying and mapping of roadidors and urban areas. Recent MLS systems have
a data collection rate of more than 1 million psiper second (Shan and Toth, 2008). They are
continuously developed. For example, MLS compaceALlS (airborne laser scanner) collects point
clouds from relatively short ranges and variousdeece angles. The LYNX system, one of MLS
sensors, takes data within the restricted rang®0m, FOV of 360° and point density of 1 point per
centi-meter at 100 km/h (Optech, 2007).

Some research has been done on intensity correstiofiar. However, the current correction
algorithms of intensity data have been experimentighd TLS (terrestrial laser scanner) data (Pfeifer
et al., 2007; Pfeifer et al., 2008), ALS data (Coaed Sterzai, 2006; Hofle and Pfeifer, 2007) ahbo
(Kaasalainen et al., 2009; Kaasalainen et al., RA0®le research was done on MLS data. The effect
of influencing factors on intensity data in MLS Wie different with that in other devices. This
research is motivated toward developing the caoeahethods for MLS data, which will benefit for
many applications such as segmentation and cleatdi.

1.2. Research identification

In this research a radiometric correction modeltitensity data is developed by two approaches.

Firstly, intensity will be corrected into relativealues rather than absolute values. Due to the
advantages of the active sensor system which gnltes in a specific wavelength in near infrared
and the fact that reflected surfaces have a unigilectivity for a specific wavelength, intensitatd
can be considered to have much more potential.elkample, if absolute reflectivity of surfaces is
obtained, surface type will be able to be discldsgtbokup table for reflectivity. In spite of thi is

not possible to measure absolute intensity witliecurMLS systems taken from the field instead of
laboratory testing as all required data of theoadtiadar range equation cannot be correctly englolodi
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For example, even signal power of emitted pulsamisiown and the environmental factors in data
collection cannot be exactly measured for all syraeeas. Since no ground reference target was
available during data collection, it is known thatly relative correction is possible (Hofle et al.,
2009). However, even if corrected intensity is latiee value, it is still valuable data as refegrito

that most image processing methods are based ativeeteflectance values by image enhancement
such as stretching, histogram equalization anerfily.

Secondly, intensity will be processed with the wdlial point rather than raster-based methods.
According to Hofle and Pfeifer (2007), intensityt@aan be processed in two ways: a) algorithms that
individually process each point and b) image prsicgstechniques based on interpolated intensity
due to the preference for straightforward rastesedamethods. However, if raster-based technique is
used in correction algorithm, the quality of thgalthm will deteriorate resulting in loss of détai
MLS maps a 3D environment which cannot be represemt raster domain. Therefore, correction
models will be processed and developed with arviddal point rather than raster-based technique.

1.2.1. Research objectives

The main objective of this research is to develap radiometric correction model for intensity data
obtained by MLS. This can be sub-divided into tbkofving specific objectives to achieve the main
objective.

i. To reconstruct scan geometry i.e. range and inceleamgle which significantly affect MLS
intensity and investigate the relation between ggmetry and intensity.

ii. To correct intensity by two available methodologigsradar range equation with theoretical
bases and b) empirical models derived from dagdf its

iii. To identify the usability of models in the applicais such as segmentation, classification,
and feature extraction (road markings).

1.2.2. Research questions

The following questions have to be answered toeaghiesearch objectives.
i. How can range and incidence angle be reconstructéd S data?
ii. How are range and incidence angle related to Mit&hsity?

iii. How differently are range and incidence angle eglab MLS intensity data with respect to
different surface types and sensors (left and Yight

iv. Can the relations be modelled by radar range emptHow can they be modelled by
empirical functions?

v. How can the performance of the algorithm be evellat

vi. Can the corrected results be used in laser scarmimijcations such as segmentation,
classification, and feature extraction?
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1.2.3. Innovation aimed at

As mentioned, this research starts from the idaattie model for correction of MLS intensity data
will be different with that of ALS and TLS intengitiata. Therefore, the intended innovations of this
research are to develop the new model applyinghla@acteristics of MLS intensity data which has
not been studied in previous research so far. f@ssarch will be able to contribute to widen the us
of MLS intensity data.

1.3. Methodology

This research is conducted in following workflowatchieve research objectives (Figure 1-2).

[ Pre-processing: filtering of unwanted point

\d

[ Reconstruction of scan geometry E

\d \

Correction
. [ Empirical model E
Radar range equatio
( N
p N Analysis of the factors
Simplification of L influencing on intensit
theoretical equatic p \
Definition of correction models
4 N ~
Data correction by 4 . )
simplified equatio Data correction by
P d defined mode!

[ Evaluation of model performance

\

[ Identification of usability in laser scanning ajaliion

~

Figure 1-2: Applied workflow

i. Data preparation: As the point cloud data usuatigsists of enormous amount of points,
unnecessary points for modelling correction algonitwill be filtered out (e.g. multi-echoed
pulse and pulse with extreme intensity due to sipecaflection or other energy sources).

ii. Reconstruction of scan geometry: The scan trajgatdi be reconstructed from time stamp
and 3D coordinate (time, X, y, z) to laser shottee¢range, incidence angle) using laser
scanner geometry on point clouds, GPS and offdet ofa'GPS centre to sensor projection
centre’. The range and incidence angle can be led¢zlirespectively from Euclidean distance
between target and sensor and the angle enclossdrface normal and the vector of ‘target
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V.

1.4.

to sensor’. In addition, as the dataset contaiferimation about GPS positions rather than
sensor positions, offset data are taken into addauthis procedure.

Correction of intensity data: In this step, intéysiata are corrected by two approaches.

o Radar range equation: Firstly, correction of intgndata is approached with a well-
known theoretical model. However, it makes absoleterection difficult since this
equation includes variables that MLS does not gi®nd the intensity data are relative
values rather than absolute values. Therefore, simplified to proportional expression
by reasonable assumptions. Finally, this simpligdation is used in data correction.

o Empirical model: Secondly, the radar range equatias derived from laboratory tests.
However, there are lots of additional factors iefluing intensity data in reality.
Therefore, the empirical models are derived fromadtself. Data subsets are sampled
from homogeneous surfaces (e.g. road markingsardubicycle lanes of paved road and
building walls), in order to control the effect ghysical properties of surfaces in
modelling procedure. Based on the inspected effédhfluencing factors in samples,
correction models are defined by the incorporatbreach factor and these models will
be used in data correction.

Evaluation of model performance: As these modetsfar relative correction, the results
corrected by the final models defined in previotepsare validated by the comparison of
intensities newly sampled from homogeneous aredn wifferent geometry after data
correction. Due to noise of measurements in homegen surfaces of highly dense point
clouds, the box plot of each sample is used incttraparison of results (Jutzi and Gross,
2009).

Application of corrected data: Finally, the coreatintensity data are used in classification of
surface types such as road marks, pavement typesuaface types of building wall.

Structure of thesis

This thesis consists of six main chapters. Chaptés a general introduction to the research and

describes the main objective, motivation and thappsed research questions. Chapter 2 reviews the
state of art in correction algorithms that haverbagplied to ALS and TLS datasets. Chapter 3 shows
the proposed methodology for intensity data coiwacand chapter 4 presents the study area and the
corrected results by proposed methods. The perfiwenand quality of methods are evaluated and

discussed in chapter 5. Finally, the thesis is kmted and the recommendations are presented in
chapter 6.
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2. Related techniques for correction of
intensity data

2.1. Introduction

Up till now, various algorithms have been developedorrect intensity data. The initial attempt was
to normalize intensity data with respect to theéatan of ranges. In other words, it considers anly

range (R) as an influencing factor and intensity valuég (vere normalized to pre-defined standard
range (R;) using following normalizing equation (Luzum et,&004) and a linear regression model

of intensity for a range (Donoghue et al., 2007).

1(R)=1 E% (2.1)

Since the first correction algorithms were devetbfie ALS and the influence of the incidence angle
is less than in TLS and MLS, it showed improvedilss Afterwards, incidence angle, air attenuation
as well as a range were considered as influencawetpifs. Using physical equations, the relative
radiometric correction algorithm was proposed toaxt the effects of range, incidence angle (exactl
scan angle), and air attenuation on intensity (€aemed Sterzai, 2006). Furthermore, the data-driven
correction algorithm using the tested empirical slodas developed. Under the assumption that
returned intensity is proportional to the grounfiectance and related to the flying height via sted
empirical model (inversely quadratic model and ®ayeries expansion model), returned intensities
were corrected by the statistical model definedhweistimated parameters (Hofle and Pfeifer, 2007).
The algorithm was developed to add the incidenggeathat is calculated by surface normal and the
vector from target to sensor (Jutzi and Gross, PBEsides, this approach was used to correct MLS
intensity in an application for extracting road kiags even though it was the simple algorithm by a
second order polynomial function to embody onlyagproximate range derived along the profile
(Jaakkola et al., 2008).

Meanwhile, correction algorithms were advanced witbre physical approach to investigate the
measurements of reference targets in laboratoryfiatdl (Kaasalainen et al., 2008; Kukko et al.,

2008). Furthermore, as it was disclosed that medsimtensities have different patterns in short and
long ranges depending on sensor types, the sepsoifis correction model was developed. It was
suggested that the material properties can bevettiwith only TLS intensity data corrected by the
empirical model (Pfeifer et al., 2008).

As mentioned earlier, the correction methods canldéssified into two categories (theoretical model-
based and empirical model-based methods). The gletescription and the correction results in ALS
dataset by each category are explained in sectign Section 2.3 is devoted for the physical
experiments using reference targets to inspeanfhence by the range and incidence angle. Finally
the summary and concluding remarks for this re$eare delivered in section 2.4.
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2.2. Correction methodologies of intensity data

2.2.1. Method based on the theoretical model

This method basically uses the following known gehdormula, radar range equation (Jelalian,
1992), which defines the relation between the tratted signal power and received signal power.

_ RO
r 47R4ﬁt2

Where, P and P = received and transmitted signal power

I75ys’7atm0 (2-2)

D, = receiver aperture diameter

R =range from sensor to target

B, = beam width of transmitter

Msys @nd /7, = system and atmospheric transmission factor

O =target cross-section

As shown in equation (2.2), it consists of the ¢hmeain factors that diminish the transmitted signal
power: a) target, b) sensor, and c) atmospheriameters. The receiver aperture diametsy)(is
size of the hole that can admit laser shots. Trembwidth (5,) is the diameter on perpendicular

plane to the beam axis and it is increased witter@am angle (beam divergence). Thus, in this
equation it needs to be assumed that the receeldrdf view matches the beam divergence and that
beam speed is fast enough that the positions oftermand detector coincide at single signal
travelling. However, laser scanning intensity date collected in dynamic environment rather than
laboratory conditions. Also, data themselves argetditive values produced by a sensor specific
lookup table. Therefore, it is restricted to cotrietensity data into absolute values by using fadar
range equation. By the following computational megre, this equation is simplified to correct
intensity data relatively.

The target cross-sectio() stands for the target-related factor includinigtaiget properties and is
defined as the following equation.
4n
g=5P A (2.3)

Where, Q = scattering solid angle
0 = target reflectance

A = target area

This equation (2.3) can be simplified under théofeing three assumptions (Jelalian, 1992):

- The target area/) has circular shape and the entire footprint fiecéed on one surface

(extended target). Hence, it can be defined asutingtion of range R) and laser beam width

(B)-
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_r[RZﬁtZ
4

(2.4)

- The scattering solid anglel)) of the whole targets i@ steradians. It i27in radian unit
(Q=2n).

- The whole surface reflects laser shots by Lambex@sine law, which means that intensity
observed from a surface is directly proportionathte cosine of the anglex() between the
observer’s viewing direction and the surface normal

o' =olcosa (2.5)

Substituting these into equation (2.3), the taagess-section @) is expressed into the following
equation.

o = [R* [ [tosa (2.6)

The equation (2.2) also contains sensor-relatetbfacsuch asy, D, and/,. However, most

sensor systems do not record or provide these seslated factors. Hence, the prerequisite is
required that one sensor system transmits pulskave constant signal power. Furthermore, as laser
scanning data are collected by one sensor systeimgdone campaign, all of sensor-related factors
can be set to be a constant factor within a cedampaign.

The atmospheric factor/f,,) stands for the loss of energy mainly caused fswattering and

absorption while a pulse travels between sensotanget. Under the assumption that the atmospheric
condition between sensor and target is constans, éxpressed to the function of the range (2.7),
where air attenuation coefficienfj can be derived by the estimation by exponentiakfion of
range and intensity value (Coren and Sterzai, 2006he approximate value by the former physical
experiment (Hofle and Pfeifer, 2007). For examfile horizontal propagation air attenuatioa)(has

the average value of 0.2 dB/km in extremely clganospheric conditions and 3.9 dB/km in haze
conditions. The average vertical attenuation ineeeawith higher altitudes. It has 0.22, 0.17 arid O.
dB/ km for flying height of 1000m, 2000m and 300@espectively in mid-latitude summer with a
visibility of 25km.

”atm - 10—2Ra/ 10000 (2 . 7)

Where, a= atmospheric attenuation coefficient (dB/ km)
10000 originates frona given in dB/ km
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As a result, replacing parameters in equation (&) derived equations, it is simplified into the
following equation.

P = élO‘ZRMOOO [tosa [T (2.8)

,0 D RZ D-02Ra/10000 B:Os—l a II: (29)

Where,C = constant factor on sensor systel, (D, andz)

£ = corrected value of intensity to include surfaceperty

This equation was tested by Coren and Sterzai (20d€re the range was calculated by the distance
from sensor to target and the incidence angle eplaced by scan angle. As presented in Figure 2-1,
the uncorrected data have the variation of intgnslues between strips whereas the variation is
significantly reduced in the corrected result. Alkmwn is better contrast between different sudace
Moreover, it was noticed that this correction candwonsidered as a potential aid to enhance the
accuracy of laser data classification.
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Figure 2-1: Measured (left) and corrected (righ&sult (Coren and Sterzai, 2006)

2.2.2. Method based on the empirical model

This method is based on the equation derived frata dself rather than physical law or equations. |
requires the fundamental assumption that intenstyes from the same surface are identical. The
researches based on empirical model were procéegsbe following procedures:

10



RADIOMETRIC CORRECTION OF MOBILE LASER SCANNING INTENSITY DATA

i. Selecting the suitable equation on the relatiomnveen the received intensity and influencing
factors

ii. Inspecting the change patterns of the recordeasitievalue for influencing factors through
sampling from homogeneous surface

iii. Defining the best-fit model based on the selecgghtion and estimated parameters for the
inspected patterns and defining the final equation.

As introduced in section 2.1, several studies ¢tenisity correction have been done by this methwod. |
this section, two different attempts in ALS aredatuced.

2.2.2.1. Empirical model based on range only (Hoéfle  and Pfeifer, 2007)

For this approach it is assumed that the receiméehsity values are proportional to the ground
surface reflection and depend on the ranges viatoait functions. Under this assumption, inversely
guadratic (2.10) and Taylor expansion (2.11) fuorctivere selected to express the relation between
the received intensity and ranges.

1
f =
=7 +or +(L-100¢ (a-1000b) (240
f(r) = (1-10000¢, ~100G (&, -...)+cr +c,r2 +... (2.11)

By the parameters in equations, all physical effeetre simply included such as sensor-related and
atmospheric parameters. It did not take into accthm effect of incidence angle as it is applied in
ALS data, which has the restricted scan angle @mlaximum + 30 degrees (FLI-MAP 400) and the
range is relatively longer so that the effect afidence angle by surface orientation is negligibie.
order to estimate these parameters, sets of pfyos at least three notably different ranges were
sampled in cells with homogeneous intensity. After estimation of parameters, the equation was
defined and it was applied to the whole dataset.

before correction
avg. original intensities grouped by strips
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after correction
awvg. corrected intensities grouped by strips
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Figure 2-2: Recorded and empirically correctechiegities (H6fle and Pfeifer, 2007)
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In Figure 2-2, a field corresponds to a set of fofrom a homogeneous area with different ranges.
The corrected result showed the significant deeredisariation between strips with different flying
height even though it does not take into accoumiribidence angle. As a result, this paper notibed
usability of empirical model for intensity data oection.

2.2.2.2. Adjusted radar range equation based onran  ge and incidence angle (Jutzi

and Gross, 2009)
In order to improve the correction of laser scagnitata, the authors basically employed the
simplified radar range equation. The differencehe approach by the radar range equation is the
attempt to modify the contribution of each influsmgfactor by the change of constant values that
have been derived from the theoretical equations.

|, =1 [R* 10*® [tos (9) 0° (2.12)

Where,| andl, = Measured and corrected intensity

a = beam divergence

2bR = air attenuation by two way propagation

c = type of reflectivity (effect of incidence angle)
d = constant for normalization to 1

The equation (2.12) shows that it uses four pararadh, b, c, and d) instead of the values by the
computational simplifying procedure. In section.2.& has been derived as a =2, b = 0.2 ~ 0.95
dB/km, ¢ = -1.0, and d = system-related constartbfaHere, those parameters are estimated through
logarithmic linear least square sum by sets of ggosampled from homogeneous surface with

different ranges and incidence angles.

When this approach was tested in ALS dataset, titeoes employed the planar roof surfaces to
estimate the surface orientation (surface nornitalyas calculated two steps: a) the selection of ro
surfaces and b) the estimation of surface normalemay 3D neighbours of each point within a
belonging roof. Firstly, the points in roof surfagere carefully sampled through the segmentation by
the covariance matrix, the corresponding eigenvaha eigenvector of small 3D neighbours of each
point (Gross and Thoennessen, 2006). Exterior paiftroof surface were filtered out by planarity
based on descend-sorted eigenvalues of the corariaatrix within each planar roof segment (West
et al., 2004). After this process, the surface rbraf each point was estimated by the neighbours
within a certain distance. For this dataset, thestant parameters were estimated as a = 2.08,%2= 0
dB/km, ¢ =-0.60, and d = -21.42, which were sligkiifferent with theoretical equation (2.9).

12
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Figure 2-3: Intensities for incidence angle (Judrid Gross, 2009)

In Figure 2-3, the intensity values of all poimiside each sample were coloured by the correspgndin
strip. It was noted that the original intensities incidence angle have the trend of the approx@mat
cosine curve (a) whereas the corrected intendiBesme constant (b).

Furthermore, the authors tried to improve the ative model by the empirical Phong surface model
considering diffuse and specular scattering charestics of the surface. The Phong surface model
contains the effect by specular reflection, ambiighitning as well as diffuse scattering that haerb
dealt with by Lambertian cosine law (Phong, 19T&)oring ambient lightning, the equation (2.12) is
extended to the following equation (2.13).

|, =1 IR*0*R 10° /((1- k. ) od6) + k, [os'(26)) (2.13)

Where, k, = weighting for the specular reflection

1-k, = weighting for the diffuse reflection

In the ALS experiment this extended approach showmelg a small improvement. The authors
concluded that the result derived by Lambertian ehgelquation (2.12)) seems to be sufficient as the
improvement might result from the backscatteringrabteristic of the sampled roof material.

2.3. Experiments by reference targets

As shown in section 2.2, the results showed therdrgment on the variation of intensity data.
However, its application is still limited due toetldifficulty to formulate data reflected from natlr
surfaces with one universal equation such as tti@ range equation and empirical model. Therefore,
the understanding of performance properties ofrlasanning in the field is critical to deal with
intensity data. With this motivation, several expemts by reference target have been done to ihspec
the change of laser shots flying in the field awd experiments useful for MLS intensity data are
introduced in this section.

13
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2.3.1. Influence by incidence angle (Kukko etal.,  2008)

As it has been realized that incidence angle hasngact on the reduction of signal power, the
incidence angle has been dealt with by Lambert@sine law or by Phong surface model. However,
those physical models tested in laboratory condftiavere not enough to describe the exact
phenomena in the field. Moreover, unreasonablenagans were required, e.g. all surfaces have
Lambertian scattering characteristics. Thus, tljgeement was done according to the requirement
for a systematic set of data on the effect of thgleaof incidence. In the meantime, surface roughne
and brightness were considered.

The experiment was done by two laser scanning sengpFARO LS 880HEBO TLS operating at 785
nm and 2) TopEye MKII operating at 1064 nm. A defive targets with calibrated reflectance of 8%,
26%, 50%, 70 % and 99% and a set of five targets sandblasting of two gain sizes (0.1-0.6 mm
and 0.5-1.2 mm), black gabro gravel, crushed rellband light expanded clay aggregate (LECA)
were used as the reference targets respectivebyifgiitness and roughness.

1n E » 0 » u 0|

Angle of incidence (#)

S0 mm

i * ) “
Angle of incidence (°}

(a) gabro gravel, (b) LECA, (c) crushed redbriak) $andblasting (0.1-0.6mm), and (e) sandblastth§-(.2mm)

@) " A
Angle of ineidence ()

Figure 2-4: The effect of incidence angle for soegfaoughness (Kukko et al., 2008)
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Figure 2-5: The effect of incidence angle for saefdrightness (Kukko et al., 2008)

In the first test done by TLS, it was noted that tiecrease in intensity is stronger at targets fividr
gain size and the variation of intensity is strangerough targets due to uneven gain size angshar
edges (Figure 2-4). As shown in Figure 2-5, it watced that the decrease of intensity in the lirigh
target is significant at incidence angles of méwant20°. On the other hand, the decrease of itgensi
in most targets except for the brightest is pratffmegligible in incidence angles of less thaf.20

14
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Type TopEye ALS (1064 nm) FARO TLS (785 nm)
Incidence angle 120 18° 20 ° 12° 18° 20 °
Bright 50% 0.68 0.68 0.72 0.79 0.79 0.78
s 20% 0.36 0.37 0.38 0.24 0.24 0.23
10% 0.12 0.12 - 0.12 0.12 0.12

Table 2-1: Relative intensity value in ALS and T.Bw angles of incidence (Kukko et al., 2008)

In the second test, TLS data were compared with éata taken from 300 m of flying altitude. When
the values were expressed in relation to the 70¢htmess target with the same incidence angle, it
was noticed that relative results are well producedmaller incidence angles (Table 2-1). From
above two tests, the authors concluded that théence angle must be considered in the
interpretation of laser scanning data collecteth@area with steep slopes or vertical surfacestaand
brightness causes more decrease of intensitygedancidence angles.

2.3.2. Influence by sensor own property based onra  nge (Pfeifer et al., 2008)

As the correction methods work successfully in Al&a, this experiment was conducted for the
correction method of TLS data. A Riegl LMS-Z420i€B) and an Optech ILRIS 3D (Optech) were
employed that operate respectively at the waveltenfiapproximately 1550 nm and 1540 nm. The
reference targets consisted of a set of six tangits reflectivity of 5%, 20%, 40%, 60%, 80%, and

99% that reflect according to the Lambertian cotane

03}
025} oo
99%, Optech 99%. Riegl
_02p 40%, Riegl |
£ 015 5%, Riegl
01 40%, Optech 4
005 1
5%, Optech
,———’_/—_—_&\§~§—
0 L L L L L
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Figure 2-6: Mean intensities for Riegl and Optetldferent distances (Pfeifer et al., 2008)

As the first test was performed to inspect the gleaof intensity values for the distance in eaclssen
the reference targets were located at differetttdies from the sensor: up to 15 m in 1 m-stees, th
up to the maximum length of the laboratory (50 mpbim steps. As the calculated range, incidence
angle and measured intensities within a targeedathe variation was dealt with by the average. As
shown in Figure 2-6, in the test for distance theasurements in both sensors were completely
different to the expectation by the radar rangeaéquo. In the second test the intensities for déife:
incidence angles were measured, where the refetargets were placed at approximately 15 m from
the sensor and rotated in 9° steps from 0° to 72°.
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From the results by two different TLS sensors, dnéhors derived the conclusion that radar range
equation has obvious limitations in TLS and proplode approaches by best-fit models as possible
solutions for correction.

2.4. Summary

As introduced in this chapter, several researchgs been contributed in correction for intensitjada
They can be classified into two categories basethein basic principles. One of them is based en th
theoretical radar range equation and Lambertiafaserlaw. Another is based on the empirical
models derived from data.

The theoretical model-based approach has focusegasonable simplification of the radar range
equation as the first step. In a simplificationg@dure most of system-related factors such asvexcei
aperture diameter, system transmission factor aadnbwidth are ignored as a constant factor except
for air attenuation factor. The air attenuatiomssigned by estimation from data (Coren and Sterzai
2006) or former physical result (Hofle and Pfeif2@07). In ALS data the corrected results showed
the improvement for consistency of intensities émiogeneous surface.

As experiments by the reference target show thdtsewhich do not meet theoretical equations, the
second approach was tried. The empirical modelebapproach does not consider theoretical bases
and focuses on a standard procedure of selectioprafer model, model fitting by data and
diagnostics. The corrected results also showedntipgovement in both ALS and TLS. From the
experiment it was turned out that intensity dataear ranges are changed differently to the exgecte
by radar range equation. Therefore, it was demategtrthat the radar range equation can apply to a
certain range interval of TLS data (Pfeifer et 2008).

However, there is still a need for the improvemintards developing correction models for MLS
data. Based on the existing methods, the behawibimtensity needs to be inspected with respect to
range and incidence angle in MLS. In addition, adgistment between sensors has to be studied that
is not mentioned in previous research since ML&llguses more than two sensors simultaneously.
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3. Proposed Method

3.1. Overview

As shortly introduced in chapter 1, intensity datdl be corrected by two approaches: a) by
theoretical model (radar range equation) and b@rapirical model. As shown in Figure 3-1, outliers
and multi-echoes are filtered out from the poimbuds during the pre-processing step. For the
remaining points range and incidence angle are atadpwith the help of the GPS trajectory and
offset data. As it is known that the range anddance angle are the main influencing factors on
intensities, they are used in the correction prooedf two different approaches. Finally, each autp
is reproduced by the proposed models. Figure 3slvstihe main steps in this study. Each step will
be explained in detail in the following four seciso

Correction )
[\ (theoretical model) |
Simplification of
physical equation
Reconstruction i
scan geomet Conformation of model
(scan geometry
- Point clouds (parameters)
- GPS data )
- Sensor's  ——
- Offset data (sensor) Vit
| Correction )
Laser shot [} | | (empirical model)
Sampling
Filtering )
- Oiflets Surface | || Incidence '
Mt achers normal Ly angle Analysis of trends of
I intensities in samples
g |
Selection of models
Conformation of models
(estimation of parameters)

Figure 3-1: Workflow of proposed method
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3.2. Pre-processing

Compared to images, intensity data of a laser sramave been known to be relatively noisy. It has
been identified that noise is caused mainly frordasrsampling by low point densities in ALS data.
They are considered as other reasons that mostdeaeners measure intensity data by quantifying
the intensity value at a certain time rather thategrating values over a small period around the
specified time, and one emitted echo is recordedmali-echo when it hits multiple objects
(Vosselman, 2002). In order to remove this sortimiEnsity noise, the recent laser scanning
technology has been improved and can acquire egtyelnigh point densities. However, the effect of
pepper and salt cannot be completely removed doe¢her noise characteristics and deteriorates the
guality and accuracy of the intensity-based apptica Therefore, pre-processing as the first sgep i
dedicated to determine input data. It focuses lberifig out multi-echoes and outliers, which cannot
be used in the correction of intensity data.

- Multi-echoes: If a laser pulse hits partly an obkait can be split into more than two pulses
that are called multi-echo. They are realized dsasoin intensity data as their measurements
are different to single echoes. However, it is passible to estimate how much proportion of
a laser shot is divided into each multi-echo wite tata by the sensor system. Therefore, this
property makes it impossible to correct intensigasurements of multi-echoes. Multi-echoes
will be excluded and not be considered for theexdion.

- Outliers (specular reflection): as mentioned egrlike measurements of intensity data are
guantified at a certain time estimated as the p#akaveform. Laser pulses from specular
surfaces are measured as much higher values tHaespluom normal surfaces since they
have more sharp waveforms. Moreover, as specudlactiens have high intensity in nadir or
low intensity in off-nadir, they can be considemloutliers. Therefore, they can be filtered
by the analysis of their histogram. As a laser seamloes not collect low intensities by the
device threshold for data acquisition, only higtensities in nadir need to be filtered out.

3.3. Reconstruction of scan geometry

This step is dedicated to obtain the required @ataorrection of intensity data, or laser shotteec
(range and incidence angle). It is processed infaHewing workflow (Figure 3-2). The required
input data are point clouds, corresponding GP®dtajy and the offset data of sensor device.

Estimation of sensor trajectory I Estimation of surface normal I

L

Definition of laser shot vector I

(target to sensor)

Yy -

Calculation of range I Calculation of incidence angle I

Figure 3-2: Workflow for reconstruction of scan gestry
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3.3.1. Range

In principal, range can be calculated by the lengthhe laser shot vector from target to sensor.
According to Figure 3-2, the sensor trajectory $sineated from GPS data and offset data which
describe the distance from GPS to sensor. The GR& ubed in this study have been already
integrated by GPS and IMU measurements. As theigedvoffset data is defined in sensor’s own

coordinate system, the corresponding sensor pbiesich GPS point can be computed by rotating the
offset distance into the coordinate system of thiatcloud and subtracting it from the GPS point.

As depicted in Figure 3-3, the vector from targesénsor can be defined with two points (each echo
and the corresponding sensor position). Here, dneesponding sensor position of each echo can be
found using the time stamp. However, as the scam ®bquency is much higher than the GPS
frequency, the corresponding time stamps of theexim the point clouds cannot be found from GPS
data directly. In order to reduce the error in fiiecess, the sensor position is estimated betireen
nearest two sensor positions using the time stammear interpolation. The estimation by linear
interpolation can be considered to be reasonableviioS data since the interval between GPS
positions is small. For example, if a vehicle w@®S of 200 Hz drives about 60 km/h, the distance
between neighbours is at most 8.33 cm. As shovirigare 3-3, the zoomed sensor’s trace is a line of
points that is approximately close to a straightlilt is another proof that linear interpolatian i
reasonable method. Finally, the range of each peiregproduced by the length of the vector pointing
from each target and the interpolated sensor p@inte this is done, points with the range above a
specified maximum range are removed from dataseesihey can be considered as noise by mis-
measurement.

L S LA T P AT 7

Target Sensor trac
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Estimated
sensor trace

GPS trajectory
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Figure 3-3: Description of range calculation (poénivere represented by intensity value.)

Figure 3-3 describes the procedure for the calicuatf range data, where tagged two gray lines mean
sensor and GPS trajectories and the unit of a bealen the zoomed image is 1 cm.
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3.3.2. Surface normal and Incidence angle
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Figure 3-4: Definition of incidence angle (profigew - represented by intensity value)

As Figure 3-4 shows, the angle of incidence caryibleled by the angle enclosed between surface
normal and laser shot vector produced during thgeaalculation (section 3.3.1). Thus, the surface
normal of each point is required in this stepalh de derived from the k nearest points found bjNKN
(k-nearest neighbours) algorithm that uses datetstre named kd-tree. However, the accuracy on the
estimation of surface normal has an unavoidabldlpro in calculation, e.g. in vegetation, rough
surfaces and round or sharp artificial objects. Ruthe positioning errors caused from GPS and IMU
and ranging errors, the estimation is still errareeeven in simple flat or smooth surfaces. Thus, th
use of the approximately estimated surface normaldvitable. The estimation can be categorized in
two ways according to where to find k nearest nedghs: a) within each segment and b) within
whole dataset.

Comparing the two methods, the first one to takght®urs only within the corresponding segment is
effective to reduce the variation of surface noringlaner segments with large number of points and
area. This method works better at corners to miestap surfaces such as facades of buildings and
curb stones of roads. It was used by Jutzi and<G28)9 that defined the orientation of each poimt
sampled roof surfaces. However, the result of thethod is dependent on segmentation methods,
requires more computation and is especially probtarin segments with small area and low point
density. Since the estimation by small number offgoand area cannot overcome the intrinsic error
in point clouds, it makes estimations more errose@n the other hands, the second method to take
neighbours within whole point clouds is proper taosth surfaces and requires less computation time
for estimation. However, it considers surfaces € dmooth and it does not work on edges and
artificial objects.

Based on above analysis, the second method isedpplithis research since most points of MLS are
collected from planer surfaces such as roads aradlés of buildings that are facing towards road.sid
Furthermore, it has to be mentioned that the comeanethod can be employed only in relatively
smooth surfaces in order to solve the problem tim@sion error in sharp artificial objects. Alstjg
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needs to be taken into account in upcoming prosesseh as sampling scheme and evaluation of
models. For example, sampling has to be done y smboth surfaces and the evaluation needs to be
based on smooth surfaces excluding the performainslearp corners.

After the nearest neighbour searching, the estimatif the surface normal is performed which

requires expensive computation. Among several dpeel algorithms, the robust least square sum
can be considered, however, it has been noticeédhisaapproach can be applied only in the case tha
z-component is functionally dependent on x- andgmponents (Eberly, 2008). As 3D geometry in

laser scanning data does not meet the assumpti@restimation by planer regression is used in this
study. The planer regression has been proven assithgle and effective method to calculate

representative values for surface orientation freets of points (Fernandez, 2005). For sets of
neighbours constituted vertically or horizontallige following two equations are applied depending
on the variance of each coordinate (Table 3-1)s kkonsidered that the first equation can handle
vertical sets of points such as building walls gralsecond equation can be applied to horizontal se

of points such as road surfaces.

Coordinate with min.

) XorY (vertical set of points)
variance

Equation (Xi - )_() =B [(yi - )7)+ C [(zi - 2)

> (06 =)y, -y) =By -y) +Cc Xy, - ¥)z - 2)

(% -%)z -2) =B (v, -¥)z -2)+c D (7 -2)°

Estimation equations

Surface normal (— 10, B, C)

Coordinate with min.

) Z (horizontal set of points)
variance

Equation (z -2)=Al(x -%)+BI(y, - y)

> ((z - 2)(x -x))= A (x -x)* +B (% - %)y -¥))
(@ -2)(y - 9) = AD (v - 9)x -x))+B D (v - v)°

Estimation equations

Surface normal (A, B, —1.0)

Table 3-1: Equations and surface normal adoptedadiag to the arrangement of neighborhood

3.4. Data correction based on radar range equation

This step is devoted to investigate whether theritecal model can be used in the correction of MLS
data. Thus, the simplified radar range equatipn{R? [10°"¥'®®[¢os™ a [T, equation (2.9)) is
directly used which is based on the radar rangatezu (Jelalian, 1992) and Lambertian cosine law.
Even if it showed improved results in ALS data (@oand Sterzai, 2006; Hofle and Pfeifer, 2007), a
test by TLS sensors showed that the intensity galuaear ranges have the different pattern than th
theoretical model (Pfeifer et al., 2008). Thus;ah be predicted that the quality of result woudd b
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low. However, it is still valuable to apply to ML&ata as it has not been tested and can help to
understand the behaviour of intensity data in datas

3.4.1. Definition of parameters

As equation (2.9) includes two parameters relateccanstant factor ) and air attenuationa),
they need to be defined for further calculations#y, constant factor is associated to sensoesyst
which includes the system factor, transmitted digroaver, and aperture diameter of receiver. They
are not usually provided by sensor provider. Moezpif they are defined as constant values, they ar
meaningless for the relative correction and afedy to compress or stretch the extent of intensity
data. Thus, it is defined by trial-and-error onbr froper visualization of data. Secondly, the air
attenuation coefficient has the main contributioonf the absorption and scattering of transmitted
laser shots by aerosols and molecule in the atnesspdepending on its wavelength. Therefore, the
coefficient can be derived as the function of vlgijpand wavelength (Kim et al., 2001). Table 3-2
shows the coefficient for the wavelength 1,550 nmich is close to the wavelength of LYNX sensor
of Optech (1,500 nm). It is used for air attenuatoefficient in radar range equation. However¢asin
MLS normally takes point clouds from the range l&san 50 m, it can be anticipated that air
attenuation factor will not have much influencehr correction procedure of intensity value.

Visibility
(km) 23 10 4 2 1 0.5 0.2 0.05
Coefficient
(dB/km) 0.2 0.4 2 4 10 34 85 340
Weather Clear Haze Fog

Table 3-2: A table of atmospheric losses for theelength of 1,550 nm (Kim et al., 2001)

3.4.2. Simulation by simplified radar range equatio n

As the correction model is defined, the behaviduntensities can be simulated to predict the dffec
of influencing factors, or range and incidence angh this simulation all assumptions in the
computational simplification procedure are validgf$on 2.2.1) and it is additionally assumed that t
simulation is for intensities reflected from therfage with homogeneous reflectivity. For two
parameters, the air attenuation coefficiert)(was supposed to be 0.2 dB/km in clear weather
condition and the constant factd€ | was set up to have intensity of 1.0 in 5 m ofgeand 0° of
incidence angleC = 25), thus the intensity values are hereafter expressthe relative value on it.

— a0 ——R=5
- A=25 - R=15
\ e - srermRedt

A=T5 =3

@
L

Relative intensity

&

T e
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40 A
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Figure 3-5: Simulation of intensity data by radange equation (R: range, A: incidence angle)
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In Figure 3-5 the intensity is simulated in 5 ~ @50f range and 0 ~ 80° of incidence angle as
intensities become close to 0 or infinite valughia exterior of these scopes. These results point o

that the range influences more strongly to decea$éntensity than what the incidence angle does.
The incidence angle has more effect in near rampese pulses maintain higher intensity values.

3.5. Data correction based on empirical models

Aside from the theoretical model base approachteniyg the possibility for correction of intensity
data by empirical models has been investigated|¢Hiiid Pfeifer, 2007; Jaakkola et al., 2008; Jutzi
and Gross, 2009; Pfeifer et al., 2008). In ordefind the general model, the experiment has been
performed by examining reference targets. Howauéensities are sensitive to the circumstance such
as weather, temperature and air pressure. ltligl$ticult to find one general model or equatienen
though it is modelled by the measurements of refareargets. In the same token, the problem on
stability of a correction model depending on tenapahanges has been suggested (Pfeifer et al.,
2008). In other words, the correction model caruregdifferently defined models depending on the
circumstances at the time of acquisition. Thusait be proposed that intensity needs to be cotrecte
by the model defined by data in a certain surveythis study it is carried out to analyze the plogs
samples and define the correction models by andlyesults.

3.5.1. Analysis of uncorrected intensities
Sampling
In the analysis and estimation by sampling, sargpsicheme is a crucial part since samples work as

representative of the entire dataset and poor sagnptheme can result into significant biases and
over or under estimation of results (Congalton,1)99

H H A

Figure 3-6: Description of used terms in samplimggedure

The sampling is performed by following five samplischeme. As shown in Figure 3-6, a sample set
consists of sample groups and each sample grodpde® points in a rectangular patch on a
homogeneous surface.

- Manual sampling: Recently, as a laser scanningniqak has been accepted as the most
reliable 3D data, there is no geo-referenced 3[a datailable that have more precise
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information on surface types of surveyed regiorusihmanual sampling is inevitable and it is
done by the similar size of patches, which formgangroups.

Stratified sampling: To define the correction modpbints are sampled from several
homogeneous surfaces which are expected to havitarsireflectivity. Each surface type
makes a sample set that consists of a number gflsagroups.

- From regions with various range and incidence arlgl®rder to keep errors of the defined
model minimal, sample groups have to cover allaituns of range and incidence angle which
might occur. Also, important is to minimize varignof range and incidence angle within a
sample group since a set of representative vatuesdad in a modelling procedure. Therefore,
sampling patches are created in parallel with GBf@dtory. Also, the patch size is decided
considering a local point density.

From smooth planer surface: As mentioned, the esitim of surface normal has more error
on rough surfaces and the edge of artificial olsjedthis kind of surfaces makes the
estimation of incidence angles wrong. Moreovers thésults into incorrect modelling.
Therefore, samples are selected from smooth swrauding them.

Removing of samples with low intensities: Desplte automatic removal of low intensities
by the device, there is another problem in lowrisity data. Since intensities are of nominal
values recorded by lookup table, arithmetic cakioes cannot be applied. More serious
arithmetic calculation is shown in lower intensstid-or example, when intensities would be
supposed to be recorded by Table 3-3, real sigmakpof 0.1 would never be twice of 2.0
even if it would be arithmetically computed to beéde by nominal intensity values. However,
it is acceptable in larger intensities as signakgoof 20.0 is close to twice of 9.1. Thus,
samples with low intensities have to be excludedmiodelling procedure. The applied
filtering threshold depends on dataset propertyhsag surveyed area and point density. In
addition, high noises do not need to be consideretis process, as they have already been
removed in previous process.

Intensity value 1 2 10 20

Signal power| 0.1~1.0 1.0~2]0 9.0~ 10.0 4. 0320.0
Table 3-3: Generic example of lookup table of istgnwith respect to signal power

Analysis of samples

After careful sampling, it is focused to analyze tthanging pattern of intensities for range and
incidence angle. The analysis is separately doneabi sensor as both sensors have different system
properties. However, some problems can still arnsthis analysis due to performance properties of
MLS. Firstly, it can be challenging to find a cénté&rend in MLS data due to variation of intensitie
reflected from natural surfaces. Moreover, sinceSMiollects point clouds from surrounding area of
roads, most geometry of point clouds has similatrihiution. This distribution is unavoidable in MLS
due to mapping along the road. For instance, sanipden paved roads by asphalt occur mostly with
smaller incidence angles in near range and lamggdence angle in far range. Building walls and
roofs do not occur in near range. This property esakdifficult to inspect the distribution pattsrhy
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various ranges under the same incidence angle iaadversa. Namely, it is not possible to examine
variables independently from each other.

For the problem on variation of intensities thelgsia by box plot can be proposed that has beeth use
in laser scanning research (e.g. Hofle and PféX@07) and Jutzi and Gross (2009)). As each sample
group is shown by median, quartiles, max/ min ame of the distribution, it makes the comparison
between sample groups more clear. A possible solur the similar distribution patterns is to
inspect two variables simultaneously rather thatependently. However, this will affect to model
selection, that is, empirical models separateddop evariable cannot be expected.

3.5.2. Adjustment of the radar range equation

As addressed in section 2.2.2.2, this approachtested in ALS intensity data (Jutzi and Gross,
2009). The same approach is also chosen to beedpplMLS intensity data in this research.

£ =1 [R*10*R [&os ()10 (3.1)

Parameters (a, b, ¢, and d) from equation (3.1gstiemated by logarithmic linear regression appnoac
with the following equations (3.2) and (3.3). Tleative reflectivity (0) is estimated considering the

brightness of sampled homogeneous surfaces. Raligtitt can be defined as the intensity values
with the similar range and incidence angle in sangglts. As these values are identically assigned to
both sensors, it can be expected that the samacsurfpe will be adjusted to similar intensity iwthp
sensors. However, since the brightness of each henemus surface cannot be accurately quantified
in natural surfaces, the parameters are separeséitpated by each sample set and compared with
each other.

logl , =log! +alogR+2bR+cog(coss)+d (3.2)
logR, 2R log(cosd,) 1fa] [logl,-logl,
logR, 2R, log(cosd,) 1| b| |logl,-logl,

: : : c = : (3.3)
logR, 2R, log(cosd,) 1|d| |logl,-logl,

Where, n = the number of points in each sample

Nevertheless, there is a problem in this estimatioa to outliers and different size of sample geoup

within a sample set. Since sample groups are chimgeactangular patches with the similar size, the
number of points in sample groups is different aelieg on local point density. This results to over-

estimation in a sample group with large size. Ideorto reduce this effect, the median values of
variables in each sample group are used in estmats representatives. Therefore, the following
eqguation (3.4) can be populated.
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logl, —logl,,,

logR,; 2R, log(cos,,) 1
1 _|logl, —logl,,,

logR,, 2Ry, log(cosd,,) _

a
b
c (3.4)
d

logRy, 2Ry, log(cosd,,) 1 logl, —logly,

Where, R, , 6, , andl,, = median value of each variable
k = the number of sample groups in each sample set

After the estimation of parameters, the correctioodel can be defined. However, the problem of
extrapolation must be considered additionally. pheblem has been studied in statistics and it was
concluded that the standard procedures of modektsah, model fitting and diagnostics can be
inappropriate in extrapolation problems (Lavine91p However, it is not possible to find samplesset
to cover the entire extent of range and incidenugleadue to the mentioned similar surrounding
distribution of surface types in the point cloudhefefore, the correction model is broken into more
than two parts in order to perform the correctidnwinole intensities by interpolation. Finally,
corrected dataset is reproduced by this model.

3.5.3. Data fitting

It has been revealed that radar range equatiootiappropriate in TLS to express the change pattern
of intensities in near range. At the same timbag been noticed that the change of intensitidd

can be also expressed by new models that are satiated with the theoretical model (Pfeifer et al.
2008). Therefore, this step is conducted by thedsted procedure on empirical model of model
selection, model fitting and diagnostics.

Firstly, the change of intensities with respectange and incidence angle is re-inspected by baix pl
of each sample set. However, as addressed, itpgessible in normal surveys to have samples with
the same incidence angle for various ranges arel wécsa. This makes it also difficult to test the
change trends by one of influencing factors (rangéncidence angle) independently. Thus, it is
assumed that all surfaces have Lambertian surfa@eacteristics, which means that the influence by
incidence angle can be handled with cosine lawnHfvéhe assumption is not exactly met in natural
surfaces, the incidence angle is not a negligiatgdr. As it was proven by the experiment that the
decrease of intensity is significant when the iroick angle increases from 20 °© to 70 ° (Kukko.gt al
2008), it can be considered that this assumptiordeal with the effect on incidence angle. Secgndly
in order to remove the bias by surface brightnaggensities in samples are divided by the relative
surface reflectivity that is estimated by approxienaurface brightness. The way to estimate relative
reflectivity is same to pervious subsection (sec8b.2).

After correcting the intensities of samples by nesiaw and relative reflectivity, scatter plots are
drawn by range and processed intensity data. Abidee by reflectivity was removed, samples from
different surfaces are also combined in one pltgoAthe scatter plot is drawn by a set of the medi
values of ranges and intensities within sample gsodue to variation of intensity value and error
propagation in estimation procedures.
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Finally, it is tried to find the best fit line beté&n range and intensity data. The models for gttime

are flexibly selected depending on the patternveerirom the scatter plots. According to the seléct
model, parameters are estimated by available estimmethods such as the robust least square sum.
By applying the same relative reflectivity to therse surface type in both sensors, intensities ih bo
sensors are adjusted to each other. After the fimwalel is defined with the estimated parametess, th
entire dataset can be corrected.

3.6. Summary

This chapter explained the methods based on twegoges: theoretical model based approach and
empirical model based approach. Three methods dexiged in order to find the proper correction
model for MLS data. In this study, it is a crugurt to inspect how the radar range equation works
and to find the changing pattern of intensitiesdifferent ranges, incidence angles and sensors.
However, the potential limitation exists in the uo@able error propagation in each estimation
procedure and the absence of a homogeneous areh edn cover all extent of range and incidence
angle that might occur in the entire point cloutise whole procedure follows

Figure3-1: Workflow of proposed method

and implementation and correction results aregotesl and discussed in next chapter.
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4. Implementation and results

This chapter presents the implementation and eséithe methods described in previous chapter. It
consists of six sections. In section 4.1 the owwnof dataset and study area are described with the
optical property of the employed sensor systemti@es4.2 ~ 4.5 are dedicated to explain how each
step is implemented and show results by the praposethods. Finally, the derived results are
discussed with the concluding remarks (section 4.6)

4.1. Description of dataset

4.1.1. Dataset and study area

The dataset for this research was collected byLthdX Mobile Mapper (LYNX) made by the
company Optech. The data provided consists of fmlr-datasets which are point clouds (x, vy, z
coordinates, intensity, pulse number and time sja@pS data, offset data, and optical RGB images
taken by mounted cameras. The data were surveyedeirof German villages in autumn of the year
2009. The detailed data related on circumstanclke aademperature, visibility, humid, and pressures
were not available. However, with the help of takerages it could be known that the weather was
clear and surfaces were in dry condition duringdhg collection.

A X-axis Z-axis
17 j/ :
NP
\4

Sensor 1: co-driver side Sensor 2: driver side Sensor 1: co-driver side Sensor 2: driver side

- Dx = 0.000 [m] - Dx = 0.000 [m] - Roll =- 0.10 [deg] - Roll = 0.27 [deg]

- Dy = - 0.690 [m] - Dy = 0.700 [m] - Pitch = - 14.88 [deg] - Pitch = - 15.10 [deg]

-Dz =-0.15743 [m] -Dz=-0.17743 [m] - Heading = 36.77 [deg] - Heading = - 35.38 [deg]

Figure 4-1: Offset of LYNX Mobile Mapper (Backgrdumage: (Optech, 2007))

As depicted in Figure 4-1, one or more (in thisecego) laser scanners, two cameras, and GPS are
mounted on LYNX platform. The laser scanners ogelat the laser shot with the wavelength of
1,500 nm and the beam divergence of 0.23 mrad., Ai$e specified that a sensor can collect point
data reflected from more than 100 m to 20% reflgttarget (Optech, 2007). The beam width at the
beam exit of the transmitter, aperture diametehefreceiver and signal power at the emitted moment
were not disclosed as usual data. The taken ptintis have the absolute accuracy of up to £ 5 cm
depending on the accuracy of GPS data. The intessite recorded as integer numbers by the lookup
table of each sensor.
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Figure 4-1 shows the coordinate system defined agh&thanded coordinate system where x-axis
points into the driving direction, y-axis to the-dover side, and z-axis downwards. Here, the offse
data indicate the distance from GPS data to theoseorojection centre and the rotated angle of
sensors in sensor coordinate system. Exactly, GRSpbint the centre of the INS unit mounted in the
middle of LYNX platform (the origin of sensor codmdte system in base coordinate system). While a
vehicle is moving, GPS data are recorded with thguency of 200 Hz. In addition, the offset values
presented in Figure 4-1 are one that was usedsrdtiaset. As the full sensor system is assembled
whenever it is used, it can be different in evamyey.

The dataset contains only one scan strip along \&dpaoad where two sensors were used
simultaneously. The estimated approximate totaleting time and distance were 66 second and 0.42
km respectively. The average and maximum speed \afhicle were 23 km/h and 36 km/h and a
vehicle stopped once for a while at a junction. Tibenber of points by each sensor was similar and
approximately 4 million. In order to test the catien models, two test data were selected as it is
difficult to process large number of points at goal. In Figure 4-2 and Figure 4-3, the test 1 and
are visualized. As the test data 1 includes sey#amer surfaces with homogeneous brightness such
as a paved road, road marks, building walls paimtethe same colour and building roofs, it was
selected to compare the behaviour of intensitiediffierent surface types. The test data 2 is chésen
inspect the behaviour of intensities of variousgemand incidence angles in a homogeneous surface.
Each point cloud contains approximately 450,00hzoiSensor 1 and 2 mean driver side and co-
driver side sensor respectively.

(@) Sensor 1 (b) Sensor 2

Figure 4-2: Test data 1 — road corridor with sevigpéaner surfaces with homogeneous brightness
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(@) Sensor 1 (b) Sensor 2

Figure 4-3: Test data 2 — Paved road surface wiimfs of various ranges and incidence angles

4.1.2. Examination of test data

In remote sensing, the reflectance from surfacesbean broadly used in the applications such as the
classification of surface types and the image niatchAccording to this principle, MLS point cloud
data can be used for the classification of the mafhce. In this examination, test data 1 is el

it is anticipated that road marks can be retriexasily by intensities since the contrast betweemga
road and road marks are quite clear in realitypriter to reduce the disturbance of surroundingtppin
road marks are classified from approximate grouridtp cropped by a certain height.
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Figure 4-4: Road and road marks classified by défd thresholds (a) 250~1000 and (b) 150~1000

In the classified results shown in Figure 4-4sibbserved that some of road marks are missing)in (

by smaller extent of thresholds. In (b) it is foutldit most of road marks are classified, however,
some pedestrian road outside of the road is aBssified into the road marks class despite of the
different surface reflectivity. Moreover, it is absed that thresholds for data from sensor 1 ate no
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proper in data from sensor 2. Based on the testtsest can be considered that the cause is due to
weakened intensities by increasing range and incel@ngle. It is obvious that this would be more
serious in further range. Also, it is indirectlydwn that measurements from sensors are different so
that the adjustment between both sensors woulddpgred.

4.2. Pre-processing

4.2.1. Implementation

As discussed in section 3.2, pre-processing isopedd by filtering of multi-echoes and outliers
(specular reflection). The filtering of multi-eclois implemented with the help of pulse number (the
count of pulses received from one emitted pulsé)laat pulse flag (binary data to indicate the Ifina
echo collected from one transmitted pulse). Therfitg of outliers is implemented by the histogram
of intensities. In Figure 4-5, it is shown that mpsints are distributed in lower values and orw f
points have higher values. Therefore, its threslwldssigned as the sufficiently high value (upper
95% in a histogram), in order to minimize loss afal

japant : . Sensorl ; 4

Adn AB00

Figure 4-5: Histogram by intensities of test daté&dd line: threshold, 95%)

4.2.2. Results

“ Sensor 1 il @ : Multi-echo
@ : Outliers

Figure 4-6: Filtering results of test data 1 (colooded by filtering scheme)
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Sensor Multi-echoes Ouitliers Remains Total
1 (driver side) 18,587 (4.3%) 305 (0.1%) 417,891 (95.6%) 436,783
2 (co-driver side) 15,415 (3.5%) 636 (0.2%) 418,182 (96.3%) 434,233

Table 4-1: The number and proportion of filteredme in test data 1

In Figure 4-6, it is observed that many multi-echesist around vegetation and moving objects and
outliers are mainly distributed around flat metaifaces. Table 4-1 indicates approximate 4.0 % of
point clouds are filtered from test data 1 anceppehds on the situation of surveyed area.

4.3. Reconstruction of scan geometry

4.3.1. Sensor trajectory

As the correction of data is based on range aridence angle, the estimation of the sensor trajgcto
plays an important role to reduce errors for funeatal data of the algorithm. This process is
implemented by three steps: a) estimation of therdinate system of sensor platform, b) rotation of
offset data, and c) subtraction of rotated offsetnf GPS data.

Firstly, the coordinate system of sensor platfoas to be derived which is defined x-axis as driving
direction y-axis and z-axis as a right hand coatéirsystem (section 4.1.1). In order to estimate th
driving direction of each GPS point, 50 points weetected by time stamp (previous 25 and next 25
points). The coordinate system can be defined filoem by the robust least square sum. As the
intervals of points are small, the estimation wespprly operated in most places. However, incorrect
results are produced while a vehicle is stationatyend to a junction or wait for traffic signaligbre

4-7 (a)). In this location the significant estingattierrors result from insufficient points since ok

the chosen 50 points by the time stamp are indhgegposition. Therefore, the points captured while
stopping have to be filtered in order to reduce #ind of estimation errors. For implementation the
least distance between the previous and next pi@irdsnsidered that can be regarded to be moving.
In other words, if the distance is less than aageithreshold, the point is defined as stationaiyntp
and removed in further processes. Then based oredtimated x-axis, the coordinate system is
formed by the right-hand rule from which the offsita is rotated by 3D rotation matrixes into the
base coordinate system. Finally, the sensor posiafoeach GPS point is calculated by subtracting
rotated offset distance from the GPS point.

(e)
Figure 4-7: Estimated sensor trajectory (a) withdiltering stopping points and (b) after filtering
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In this study, the threshold is assigned as 1.5nmch is defined by trial-and-error since GPS erso
different depending on the circumstance such agegad area and weather. In Figure 4-7, the bright
white lines are the estimated trajectories of mathsors and the gray line between white linesés th
GPS trajectory. Here, it is noticed that the estiomaerror of driving direction is shown as noises
the derived sensor trajectory and filtering canseathe break of trajectory. Therefore, the thrashol
has to be defined as the small value not to makesigmificant estimation error. The generated break
line is extracted by the liner interpolation betwé®o edge points.

4.3.2. Surface normal

As discussed in section 3.3.2, surface normal tenated by k nearest neighbours using KNN
algorithm. For fast computation, the nearest neigihd are searched by ANN (approximate nearest
neighbour) library written in the C++ programmiregnuage (Mount, 2006). The parameters required
in ANN are importantly considered that include sbarg boundary and neighbourhood size in order
to reduce the estimation error. Some factors haveetadditionally taken into account such as point
density, curvature of surface, noise (Mitra and y&gy 2003). However, since those kinds of factors
in MLS are not uniform in overall region but flelébdepending on range, vehicle speed and sensor,
parameters are defined by trial-and-error withimsmnable scope. In this research, the parameters ar
determined as spherical searching boundary of Oradius and 50 neighbourhood size considering
high point density and relatively smooth surfacevature condition of the surveyed area. After
searching 50 nearest neighbours, the surface nasnattimated by the planer regression. Two
available equations discussed in section 3.3.Z2amgloyed. During this process, some of points are
filtered which cannot define surface normal duthabsence or lack of neighbours.

Sensor 1 : Sensor 2
Figure 4-8: Estimated surface normal (color-codeacdtibe angle with vertical axis)

In Figure 4-8, it is shown that points on planerfates have the similar values within the surface.
Also observed is some noise around the sensorctoaje It is considered that the noise along the
sensor trajectory is caused from extremely higmipdensity of surfaces with small ranges. Indeed,
the reason of the noise is that the area by neigishie smaller than the positional error of thenpoi
cloud. Thus, it can be thought of that the parameteneighbourhood size needs to be differently
applied according to the local point density ofnpailouds. However, this will be left as furthendy
since the estimation error of surface normal irspgioint cloud data cannot be completely removed
even after adjusting parameters (Mitra and Ngu26e03).
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4.3.3. Range

The calculation of ranges is implemented by twepsta) the definition of a laser shot vector from
target to sensor and b) the calculation of lendtthe laser shot vector. According to these stépes,
laser shot vector is defined by matching of eacetapoint and the corresponding sensor point by
using the time stamp which is included in pointucladata and GPS data. The exact sensor point is
derived by linear interpolation of two points withe closest time stamp. Finally, the range of each
point is calculated by the length of the laser shamttor. The points from a range of greater thab 10
m are filtered. (100 m is the maximum range of LYBt4ted in the sensor specification.)

Sensor 2

Figure 4-9: Estimated ranges (color-coded by randpse line: sensor trajectory)

Figure 4-9 shows the colour coded point cloud lrygasing range, which is slightly shifted from the
sensor trajectory. It can be considered that thifgeghcolour fringe results from the rotated angfe
sensors specified in the offset data. Additiondhgre is no point with a range of more than 100 m.

4.3.4. Incidence angle

Up till now, the required data for incidence anigéel already been processed in previous stepsisin th
step, the angle between two vectors (laser shabvead surface normal) is calculated. As the angle
can be negative or greater than 90° due to thetdireof vectors, these values are converted into a
range between 0° and 90°.

Y

PR

Py ®

«

Figure 4-10: Estimated incidence angles (color-abtg incidence angles)
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In Figure 4-10 the similar colour fringe to Figu4e9 is observed which is parallel to the sensor
trajectory. The different patterns are found inreding objects such as buildings and vegetation. In
addition, it is observed that the noises from thtingation of surface normal are also kept in inome
angle.

4.4, Data correction based on radar range equation

This step is implemented by replacing the estimatadje and incidence angle in equation (2.9),
o O R*0°R¥*gos? [T . Based on weather condition and Table 3-2, aienattion

coefficient (a) is assigned as 0.2 dB/km. Constant factBr) (is set up ad0® for the corrected
results to have the appropriate scope of intessitievisualization.

Sensor 1 ' ; e Sensor 2

Figure 4-11: Correction results by theoretical mbde

Figure 4-11 shows the corrected results of two@sn€ompared with uncorrected data (Figure 4-2),
the contrast between different surfaces becomesewvon road surfaces of near range around the
sensor trajectory. It is also observed that intesssiare much larger than the expected in building
walls and roofs of far range. The problem of thitimod is that the corrected intensities on theaserf
with the same properties look different dependingttteir calculated ranges. For example, in zebra
road marks for crossing, intensities in near raageless bright than those in far range. Moreover,
some building roofs have higher values than roatksnaven though the brightness of roofs is much
less than road marks in reality. Consequenthaiit loe concluded that intensities are over-estimated
far range by the simplified radar range equatiaraddition, it is visually proven that the radange
equation cannot apply to MLS data as well as TUa @@feifer et al., 2008).

The similar results are also found in test data@ the results up to this process are presented in
Appendix A: Correction of test data 2 by the radarge equation. In chapter 5, the result will be re
evaluated in detail.
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4.5. Data correction based on empirical models

4.5.1. Analysis of uncorrected intensities

Sampling

Firstly, samples are manually selected under thgpbag scheme that was described in section 3.5.1.
A sampling procedure is implemented by two stepstwa point clouds are combined from both
sensors and b) a sample set is created by 30 amydles groups from the homogeneous surface widely
distributed in the data set. A sample group is miaglé rectangular patch and its size is flexibly
applied according to local point density. Imagé®taby mounted cameras are referred.

Surface type of sample sets

(a) Asphalt

(b) Road mark

(¢) Pedestrian rvoad
(d) Building wall
(e) Building roof

Figure 4-12: Sampling for defining empirical modigst data 1)
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Figure 4-13: Sampling for defining empirical modst data 2)

As shown in Figure 4-12 and Figure 4-13, five wydgpread surfaces were picked and chosen in test
data 1 and only paved road surface with asphaltsaagled in test data 2.

Analysis of samples

After sampling, the change of intensities with exgpto range and incidence angle is separately
inspected by each sensor. Basically, this analgsisne by box plots due to the variation of intgns
data. Since sample sets have been selected fropwoitiecloud combined with data from both sensors,
firstly a sample set is divided into each sensterl, the sample groups with less than 10 points are
removed in order to increase the reliability of péed dataset. Finally, box plots are drawn by sampl
groups arranged by median ranges in order to obgbevpattern of intensities according to incregsin
range.

Sen! Distribution of median values
Surface Box plot
sor Range Incidence| Intensity
e
Asphalt ;. 24~74 18.8 ~ 73.4 19 ~11p
1 | Road 3 25~74| 223~720 161~ 695
marks |, §
Pede-| 7 5.7~105 63.0~765 77~228
strian | s
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SenA

Distribution of median values

Surface Box plot - -
sor Range Incidence Intensity
R N 14.0 - 14.9 433 - 847
wall |F y 34.0 ~ 39.0
120.7 ~ 22.1 1068 ~ 116
1 - Eeg e -
i - 14.3~18.6 60.9 ~ 64.8
Roof |}, i 24 ~ 357
. . . 22.5~29.0 70.6 ~ 79.7
Asphalt}. 25~10.2| 200~782 5~76
Road |/ & 25~90| 188~759 62~63
marks |, i
' 3.3~52| 43.2~61.1
2 Pe_de- i 73 ~ 110
strian |* e 3
ll11.1~13.3 75.1~79.0
T . 12.1~12.2
4 r
wall | ! 13.9~153 34.9~54.1| 344~ 90
L - 22.3 ~ 23.0
J " 12.9 ~ 18.8
Roof |}, 61.4~785| 28~ 25§
ol i,
1§ 2 22.6 ~ 27.
i

" sompis

Table 4-2: Box p

lots by sample sets (data set 1)
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Seny Distribution of median values
Surface Box plot - -
sor Range Incidence Intensity
1 | Asphalt ? 2.4~17.0 20.7 ~82.3 22 ~ 69
) ?
T il ;?m o ]Ez
2 | Asphalt | ';HE[ 24~241| 184~852 3~50

Table 4-3: Box plots by sample sets (data set 2)

Table 4-2 and Table 4-3 show the box plots of sansgts by range, incidence angle and intensity.
The following trends can be retrieved:

- As expected, it is found in road-related sampls é&$phalt, road marks and pedestrian road)
that the incidence angle is simultaneously incréagsile the range is increasing. Thus, there
is no sample group that have large incidence arngléee nearest range and vice versa. Also,
in the range plots of building-related sample $eislls and roofs) it is observed that sample
groups are divided into two parts depending onplaee of buildings (left or right side of the
road). The incidence angles are almost constant tdueertical slopes of walls and
comparably leaned slopes of roofs. It results fthencharacteristics of surveyed area by MLS
that collects road-corridors from close distan€asnsequently, the limitation in sampling is
reconfirmed that whole extent of independent vdeslfrange and incidence angle) cannot be
inspected in normal point clouds.

In intensity plots, the fluctuating patterns ofeinsities are found in both sensors. Namely, in
sensor 1 intensities are decreased until 5 m,ase@in 5 ~ 8 m and decreased again from 8
m. Also, in sensor 2 they are decreased until §xaneased in 8 ~ 15 m and decreased again
from 15 m. The fluctuating degrees are differemtoading to surface types, however, the
comparable patterns are observed in every plot.

4.5.2. Adjusted radar range equation

As mentioned in section 3.5.2, equation (34¥ | [R* 10™® @:OSC(H)E[Od is employed which
includes four parameters. In the equation the ivelateflectivity (0 ) is determined as the

approximate value since the surveyed area doesnohtde the reference surface and the exact
quantification of natural surfaces is not possiblehis case. For this, sample groups with similar
range and incidence angle are selected from eatdcsuypes based on the drawn box plots in Table
4-2 and Table 4-3. It is determined by median t#nsities of the chosen sample groups. Moreover, in
order to adjust the difference of measurementsofi esensor, relative reflectivity only from a senso
is identically used to both sensors. Thereforeait be expected that corrected results of bothosens
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data would have the similar values and the additipnocess for adjustment is not necessary. Using
the logarithmic least square sum, the four pararsete estimated with a representative set (medians
of ranges, incidence angles and intensities wihimple groups.

Dataset| Sensor  Surface Y2, a b c d

Asphalt 40 3.51 -0.198 -0.70 -0.60
Road marks 380 1.68 -0.223 -3.07 0.13

1 Pedestrian 100 -8.62 0.214 -0.03 4.15

Wall 450 -4.18 0.075 4.48 2.73

1 Roof 250 8.36 -0.057 -0.04 -8.21
Asphalt 40 1.00 -0.006 -0.50 -0.51
Road marks 380 8.29 0.008 6.77 -3.37
2 Pedestrian 100 1.40 -0.031 -0.25 -0.60

Wall 450 0.81 0.003 0.36 -1.18

Roof 250 1.93 0.004 0.02 -2.21

5 1 Asphalt 40 -0.36 0.011 -0.18 0.02
2 Asphalt 40 -20.48 -0.028 -21.11 7.70

Table 4-4: Estimated parameters according to samspts

In Table 4-4 it is shown that the estimated paransetan be different depending on the sensor Also,
the totally different estimation parameters arevwsh@ven in asphalt surface and road marks with
similar extent of range and incidence angle. Thiemint distribution of range and incidence angle i
sample sets can be considered as the possiblenrellsweover, it is noted that the mentioned
problem on extrapolation can be more serious ia théthod. Hence, it is proposed that the final
model needs to be selected considering the disivibof range and incidence angle in a sample set.

Based on the distribution of range and incidenggeawithin each sample set, the final equations are
selected.

Dataset | Sensorl  Applied range (m) Final model

0~7.4 p D R351 EI.OZRX(_O'lgs) EQ,\OS_OJO a L—lo—OﬁO

1 7.4~123 o 0 R 20?029 [gos % o 10*°

. 12.3 ~ 100 o O R Q07RO [pos * @ 1073
0~102 0 [0 RY0 [10PR40009) 057050 o 707051

2 10.5~12.9 o 0 RM™ 07RO [3og 9% g 107%°

12.9 ~ 100 ,0 D R1.93 DOZRX(O.OO4) EOSO.OZO, D.0_221

, 1 0 ~ 100 p D R—036 DOZRX(O.OI]) E¢OS_0180' DOO.OZ
2 0~ 100 p D R—20.48 L—102Rx(—0.028) @05—21.110, DO?JO

Table 4-5: Applied equations according to range

Table 4-5 presents the defined final equationsndpecting the distribution of medians in Table,4-2
two sample sets were included in near range (04-mj.of sensor 1. As their distributions of range
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and incidence angle are compared, it is observadasphalt sample set are more stably distributed
over its extent whereas road marks sample setssimg some parts. Therefore, the parameters for 0 ~
7.4 m are decided by the asphalt sample set. Asgmdestrian road surface exists in middle range
(7.4 ~ 10.5 m), the parameters for 7.4 ~ 10.5 ndefmed by the pedestrian road surface. Findthy, t
parameters for far range (14.0 m ~) is definedheyluilding roof surface since the roof sampleset
more widely distributed than the building wall sdepet. In the same way, the model of sensor 2 is
also determined. As test data 2 has a sample aetsthdistributed in various ranges and incidence
angles, it is defined by one equation for eachaens

ta) Sensor 1 of test data 1 (b) Sensor 2 of test data 1

(c) Sensor 1 of test data 2 (d) Sensor 2 of test data 2

Figure 4-14: Correction results by adjusted radange equation

Figure 4-14 shows the corrected results of test daand 2. Visually compared to uncorrected data
(Figure 4-2, Figure 4-3) and the result by radageaequation (Figure 4-11), it is observed that the
contrast between different surfaces becomes mgrifisant. However, the performance in far range
needs to be more inspected as bright specklesedeetdd in some road marks of Figure 4-14 (d).
More evaluation is required and it will be donehapter 5.
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4.5.3. Data fitting

In this procedure, the same sample sets are apaliddthe behaviour of intensities is separately
analyzed with each sensor as well. As the firgt,stamples are processed by Lambertian cosine law
and surface brightness in order to remove thedfiaamples caused from incidence angle and surface
reflectivity.

| :I— (4 1)
" codd)p '

Where, p = relative reflectivity of sample set

The relative reflectivity is estimated from data isgelf in the same way to previous method. Thas,

in Table 4-4 is applied to each sample set. Afeenaving the bias by equation (4.1), the processed
samples are drawn in one scatter plot as the galdietween range and intensity. In the scatter plot
points are drawn by representative values (mediainsach variable within sample groups.

g w oak g R
%k a > A # =
e T 2 I R 3 “%ﬁ@o LI S
Hep H f ) g#‘: &Q fay A a
| g Wy oo || %
' %A 24 % N @ﬁ Sl N
0 i3 10 Ran;ﬁe(m) 25 330 0 i3 10 Ran;ﬁe(m) 25 330
(@) Sensor 1 of test data 1 (b) Sensor 2 of test data 1
*
* ** *
B 2t
2 *: ¥ 2
[ . * * *
*
. * * *
;?ﬁ***** gﬁi* -
1 1 ¥ e *
0 i 10 Ra”;ﬁe(m) p.i) 25 330 0 5 10 Ra”;ﬁe(m) p.i) 25 330
(c) Sensor 1 of test data 2 (d) Sensor 2 of test data 2

Figure 4-15: Scatter plot by range and processddtiee intensity (reek: asphalt, green+: road
marks, bluet: pedestrian road, blac®: building wall and magenta: building roof)
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Figure 4-15 is divided into four plots by sensod aast data. From the plots it is proven that the
behaviours of both sensors are clearly distinguistigach sensor does not show the significantly
different behaviour in different regions. On thdtpen of intensity with respect to range, the cleang
of both shows decrease after slight increase in e and intensity is stably decreased in fagea
However, the behaviour of intensities in middlegas between approximately 5 ~ 15 m is different
according to each sensor. It is shown that theyaen into the opposite side, or decrease aftepste
increase in sensor 1 and increase after slow deeinaensor 2. Hence, it has to be suggestedhthat
correction models are separately applied to easbose They can be used to the entire data as far as
the data was collected in the same survey.

Sensor Range (m) Equation
0~6.0 |. = 013[R® - 159[R* + 617[R- 603
1 6.0 ~ 10.7 l. =127[R- 558
90263
10.7 ~ le =03
0-~87 l. =—-001R* + 021[R® - 197[R* + 753[R- 837
2 8.7~16.9 I = 032[R- 222
92448
16.9 ~ le ==

Table 4-6: Correction model based on data fitting

Relative intensity
Relative intensity

i i i i i i
o 5 10 15 20 25 30 o 5 10 15 20 25 30
Range(m) Range(m)

(a) Sensor 1 (b) Sensor 2

Figure 4-16: Fitting lines on both data

According to the pattern retrieved from plots, toerection model is determined as the third or ttour
polynomial equation in near range, linear equatiomiddle range and the inversely second order
polynomial equation in far range. As data from f@gions have the similar pattern, both data can be
simultaneously considered. Since test data 1 wasyever, adjusted by approximate surface
brightness and test data 2 still includes sufficeample groups from the unique surface, the {jttin
line is estimated based on test data 2. The roleast square sum is employed in a parameter
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estimation procedure. Table 4-6 describes the ftoatection model in this research. Also, Figure
4-16 presents the fitting lines on scatter plotsrdoyge and relative intensity of test data 2 used i
modelling. It is shown that this plot has much @iéince with the smooth curve simulated by
simplified radar range equation (Figure 3-5). Hoarevhis fitting line is still limitation especigllin

the second sharp peak due to the linear equatiomdufle range. Since natural phenomena usually do
not have this kind of sharp change, corrected sitis around this part would have more errors.
Therefore, it needs to be considered that this insdenly one example to apply to this study. In
order to reduce residuals of estimation, it mustdsted by more sophisticate fitting techniques to
express the found pattern.

Then, the correction of the entire dataset is imgleted by dividing intensity of each point by cesin
of its incidence angle and the calculated correctaxtor (1) by correction model according to its

range (Table 4-6).

(@) Sensor 1 of test data 1 (b) Sensor 2 of test data 1

(¢} Sensor 1 of test data 2 (d) Sensor 2 of test data 2
Figure 4-17: Correction result by data fitting

Figure 4-17 shows the corrected results of test @latnd 2. As the model based on the adjusted radar
range equation has shown, the results are mordisagn than the uncorrected data and the result by
the radar range equation in the aspects of theraginbetween different surfaces. However, some
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speckles are also observed around the cornersapieplsurfaces and vegetation. More detailed
assessment will be done in the following chapter 5.

4.6. Concluding remarks

In this chapter, the adopted methods were impleeaeand three sets of results were presented using
two different regions within the same dataset. Bagse visual inspection of uncorrected data and
three results (Figure 4-2, Figure 4-11, Figure 4abdél Figure 4-17), visual contrast of different
surfaces could be investigated. It can be conclubatithe radar range equation makes intensities in
near range to be compressed and intensities irafye to be exaggerated. On the other hands, it is
found that the adjusted radar range equation amddtia fitting have more significant contrast
between different surface types compared to therétieal equation.

However, during processing errors in estimationcpdures have been found. Especially, this
variation is more seriously observed in surfaceanaestimation of regions with extremely high point
density as well as around corners and edges (itattiobjects. As this estimation error is proptagh

to correction results, the application of methadseistricted to planer surfaces. Furthermore, dbist
by more sophisticate fitting techniques are esakifmi order to improve the proposed correction
models.
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5. Evaluation and analysis

In chapter 4, the correction results have beerotkmred and a simple assessment was addressed by
visual inspection. Thus, this chapter is dedicdimdsystematic evaluation of correction results,
analysis of the possible causes for incorrect tesuld discussion on limitations of correction nisde
The performance evaluation of each model is cargetlin two ways: a) statistical analysis by
samples and b) analysis by comparison of class#igthce types using corrected intensities. Thus,
each following section describes statistical anslgg samples (section 5.1), analysis by clasgifica

of surface types (section 5.2) and concluding rémésection 5.3).

5.1. Statistical analysis based on samples

5.1.1. Evaluation scheme

As this evaluation method provides quantified restilhas been widely used in assessment. In this
step another sampling is carefully carried outtfi@ evaluation of correction models since sampiles i
an evaluation procedure also play a crucial rogt jike that in modelling procedure. The sampling
scheme is same as that in sampling step mentioneddtion 3.5.1. That is, samples are chosen a)
manually, b) by stratified sampling scheme, c) fr@gions with various ranges and incidence angles,
and d) from smooth planer surfaces.

However, there is still some limitation in samplidge to the sampling error in manual sampling and
estimation error. As noticed in section 4.3.2, #imation of surface normal using nearest
neighbours was not completely overcame in the seaamges with high point density. Also, it is not
guaranteed that all sampled points are from thedgemeous surface with unique reflectivity. In order
to minimize bias from the error unrelated on caigcmodels, the outliers need to be excluded from
sampling subjects. Hence, correction models arkiated using intensities betweehadnd upper 99
percentiles and median are more taken into acdbantaverage.

After careful sampling and filtering outliers, thigensities are analyzed by following four aspects:

- Consistency of intensities in the unique surfageetyAs a sample set consists of sample
groups taken from homogeneous surface, it can pected that those intensities have similar
values after correction. This expectation is onduoflamental purposes to correct intensity
data from which the model performance can be eteduby the comparison of medians of
sample groups. The assessment results of correctoatels are figured out by box plot and
the standard deviation between medians of samplapgr Moreover, this aspect is essential
since the correction model is meaningless if sirntylaof intensities in the same surface is
considerably low. Thus, the priority is given téstaspect in overall evaluation.

. Consistency of both sensors: Both sensors wereupeatlby the same manufacturer and take
point clouds at the same time. However, the takeensities show different pattern due to
sensor own systematic factor. The processes hareibdependently modelled and corrected.
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5.1.2.

51.2.1.

However, most laser scanning applications simutiasly use point clouds from both sensors
and even from different strips. For further apiizas it is essential that intensities from both
sensors have to be adjusted to each sensor. Tisestnty of both sensors is demonstrated
by the distribution of intensities collected by ta®nsors from homogeneous surface.

Contrast between different surface types: Sincenwity data are relative values rather than
absolute signal power, contrast between differemfases is important for intensity-based

applications. It is verified if intensities betwesimmilar surface types are similar and if the
contrast between different surface types is cletwever, as mentioned before, studied
dataset is from natural surface and does not iecleference targets. Thus, the exact
proportion of surface reflectivity cannot be qufiet. Only the approximate surface

brightness is applied which is observed from imdgesounted cameras.

Local noise reduction of intensities: Even if it @ipposed that the effect of noisy
characteristics of laser scanning data can be éghdyy filtering process, uncorrected
intensities still vary due to the influence by rarand incidence angle. In previous evaluation,
the variation in overall region was inspected wherthe variation in small local regions is
investigated in this evaluation. Therefore, thel@aton of this aspect is presented by
comparison of standard deviation of intensitiesimita sample group (patch).

Results analysis

Sampling for evaluation

According to mentioned sampling schema, sampleaetereated. In test data 1, four widely spread

surface

s are examined: paved road with asphald nearks for crossing, building wall painted in

white and building roof. In test data 2, only adplsarface is examined. In order to minimize the
noise caused from mistakes in manual sampling,infeges are referred which are taken from
mounted cameras.

Figure

5-1 shows five selected sample sets (foumftest data 1 and one from test data 2) from

homogeneous surfaces. Each set consists of teresgnopips that are chosen using small rectangular
patches. As a sample group represents model pexfaenin a certain range and incidence angle, it is

intende

d that a sample group has less diverse mmgiéncidence angle. The median is used as the

representative of range and incidence angle fanapke group. Table 5-1 shows the distribution of

median

s of ranges and incidence angles that eacplesset has. The standard deviation is less than

0.4 m and 3° respectively for range and incidemnugleawithin sample groups. In addition, it is

intende
sets in

d that the (a) and (b) sample sets arehdiged in the near range (below 10 m), (c) and (d)
the far range (above 10m), and (e) sanwilénsthe various ranges in order to inspect the

performance in a certain range.
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@

Test data 1
(a) Asphalt
(b) Road marks
(¢) Building wall (painted in white)
(d) Building roof
Test data 2
(e) Asphalt
Figure 5-1: Sampling for evaluation
Sensor Variable (@) (b) (©) (d) (e)
Range (m) 24~52 25~74 140~22.1 14.3~26.5 2843
1 Incidence
angle (°) 188~639 220~726 33.8~39.1 60.5~78.827.5~86.8
Range (m) 26~7.8 25~10.1 121~229 129-~26.1 HA2.6
2 Incidence
angle () 219~73.1 19.0~77.4 352-~315 615~77.8421~871

Table 5-1: Distribution of medians of ranges anddence angles

5.1.2.2. Evaluation results
Consistency of intensitiesin the unique surface type

In order to verify if sample groups in a uniquefaoe are similar, intensities of each sample granep
compared. In Figure 5-2, each figure consists ofex plots which are drawn by ten sample groups
in a homogeneous surface. The x-axis of figurekassample groups arranged by median of ranges of
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points within a sample group and the y-axis istredaintensity value. Thus, figures can be regarded
as a plot of relative intensity by a function ohge. However, it has to be kept in mind that the
intervals of median range between sample groupdiffezent. The values below plots are derived by
standard deviation of ten medians that are caledlatthin each sample group. From the values, the
general consistency between sample groups cantlireealby standard deviation in Figure 5-2.
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Figure 5-2: Comparison of sample groups in homogeserea

For general consistency, it is observed that tHaraange equation makes smaller the variatiom)f (

asphalt surface of the nearest range (below 5 néreds the variation of other sample groups is
increased in further range (above 5 m). Moreowds shown that their plots are even fluctuating in
far range. The adjusted radar range equation inggr@onsistency in (a) asphalt, (d) roof and (e)
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asphalt surfaces, but other surfaces have largetiesm. On the other hands, in the data fittingsit
shown that variance of most surfaces is improvedchaintained comparably. From this result, it is
noted that the radar range equation does not gdyopamrect intensity in far range and adjusted rada
range equation discloses limitation in the surfiypes that are not included in parameter estimation
due to the overlap of the estimated range (sedtid:2).

Consistency of both sensors

Secondly, the distribution of intensities is exaesnfor consistency of sensors that are used
simultaneously. In Table 5-2 the distribution i®gented by median and standard deviation for all
points in each sample set rather than sample group.

Uncorrected Radar range Adjusted radar

Surface Sensor data equation range equation Data fitting
1 43.0/ 14.6 4.8/ 3.2 36.1/12.1 33.9/9.4
(a) Asphalt
2 34.0/ 10.9 4.8/ 4.9 32.2/13.9 32.7/11.0
(b) Road 1 435.0/ 151.4 54.7/ 234.6 410.7/ 120.8 372.2/127.1
marks 2 444.0/ 159.2 51.1/217.6 417.8/ 233.3 426.2/ 227.2
() Wal 1 615.5/341.1  2,899.0/571.5 1,234.7/ 456.2 3187 6
C al
2 531.0/217.4  2,481.7/851.5 1,559.4/ 475.8 35%9/8
(d) Roof 1 61.0/ 129.5 1,231.3/611.1 209.3/ 125.9 135.8/ 67.4
2 61.0/ 65.5 946.5/ 548.4 210.4/ 131.4 126.6/ 71.3
1 41.0/ 9.7 4.6/ 52.0 35.4/ 8.3 32.5/ 6.4
(e) Asphalt
32.0/13.8 6.9/ 520.5 27.6/ 1.6x€'° 34.5/54.6

Table 5-2: Distribution of intensities (median astdndard deviation)

In the comparison of two medians by each senstiglds that the data fitting adjusts intensities by
two sensors better than do other methods. Théalhésradar range equation has serious limitation in
(c) wall and (d) roof surfaces of the far ranger @ adjusted radar range equation larger diffaren
is found in (c) wall surface. The data fitting sloeomparable intensity values in all sample sets.
Larger difference, however, is still observed ifgbt surfaces: (b) road marks and (c) building wall

Contrast between different surface types

This aspect is evaluated by the relative surfagghbress in Table 5-2. For example, road marks and
white walls have the similar brightness and areytigr than asphalt and roofs. Thus, it can be
expected that (b) road marks and (c) wall surfdeee similar intensities and are higher than (a, €)
asphalt and (d) roof. From this point of view tlesult by the data fitting has reasonable scope of
intensities (asphalt - roof - wall - road marks)esdas the results by other models show unacceptable
intensities in some surfaces. For example, therreadege equation shows over-estimation in further
ranges, e.g. (c) building walls and (d) roofs aremhigher than (a) asphalt and (b) road mark,Als
for the adjusted radar range equation it is shdwn (c) building walls has higher intensity comphre

to other surfaces even though it is less bright {{# road marks in reality.
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Local noise reduction of intensities

For this evaluation, the local variation of intdies is inspected for five sample sets. Since dall
variation can be derived from standard deviatiora isample patch, plots are made of ten standard
deviations within each sample group in surface syffégure 5-3). As the sample groups are also
sorted by ranges of sample groups, plots can beidemred as a function of standard deviation for
range and this order of sample groups is samegor&i5-2. It needs to be considered that too large
standard deviation in (e) asphalt surface type reaylt from small sample size (less than 10) due to
low point density of far ranges: the sample nundiéf, 8, 9 and 10 in (e) asphalt surface.
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Figure 5-3: Standard deviations within sample grsup
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In Figure 5-3, it is shown that most lines are laltbve the uncorrected data. It verifies that local
noise of intensity data is not reduced in mostame$ even if outliers within sample groups havenbee
already filtered out. When each method is investigathe radar range equation which is presented in
green longer dashed lines shows irregular variaion example, the noise is decreased in (a) asphal
sample set of near range whereas it is irreguladseased in other sample sets of further rangat Th
is, it is noted that this method does not haveilgtaleven though it is working better in near rang
On the other hands, the results by the adjusteatr rathge equation (blue dashed line with a dot) and
the data fitting (red small dashed line) are comablar with uncorrected in most surfaces. However, it
is observed that the result by data fitting vatess than the result by adjusted radar range exuati
By the same token as previous evaluation, it ischthat the result by the data fitting has smatiess
than that by adjusted radar range equation in sw$aces.

5.1.2.3. Conclusion

From the above analysis on four aspects, it isaledethat the radar range equation does not
reasonably work in MLS data. Indeed, it over-estendhe intensity data with increasing range st tha
all intensities in far range become larger thaneaar range. For the adjusted radar range equati®n i
shown that unreasonable results are produced isattmple sets which are not involved in a parameter
estimation procedure. The evaluation in (a, €) alspand (d) building roof, which are used in
parameter estimation, shows better results théln)iand (c) surfaces in most evaluation. On themth
hands, for the data fitting better results is obsdrcompared to other methods. Therefore, it is
concluded that for MLS data the empirical modeldobapproach is more suitable than the theoretical
models. The data fitting by the found trends perfobest for MLS data among the methods tested.

5.2. Analysis by classification of surface types

5.2.1. Evaluation scheme

Up to now, the quality of methods has been stdyielaluated. Thus, in this section more practical
evaluation is performed with the result correctgdh® best model selected in previous evaluation.

As the classification of surface types is the difadicator on usability in laser scanner applicas
as well as the result provides broader informatinrcontrast, the classification of road marks iedtr
from ground points which cannot be carried out pgtsl geometry. For this test, another test asea i
used which is cropped from the same dataset. Treshhld for classification is derived from testadat
1 by statistical figures under the assumption that reflectivity of surfaces is uniform in whole
dataset. Finally, it is implemented by followingrdk steps: a) filtering of non-ground points by
segmentation, b) correction of intensity data, apdclassification of road marks. The result is
evaluated by visual comparison for classificatigrubcorrected data.

5.2.2. Results analysis

Based on the conclusion derived from pervious segcthe result corrected by the data fitting isads

in classification of surface types (road marks)re;lehe threshold is defined by the 5% and 95 %
percentiles of road marks points sampled in tet daand is applied differently according to each
sensor.
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Data Sensor
1
Uncorrected ',:g;f.}
data
2
1
Correction
by data
fitting = - Nesried a4
2 e v

Figure 5-4: Classification result of road marks

In Figure 5-4 compared to classification by uncoted data, it is shown that after correction thiseo

in most regions is reduced. At the mean time, thisenin some parts is increased such as the upper
left in sensor 1. It is found that the noise is gyated in the points taken from larger ranges. In
addition, it was shown that the correction in nesarge is reliable enough to extract detailed object
(Figure 5-5). However, for more reliable results behaviour in far range needs to be more inspected
Also, it is noted that additional polynomial moddts fitting have to be tested to express the
examined pattern.

Figure 5-5: Example of a classified detailed obj@jtimage by digital camera, (b) uncorrected data

and (c) corrected data
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5.3. Concluding remarks

In this chapter, detailed evaluation results oé¢hcorrection methods have been presented based on
statistical and practical approaches. As analyzethé statistical approach, the radar range equatio
showed the decrease of intensities in near rangehenincrease in far range in all evaluation rssul

It is concluded that the radar range equation can@ased in correction of MLS intensity data which
are mostly taken within range of 50 m. It is indifg noted that aside from ALS data sensor system
properties have to be more inspected in MLS datareller, the adjusted radar range equation
showed limitation in surfaces that are not incluite@dn estimation procedure. On the other hands,
overall scope of range and incidence angle hasetsampled and examined in order to define
parameters of two independent variables. It, howasdlifficult in normal survey as long as it istn
intended. Therefore, it is concluded that this madtban be applied to only points with the similar
geometry to sampled data rather than the overédisda Compared to other methods, more reliable
results were presented in correction results byddita fitting. However, less accurate results were
detected in surfaces with different brightnessdphalt surface which is used in modeling as well as
in far range that was not thoroughly inspectedtduack of examined samples.
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6. Conclusions and recommendations

6.1. Conclusions

This research aimed at developing the correctiodehof MLS intensity data, which have systematic
biases by influencing factors such as range, imtideangle and atmospheric attenuation. In order to
achieve this main objective, six research questicere formulated. (See section 1.2)

For the first question on reconstruction of scaongetry into range and incidence angle, it was
presented that they can be extracted from pointddpcorresponding GPS data and offset data. It was
not straightforward due to several estimations. Elmv, range and incidence angle were
reconstructed respectively from the length of vecfoom sensor to target, and the angle enclosed by
this vector (from sensor to target) and the surfamenal, which is estimated from nearest neighbour
points.

The second and third questions on the relatiomtenisities with respect to range and incidenceeang|
could be answered by box plots of sample setsdtiose4.5.1. In this plot, the box plots arranged b
range had the drastic trends in near range. ltrexgsaled that the two sensors have clearly difteren
patterns. Moreover, it was enlightened surface hbmigss hardly affected to essential pattern of
intensity and only the difference of changing degnas detected.

For the fourth question on modelling, three moaese inspected. Based on the detected patterns, the
simulated intensity by the radar range equationamckection result, it was noted that the radagean
equation has definite limitation in MLS data the¢ gaken from close range (mainly below 17 m). The
detected relation was modelled by empirical fumitica) the adjusted radar range equation with four
contribution parameters and b) the data fittingedasn the relation between the range and intensity
corrected by Lambertian cosine law.

The fifth and sixth questions on performance evadnawere answered in chapter 5. Three models
could be assessed statistically under overall et frame and practically from one of laser
scanning applications. Based on analysis of resaftsoduced by correction models, the following
conclusions are drawn:

- Aside from range and incidence angle, there arernmfluencing factors for intensity such as
sensor system factors and signal beam diverger®y fave been normally described in the
full radar range equation. However, it was founat tteliable results can be obtained by the
function of intensity with respect to only rangelancidence angle. This property will be able
to be used for further improvement of correctiordelo

- Physical experiments on laser beam propagation fexealed that signal power is reduced
by inversely quadratic function. However, in thésearch it was shown that this function is
not proper to express intensity behaviour especiall near range. In near range, sensor
system factors affect to measurement of intengitg dhore than do other influencing factors.
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- Two sensors, which are mounted in one system ptatimd made by one company (Optech),
showed different trends for intensities. Therefargensities of each sensor have to be
corrected by individual correction models. In ortieibe able to derive one universal model
for MLS with multiple laser scanners, a high acterreelative correction of the individual
scanners is a pro-requisite. This kind of propéidg to be considered for further studies to
develop correction models for MLS.

As the behaviour of MLS intensity showed differgatterns in near range, correction of intensity
data could not be managed by the simplified radage equation that ignored system factors as
constant factor. Moreover, correction of MLS inténsdata has been difficult since the
information on sensor system factors have not bpewvided by sensor manufacturers.
Comprehensively, in this research it has been shbatrthe empirical model based approach can
be proposed as the possible solution for lack ¢& da system factors in order to serve simple
application such as the extraction of road marks.

6.2. Recommendations

This research showed that empirical functions dépgnon the range and incidence angle can be
used in normalization of MLS intensity data. Howeae addressed, sampling has to be carried out by
lots of manual works. Also, in normal laser scagnilata it is not possible to sample a set of points
including overall scope of the range and incidenogle. Moreover, less reliable results can be
generated due to error propagation during estimapimcedures such as surface normal, driving
direction of a vehicle, and modelling of empiridainctions. In order to improve the developed
algorithm, it is recommended as the following:

In this research sampling is one of the cruciabpdures since samples act as representatives
of whole data in data fitting. The behaviour ofeimsities in overall scope of range and
incidence angle could not be thoroughly inspected t lack of samples in homogeneous
surfaces. Therefore, the behaviour of intensitias to be systematically examined in the
overall scope of range and incidence angle whiah loa taken by MLS. The proposed
correction model, based on Lambertian cosine lagvthe fitting line from a part of range,
can be improved by replacing them into examinetepasg.

- As mentioned, estimation of surface normal in ngigynt clouds is not a straightforward
process. Several algorithms have been proposed had been noted that a number of factors
need to be considered such as point density, surfacvature and geometrical noise.
Therefore, more robust estimation method of surfamenal will be able to help to reduce
noise due to the estimation error of surface narmal

- More sophisticated technique can be introducedefine best-fit regression line. In this
research only simple polynomial functions have based, however, it is not sufficient to
define complicated patterns. Especially, linearagigun currently makes sharp peaks in the
intersection of two functions. Therefore, fittingtlv other polynomials may help to better
model.
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6.3. Further study

According to the requirement for systematic test awerall ranges and incidence angles, an
experiment by reference target was organized.nisat deriving an empirical function of intensity
with respect to various ranges and incidence ar{gléfie, 2010).

In the experiment the calibrated reference targét itnown reflectivity behaviour was used. It was
made of Spectralon® with Lambertian surface prgpéidr scanning of target surface Optech LYNX
system was used, which is the same device emplaythis research. The experiment consists of two
main parts for range and incidence angle. For sitgtbehaviour versus range, 26 measurements ware
performed from 2 to 52 m in 2 m step. For incideangle 9 measurements were collected on a target
rotating from Q° to 72° with 9° step at a distaot&5 m. Each measurement was collected two times,
whereby the vehicle drives to and from in one dicgcat a distance from the target. As range and
incidence angle could not be directly measurednduthe data collection, the places and rotated
angles of the target were determined consideriagetative distribution of the distance and angle.

(b)
Figure 6-1: MLS intensity experiment by refererargét (Hofle, 2010)

Up till now, scanning of reference target has beamied out in Rheine, Germany at™.fan, 2010
(Figure 6-1). From the collected data, the follogvatatter plots can be derived by the same way as i
this research: that is, 1) Points on the target@pually sampled, 2) the geometry is reconstruded
the range and incidence angle, 3) the represeatadts of points on target are made of averages of
the range, incidence angle and intensity, and d)stiatter plots are derived separately according to
the experiment types (range and incidence angledddition, plots are divided according to driving
direction (to and from) as the range and incideartgle from two ways are different.

For the distance experiment, the minimum and maximumber of points on the target was 4 in far
range and 188 in the nearest range, and no poistfaand in 5 targets. The minimum and the
maximum mean range were 1.93 m and 65.71 m, and me&nsities varied from 4.3 to 1132.7. All
points contained the incidence angle of 26° ~ H8%ever, the standard deviation within a target was
less than 0.7° in near range (less than 12 m)esmwdthan 0.1° in far range (more than 12 m).

For the incidence angle experiment, two strips viespected only from sensor 1. The minimum and
maximum number of points on the target was 18 andaBid the maximum and minimum incidence

59



RADIOMETRIC CORRECTION OF MOBILE LASER SCANNING INTENSITY DATA

angles were 2.96° and 71.13°. In the same tokepeialts included the range of 18 m ~ 21 m and the
standard deviation within a target was less thamf.in all cases. Mean intensities also varied from
18.7 to 256.1.
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Figure 6-2: Scatter plots of experiments (pedstrip 1 of sensor 1, magenda strip 2 of sensor 1,
blue+: strip 1 of sensor 2, blaek: strip 2 of sensor 2)

Based on points on the target, the scatter plasdaawn where individual sensors and strips are
superimposed in different colour and symbol (Figg#®). From the experiments it is noticed that both
sensors have the similar trends for the rangehsupéak points are made in the different rangeso Al
enlightened is that the radar range equation hésitgelimitation for MLS and the incidence angle
must be considered in the correction of MLS intgnsiata. Consequently, this experiment could
solve the limitation due to restricted samplingttharmal scanned datasets have. Furthermore, it is
anticipated that more systematic tests on fittimgivetd data and more detailed inspections on
behaviour in near ranges (below 20 m) would be shhelp the improvement of the proposed models
in this research.
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Appendix A: Correction of test data 2 by the
radar range equation

o Pre-processing

Sensor 1 : 8 : Multi-echo o Sensor 2

@ : Outliers

P
Sensor Multi-echoes Ouitliers Remains Total

1 (driver side) 56,341 (12.2%)  1,391(0.3%) 405,042 (87.5%) 462,774

2 (co-driver side) 54,757 (11.4%) 2,327 (0.5%) 424,595 (88.1%) 481,679

o Surface normal
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o Incidence angle

Sensor 1
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