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Abstract

Identification of a disease patterns is an impdr@spect in epidemiology studies. The study of
disease patterns comprises of spatial, temporalspatial-temporal patterns of a disease. Several
methods exist to uncover disease patterns. Thesigodse can be classified into retrospective and
prospective studies. In retrospective studies @mestudy about the history of a disease. This study
can be grouped into visualization studies, clustgrnalysis and correlation studies to find the
explanatory variables influencing the detected guatt Prospective analysis is performed for an
earliest detection of a future outbreak particylddr infectious disease. This can be performed by
either simulation models such as agent based dimulanodels or cellular automata. The major

challenge of using these models is the validation.

This research aims to find whether spatial temppatiierns that exist in empirical data can be used
for validation of an agent based simulation modelusing pertussis dataset. The spatial layers of
interest of this research include, European coemitiihe Netherlands at municipality level, Twente

regions at the municipality and postcode level Bndchede at the postcode level. Temporal extent
was year 1993 to year 2004.

Methods used in this research are the mathemdtioalula which was used to define epidemic and
endemic years of the European counties. At Europmaal, the analysis of synchrony and travelling
waves were performed. Week rank method was useadetatify hierarchical pattern of spread of
pertussis at in the Netherlands at the municip&diael, Twente region at municipality and postcodes
and Enschede at postcodes. Space-time scan statessi used to detect spatial temporal clusters
which was further categorised to see if there &aichical spread pattern that can be compared to
week rank.

At the European countries, we observe synchronytenelling waves of epidemic for some of the
countries. No global patterns observed for thiselM@ank method identify the hierarchical pattern In
the Netherlands at the municipality level but tpatern could not observed in Twente region or
Enschede city. Moreover space-time statistic det&atistical significant clusters of an epidead
endemic years. These clusters were analysed andte@ to 7 clusters which originated in urban
areas against 23 clusters which originates in rarehs during epidemic year while during endemic
year 6 clusters originates in urban areas andudeark originated in rural areas.

This findings fails to validate the agent basedusittion models since for validation to take place
multiple patterns should be observed in differeetdrchical level. The observed pattern should be
used as a guidance to validate agent based siowlatbdels. With this patterns in the simulated data
should match with patterns in the empirical datarther research is recommended to use different
methods to identify patterns in a disease data.

Key words: Synchrony, travelling waves, week rank, space-tivan statistic
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SPATIAL TEMPORAL DYNAMICS IN DISEASE DATA

1. Introduction

1.1. Motivation and problem statement

Identification of disease patterns has been oftgreportance in the study of infectious disease.
Epidemiology can be defined as the science condewith the study of disease behaviour in both
space and time and their causes in a human popul&tudy of disease patterns will guide to idgntif
high risk areas and seasons as well as the pmdiofi the coming outbreak so as to assist in the
control and preventive measures of the disease aadiest possible time[1]. Disease patterns @n b
studied differently depending on the type of theedse for instance many infectious disease such as
influenza, measles, cholera, tuberculosis and pggthave various characteristics in common so they
can be grouped together [2]. Disease patterns ealdssified as spatial patterns, temporal patterns
and spatial-temporal patterns.

Spatial disease patterns identify physical locaabrwhich a disease is to be observed. During the
investigation of spatial disease patterns of aedtbus disease on the appropriate scale of asatysi
required so as to identify the existing patternperty[3]. The identification of spatial patterns yna
change as the spatial scale of analysis changetodbe phenomenon called Modifiable Areal Unit
Problem (MAUP).To minimize the effect of MAUP it required to investigate spatial patterns of a
disease in more than one areal unit. The appreppattern will be observed in the areal unit where
MAUP effect is regarded as minimal.

Temporal patterns are important in identifying seas influences as well as periodic patterns of a
disease outbreak [4]. In order to get a clear ioeaeasonality of transmission and periodic of a
disease it is necessary to compare more than anpotal oscillations to see if they oscillate
simultaneous, with rising and falling in the sanmet period [5]. For instance, the periodic pattern
before vaccination can be different from the pategter vaccination.

A spatiotemporal pattern is important for genegtthsease spread hypothesis which may in turn
inform the disease control and prevention strateffi¢ In the study of spatial temporal patterns we

can consider epidemic and endemic year of andtiofexdisease. Epidemic periods can be defined as
phases when new cases of a certain disease, e lguman population, and during a given period,

substantially exceed what is expected and endehaisgs can be defined as time periods in which the
disease occurs at a constant but relatively loe/irathe population.

Furthermore, study of disease spread includesasiisaates in the neighbour's areas since
geographically close areas tends to have simitasraf disease than distant areas [3].

Several existing methods have been carried outtudysinfectious diseases with the use of
Geographic Information System (GIS). These mettavdscategorised into retrospective studies and
predictive studies. Retrospective studies look batkan outbreak that already took place to
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understand their spread mechanism. Moreover, thespective studies can be grouped into
visualization studies, cluster analysis (to findusumal high number of occurrences), wavelet analysis
to find the repeated periodic waves. Predictivelissiare for the detection of future outbreakshef t
disease whereby several statistical methods suspadisl scan statistics.

Furthermore, different simulation models such agnagbased simulation models and cellular
automata have been developed to assist in preglistidies. A major challenge of using these Agent
based simulation models is the validation of themalels. In ecology they used the strategy called
pattern oriented modelling (POM) to validate thegaulations. A key idea of this POM is to use
patterns observed in a real data. These pattenes thabe identified at different hierarchical level
Then based on the observed pattern in areal syatemodel structure of an agent based simulation is
designed [7].

This research aims to find whether spatial temppagierns that exist in a disease data can also be
used in the validation of an agent-based pertsasiglation model

(Figure 1-1).

Empirical Disease
Data

h 4 ¥ h

Y
Pattern 1 Pattern 2 Pattern3 | | T Pattern n

r k4 Y

l Pattern 1 ‘ Pattern 2 Patteen3 | | * Pattern n
F

3 ' -~ '

Simulated Disease
Diata

Figure 1-1 Patternsin empirical data and patternsin simulated data
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1.2. Research objective

The main objective of this research is to findtigpaemporal patterns by comparing endemic and
epidemic of disease data.

1.2.1. Specific objectives

1. To identify hierarchical spread patterns of a aésedata

2. Toidentify synchrony and travelling waves of aedise data

3. To detect clusters of a disease data

4. To use the detected patterns in the validatiomaigent based simulation model

1.3. Research Questions

1. Can we observe hierarchical spread patterns cfedée data?

Can we identify synchrony and travelling waves disease data?

3. Can clusters be identified according to their sgpaémporal characteristics and can this lead
to identification of different patterns of an epitie and endemic year?

4. Can the detected patterns be used to validate bBgeat simulation model?

n

1.4. Overview of the remaining chapters

Chapters in this research are arranged as follows;

Chapter 2- Literature review

This chapter discuss the concept of pattern oriem@delling and disease patterns. In addition
,methods for identifying spatial temporal patteansdifferent scales are also explained.

Chapter 3- Data description and Study area

In this chapter the data used are described. S@anddhe origin of the data will also be described.
The chapter will also give the quality of the datagsed and criteria used for selecting appropriate
data suitable in this research.

Chapter 4- Research methods

Methods used to identify disease patterns are ibestrThese methods includes week rank which

used to determine the hierarchical spread pattenus Satscan which used to detect clusters in a
disease data. The Chapter will also provide therga®n of method used to define endemic and

epidemic years for European countries.
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Chapter 5- Results of the analysis

The results obtained via the methods will be exauahiin this chapter

Chapter 6- Discussion conclusion and recommendations

The results obtained via the method will be disedsé addition the conclusion and recommendation
for further research in areas which needs furtesearch will be provided.
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2. Literature review

2.1. Introduction

This chapter gives a general overview of patterrented modelling. It gives description of disease
patterns including spatial, temporal and Spatiaigeral patterns and methods that exist to identify
those patterns. Moreover the chapter gives an @wenof pertussis and patterns that exists for
pertussis. The Chapter will end by the summarhefdahapter.

2.2. Pattern oriented modelling

Pattern-Oriented Modeling (POM) is an approachdtidm-up complex system analysis which was
developed in ecology for agent-based complex systedels. POM explicitly follows the science
research strategies which must begin with the egtians of patterns observed in real system. A
pattern refers to characteristics, clearly ideetifistructure of nature itself or data extractednfro
nature. Patterns contain hidden information abbatgrocess generating them of which purpose of
POM is to uncover this information][8].

In pattern oriented modeling, the observed pattarmbe used in three aspects: to optimize the model
structure, test theory and reduce the parameteartancty of an agent based modeling [7, 9].

2.2.1. Optimize the model structure

Patterns in a designed model must be able to aapnportant features of real systems at different
spatial and temporal scales and different hieraethevels[9]. If the model is too simple it wilbhbe
able to capture all important feature of a reateays Again if the model is too complex it will cam
many degrees of freedom to fit the empirical datzerefore, a designed model should be structured
in a way that it balances the fitness and the cermy of the model.

The main objective of pattern oriented modelingoisise multiple patterns observed in real system
which guides in the design of the model structWg[Focusing on multiple patterns on the model
design, the patterns observed at different spatidl temporal scales and different hierarchicallleve
are needed at the same time. This is to producsitidation results that are close to all pattéros

the real system. To do so, one can include in #sgded model structure, characteristic of the
observed pattern and its dynamics together withvér@bles and the process causing the pattern to
emerge.

The designed models are more likely to be strultyuraalistic model if there is larger number of
different patterns at different scales and hienagathlevels that are matched [7-9]. Additionally,
structurally realistic model that matches patteanglifferent scales of the real system facilitate a
direct comparison of the model in relation with ehstion. It should be complex as is required to
reproduce the patterns and to fulfill the objedive
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2.2.2. Test theories

After the designing of the model structure, diffgralternative theories of the individual agent’'s
behavior can be used in testing how well the systepmoduces the characteristic patterns. This
approach of using alternative theories is refeteeds “strong inferences” [10-11]. These alterrativ
theories are then implemented in agent-based sysietel to test which alternative best reproduces
the variety of patterns that characterizes the sgstem. The theories that reproduce patternsatigat
closer to the observations are maintained andhtheries that reproduce poor predictions are rajecte

2.2.3. Reducing parameter Uncertainty

To define how well the predicted patterns matchlite patterns in the real system, one can set the
uncertainty boundaries of the model parameterd. pdtterns observed in the model need to be met
for the parameter setting to be accepted. If thrarpater setting fails to produce the pattern at tha
range of acceptance level then the designed madel to be improved. Additionally, if the designed
model is within, the uncertainty boundary is makelly to be structurally realistic as well as makin
the interaction parameters to interact in a waylainto interactions in the real system.

2.3. Disease patterns

Detecting patterns in disease data is the most rit@pbaspect in epidemiology studies. In disease
studies, patterns identifies disease behavioupace, time or both space and time in a defined huma
population [5]. Disease patterns can be obseriféetehtly depending on the type of a disease to be
studied. For instance, infectious disease such eatugsis, influenza and measles have various
characteristics in common like; the spread of dieeia contributed by personal contact, treated by
vaccination and they are endemic disease with epidpeaks which occur at a certain period of time
hence they can have similar patterns. Study obdes@atterns can be categorised into spatial pajter
temporal patterns and spatiotemporal patterns.

2.3.1. Spatial Patterns

This study of spatial patterns of a disease is drdicular interest in epidemiology since it idéas

high risk areas. When performing the analysis dftiap disease patterns, one must consider the
appropriate spatial scale (areal unit) to use dteoto identify the existing spatial patterns amel bhest
disease measure [3].The identification of spatidigrn of a disease may change as the spatial agicale
analysis changes due to the phenomenon called MbhtifAreal Unit Problem (MAUP).To minimize
the effect of MAUP it is required to investigateaipl patterns of a disease in more than one areal
unit.

The smallest areal unit are spatially accuratdahmyt are heterogeneous and the largest areal avet h
less accuracy and more homogenous. Spatial disgibarising from areal unit of low population
have higher variances and are therefore more uastaimpared to areas with higher population [3].
Spatial patterns can be described in terms of elsisvhere unusual high number of incidence cases
than expected is detected. These clusters may bernaud at a variety of scales or spatial units
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ranging from world wide, regional, local to houskhscales [12-13]. Spatial unit of analysis should
match the scale at which the clustering occurssstbaave a clear overview for high risk areas to
enable further investigation. Appropriate detectioh disease clusters may contribute to better
understanding of disease spreading mechanisms.

2.3.2. Temporal Patterns

The study of temporal patterns is important in tdgimg seasonal environments as well as periodic
patterns of disease outbreaks [4]. In order toclgstr idea of seasonality of transmission and pésio
of a disease it is necessary to compare more thantemporal oscillations to see if they oscillate
simultaneous, with rising and falling in the sarimeet period [5]. Clusters may also occur in timehwit
which high rates and low rates of a disease inrticpdar location can be detected. Moreover, in
relation to best temporal scale, appropriate tinng temporal window) for the identification of
disease rates must be defined as accurate aslpo3smporal clusters may be defined within a range
of years, months, weekly up to single day.

For an infectious disease improvement in detediioeliness for even one day might be of particular
significance in public health to react quickly e tbeginning of an outbreak [14-16]. However, & th
temporal window is too small it can reduce the powkrapid detection of a disease and if the
temporal window is very large it might result tadaletection of an outbreak whereby public health
officials will not benefit from these [17]. Therefy the temporal scale of analysis must be
appropriately selected to enable early detecticen difease.

2.3.3. Spatiotemporal patterns

Spatiotemporal patterns of a disease data in aleepology, describes study of the spread of disease
in both space and time [18]. This can lead to keolye of when and where outbreak occurs so as to
have better understanding of the underlying caabadlisease and future prediction of an outbreak.

Spatial temporal patterns of a disease can beestuditerms of disease diffusion, disease pergisten
and disease fadeout. Disease spreading or diffusicnrs when a disease is transmitted to a new
location leaving out its origin or source at a giyeeriod of time [19]. Example of a disease spmagdi
pattern is illustrated in Figure 2-1. In the figirshowed different direction of spread of a dseas

the time changes. This is a kind of hierarchicakag of a disease where by the disease is spreading
to the new location leaving out its origin.

Disease diffusion patterns of an outbreak mustidens geographical distance for a disease to spread
In relation to this, it has been reported that aigespread is much related to nearest neighboas are
due to the fact that geographically close aread terhave similar patterns of disease spread than
distant areas [3]. This pattern of neighbourhood aBo be explained by the travelling waves of a
disease. Travelling waves can be explained by tbeement of a disease especially if a disease is
infectious from one location to another. This waveght change due to the effect of spatial
heterogeneity in population density or populatitre sand temporal changes in parameters (e.g. the
introduction of vaccination against a diseasejigease dynamics [4, 20-22]. The study of travgllin
waves is of particular important for understandingchanism of spread of a disease particularly
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infectious one. In most of the cases the travelimyes might not be detected due to lack of spatial
temporal data at an appropriate scale level. Theselling waves may also spread in terms of
hierarchies whereby the waves move from the ardaighf population to areas where population is
low. This hierarchical spread of a disease hasgutée occur in most of the infectious diseases.

Different methods exist to identify travelling wavand hierarchical spread of a disease. For instanc
the hierarchical spread and travelling waves patbémmeasles has been studied by B. T. Grenfell, et
al [4] by using wavelet analysis. From this stuldgyt concluded that the disease spreads from large
cities to small cities. The study hierarchical pats of pertussis was also studied by Héléne Brputi
et al., [20] by using week rank method. They algported that the disease spread starts in urban
before it moved to the surrounding rural areas.

Furthermore, disease persistent occurs when thexeriinimal population size below which a disease
can not maintain itself without external input [ZIB-25]. The disease persistence may have large
increase in number of cases and longer periochw tiut little increase in the infected area. Dieeas
fadeout occurs when there is a gradual decline dif@ase until it dies out in a given location at a
given period of time.

The spatial temporal synchrony can also be expliabnyethe identification of spatial synchrony of a
disease. For an infectious disease synchrony caddemtified if epidemic peaks of a disease in all
populations occur simultaneous in space. It isegdeicontrol a disease if an outbreak is synchusno

in space (e.g. if an outbreak peaks in all popotatimultaneously) than when an outbreak is
desynchronized in space. If an outbreak is desymihed in space, disease fadeout in one location
might be only for a short period of time since tligease outbreak can be reintroduced again through
new cases from the neighbouring locations [5]. this reason, detection of synchrony in disease
spread is vital in epidemiology for controlling aredaccess the whole picture of a disease dynamics.
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Figure 2-1 : Example of spatial temporal dynamittgya of a disease. The coloured polygon is the
active one. T1, T2, T3 and T4 indicate time periofia cluster.

2.4. Overview of Pertussis disease

Pertussis, also known as the whooping cough, iglayhinfectious disease caused by the bacterium
Bordetella pertussiand is transmitted via airborne droplets [26].ti*esis derived its name from the
“whoop” sound made from the inspiration of air afsecough. The disease illness is characterised by
a prolonged paroxysmal cough often accompanied rbyaspiratory whoop. Disease presentation
varies with age and history of previous exposureagcination.

This disease has a worldwide prevalence and oaewall age groups. However, it is most severe in
young infants who are not fully vaccinated [27]eTihtroduction of whole-cell pertussis vaccine from
1940s to the 1960s in many countries resulted amdtic decrease in illness and deaths from
pertussis but still the disease remains a condiiert® public health problem worldwide. During
1990s an increase of incidence cases was observesgvieral countries despite high level of
vaccination coverage [28]. In many countries despigh vaccination coverage, every year there is an
estimation of 40 million cases with approximateB0D00 deaths which occur globally, with which
90% of the occurrence is from developing countf2®g. Pertussis is an epidemic disease with regular
epidemic outbreak occurring every 3 to 4 years.[BDEurope, Australia, Canada and United states
pertussis is an endemic in a vaccinated populattman epidemic periodic interval of 3 to 5 years
[30].
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One of the countries in which this disease is rerging despite high vaccination coverage is the
Netherlands. After the National Immunisation Progmae introduced the mass vaccination, with a
whole cell pertussis vaccine in 1990s, the incigesuied mortality of pertussis decreased signifigantl
[31]. In view of the fact that, pertussis is mosvere to young infants, children were immunized at
ages of 3, 4, 5 and 11 months and the vaccine ageefor pertussis, for more than three
immunizations, is 96% at the age of 12 months [B2i, still in 1996, 2771 cases of pertussis were
reported in the Inspectorate of the Netherland lvlias unexpected when compared with 319 cases
in 1995 [32]. Since 1996 onwards, this diseaseblkeas re-emerging with epidemic peaks after two to
three years. Periodic of an epidemic pattern diffsom place to place due to the strength of
vaccination coverage.

The disease is characterized by the incubationoger catarrhal phase, paroxysmal phase and
convalescent phase. The incubation period is betwegen to ten days during which no symptoms
are observed. In the catarrhal phase the disedsghly contagious with symptoms like sneezing, low
grade fever, bursts of coughing during a singleatation followed by whooping sound [26, 33]. This
phase takes approximately one to two weeks. Thexgamal phase takes approximately one to six
weeks with symptoms such as rapid coughs followed long aspiratory effort often associated with
a high pitched whoop. The convalescent phase alsstweeks to months with the gradual decrease
in frequency and severity of coughing episodesthad disappear.

Several patterns of pertussis in the Netherlandsoéimer countries have been studied. De GREEFF et
al. [34] studied long term periodicity and seasitpalf pertussis in the Netherlands and reported a
slightly increase in long term trend with highestes seen in 1996, 1999,2001 and 2004 and annual
peak incidence in August. However, in some stutlieg reported pertussis to have seasonality which
is not consistent in space and time [35-36], whileer studies have shown no seasonality during the
period of high introduction of vaccination stratef@#]. Broutin et al [5] performed a comparative
analysis of pertussis time series in 12 countiedetect periodicity and synchrony and reported tha
there were no global synchrony observed for Eunopezuntries. Another pattern of pertussis is
urban-rural hierarchy studied by Broutin et al [2@Yho used Pertussis in a small region of Senegal
and reported to have urban rural hierarchy patlering epidemic years.

10
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3. Study area and data description

3.1. Introduction

This chapter describes the datasets used in tindy.sSection 3.2 describes worldwide data while
section 3.3 describes Netherlands Data. The quaflitiye dataset is described in section 3.4. aen th
sources and an overview of the study areas. Furthisr section will give short description on the
quality of the dataset used and problems in thieciddn of some of the dataset. Lastly, this chapte
will be finalised by summary of the chapter.

3.2. Study area

Originally this study aimed at analysing spatiaiyp®ral patterns in pertussis datasets collected
worldwide. However, after data quality evaluatioe ¥ound that African countries had incomplete

datasets. Section 3.5 gives a detailed descriptiatata quality. This section describes geographica
location of European countries. In the Netherlatids,analysis considers Municipality level, Twente

at municipality and postcodes and Enschede at pastevel.

Europe is the world's second-smallest continensurjace area, covering approximately 107 km
approximately 7% of its land area. Of Europe's @8es, Russia is the largest in area and population
whereas Vatican City is the smallest. Europe isttiiel most populous continent after Asia and
Africa, with a population of 731 million or appramately 11% of the world's population. According
to the United Nations (medium estimate), Europbares may fall to about 7% by 2050. In 1900,
Europe's share of the world's population was 25§arei 3-1.

The Netherlands is located in North Western Eurdest and North-West borders are the coastline
of the country with the North Sea. It borders Betgito the South and Germany to the East. The
country is located within Geographic coordinate® 3P’'N and 50 45'E (Figure 3-1). This country
covers an area of 41,526 kna large part being covered with water. The Nédingls is divided into
twelve administrative regions called provinces eadh province is divided into municipalities, which
in turn are divided into postcodes. The country &ygproximate population of 16,491,851 with a total
number of 395 inhabitants per knit is the most densely populated country in Earapd is the 25th
most densely populated country in the world.

11
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Figure 3-1: Map of the Netherlands. Left in the l®its location in Europe right side is detailedaa
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3.3. European Countries data

3.3.1. Disease data

The first dataset used was downloaded from [3HesE data contains world wide Microsoft excels
yearly pertussis cases. This worldwide data ioffieially reported figures of pertussis inciderfoe
individual countries. The database for this data \est updated on T4October 2009. The data
contains the total number of 15432392 pertussisscatarting from 1980 to 2008. The spatial layers
of this database are at the country level, theigental level and the global level. It includes
incidences for a total of 193 countries. Tempaagkls include yearly cases with a total of 29 years

3.3.2. Spatial data

The country vector map of the world contains attigbvalues from 252 countries worldwide (Table 3-
1) and uses a country shape files downloaded fi@8h [This map shows the disease status at the
country level and is considered suitable for thissts, serving as the basis of analysis at thatopu
level of the pertussis spatial temporal patterns.

Table 3-1 Country attribute table showing its contents

Cowmntry Name
O Attributes of world f R=RRCy X
Fi | Shape | ABBEEUHAME | Fes cooe | AREA | PERI -~
£1 | Pokigon | Bwazitand [ vz [ 1555
52 | Polygan | Lesctha LT ﬁ 2835 |
53 | Palygon Hew Zealand [z . 27.08 |
54 | Palygon [ argentina &R . 277.755 |
EE | Pohepan [leetand I ' 15153
ig | Pokégon [ Estonia [N ! 802 |
ET | Pokrgon [ Latvia | LG ' 5.222 |
5B | Polygon [ Lanuania [LH 9218 |
58 | Palygon Byelarss B0 . 28.008 |
&0 | Pohegan [ 0K (UK ' 30,093
&1 | Pokygan [ Kazakhstan | W 5 B OTH | |
62 | Polygan | reland ] ; 915 ] :
63 | Polygon | Wkrang L : 71439
B4 | Polygon Wonpoda WG . 164 445 |
BE | Pohgan [ Betgaim [BE ' 3508
&0 | Polygon [ Siovakia (Lo f £ A73 |
&7 | Pohegon | Hungary G . 11378 |
55 Porvgon Fiokova- o | EL
& | Polygon Romania RO . 26935 |
70 | Polygan [ Halky I ' 32718 |
| Paly'gan [ Slovenia [5i : 2388
Ta . Poikygon | Eroata | HR . E188 |
_73 | Polygon | Serbia | SR : 5.905 |
74 | Polygon | Uzbekatan [uz . 4B.377 |
75 | Pohegan BoaniaHerz [BK 5785
78 | Pohpan | Bulgaria 1] E 13165 |
77 | Pokegon | Spain [€p E18g |
76 | Polygon | Gearga |GG : 7.899 |
75 | Polrgon Montenegra [ 1.542 -
& " 1 | ]
Record: 14 « || 0 »|m|  Show:| A1 Sclected |  Records (0outof 165 Selected) |

13
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3.3.3. Population data

Population data for the worldwide data were dowdémhfrom [39]. The database contains population
at the global level. Temporal extent of the popalatiata starts from 1990 to 2008. From this websit
it is indicated that the data source of these @il is International Monetary Fund (IMF).

3.3.4. Data pre-processing

As described in section 3.3.1 the dataset downhbadasists of worldwide pertussis incidence cases.
From this we started checking the quality of théadet for the applicability of these data in this
research. After checking the quality of the datasetiescribed in section 3.7 the European countries
were found to be appropriate in this research. dfoee, from the worldwide dataset we selected
pertussis cases for all European countries by Udiogpsoft access via the query;

SELECT * into Europe
FROM world
WHERE ¢_code=EUR

This expression retrieves a selection of all (repnéed by the *) attributes from the table worldtth
have the country code EUR and put them into tabl®ie. With this pertussis cases for 53 European
countries were selected. These European data tafisl€ 76988 pertussis incidence cases starting
from 1990 to 2008. The result for selected coustisgpresented in Table 3-2.

Table 3-2 : Pertussis casesfor European countries

=0l x|
C_CODE CHAME | 2008 [ 2007 | 2006 | 2005 [ 2004 | 200«

| P |EUR Arrnenia 3 1 2 E 7

| |EUR Austria 183 133 72 130 130

| |EUR Azerbaija 5 12 g0 2 2

| |EUR Belarus 125 156 7B &0 a0

| |EUR Belgium 260 293 156 23 95

_|EUR Bosnia an 41 4B 42 38 24

| |EUR Bulgaria 193 285 335 313 222

| |EUR Croatia 102 123 =l 124 187

_|EUR Cyprus 3 9 g 5 15

| |EUR Czech Rep 767 156 234 412 373

| |EUR Denmark 105 a1 55 129 225

| |EUR Estaonia 485 408 1583 B3 455

| |EUR Finland 511 450 535 552 1831

_|EUR France 246

| |EUR Geargia 129 B3 135 165 207

_|EUR Germany

_|EUR Greece 22 28 24 23

_|EUR Hungary 33 43 17 22 3

| |EUR lceland 2 4 3 = 1

| |EUR Ireland 102 78 B2 54 40

| |EUR Israel 2169 2835 1495 357 1853

| |EUR Italy 174 474 545 403 783

| |EUR Kazakhsta 45 B9 120 222 57

_|EUR Kyrgyzsta 45 71 =153 91 ] -
Record: 4 [T 3 2 |mile#| of 53 4 | ;|_I

Furthermore, from the worldwide vector map we delécall European countries and export it to
EuropeMap via ArcGIS 9.3. With this a total numb&n8 European countries were selected.

14
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3.4. The Netherlands Data

3.4.1. Disease data

The second dataset is a database on pertussiemeeidrom the Netherlands. It contains a total
number of 44202 cases observed during 3534 dapertdssis diagnosed between January 1, 1993
and October 16, 2004 at the postcode level. Sgayels include the regional level, the municipalit
level and the 4-digit postcode level. The postoaetetor map contains information of 3973 postcodes.
The postcode layer aggregates to 538 municipaléies 38 regions. Temporal layers include daily,
monthly and yearly (with a total of 12 years). Aelsses of patients are not provided and there is no
information about further medical records of thégyd.

The procedure of reporting is as follows. Generatptioners are responsible to make home calls to
find out the health status of people in differemstgcode areas. After every two weeks these
practitioners have to report the number of pertusases to the Public Health Centers (GGD).Then
the GGD forwards the reported cases to a centribdae of Institute of Public Health and
environment (RIVM). It is not indicated whetherdhioutine is either followed or not [40].

3.4.2. Population Data

Population data for the municipality and postcoeleel in the Netherlands from 1993 to 2004 were
downloaded from the Central Bureau of Statistic §¢Bletherlands [41]. The procedure for data
collection in the Netherlands falls under the lafnthe Municipal basic Administration [41]. This
law requires the CBS to receive municipality datanf all inhabitants as recorded in the Municipal
basic Administration at the beginning of every yellegal immigrants are excluded from the
population count. Also tourists are not includedhasr number can be temporary and locally large.

3.5. Data Quality issues

The worldwide database contains the absolute nurobeéncidences, spatially aggregated at the
country level and temporally aggregated to the .y&€he level of aggregation serves as the starting
point in the identification of space or space-tipagterns of a disease data. When performing asalysi
of patterns in disease data, one must consideagheopriate scale to use in order to identify éxist
patterns. Aggregation of a disease data at a ageIscale for instance at the Country level, might
result into inaccurate detection of a disease paitén terms of location, since the area is too
homogenous. Also, if the temporal scale of thegpa#t is too large, e.g. a year, it might resulate
detection of a disease outbreak in terms of cdirigpbutbreak of infectious disease. Moreover, the
temporal duration for the reported cases shouldsumh that, it allows us to identify preventive
measures of a disease at the earliest possible Tihig report is lacking in the worldwide dataset o
how long it takes for pertussis incidence casesetoeported. At this level of scale, it was possibl
only for comparative analysis at the country levdierefore, we used these worldwide to determine
spatial, temporal and spatial temporal patterremoépidemic and endemic of pertussis data.

This worldwide dataset consists of 3813985 persussises from 1990 to 2008 and it includes
incidences for 193 countries. From these countrirere were incidence cases for 46 African
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countries and 53 European countries. Starting ft880 to 2008, there were a total number of 727450
cases from African countries and 1076988 pertussies from European countries. Moreover, in this
dataset, there were blank spaces and 0 cases whiehreported as no cases reported and zero cases
reported respectively. Based on this informationAfrican countries there were a total number of
355 blank spaces and 173 zero cases while in Eanopauntries, there were 142 blank spaces and 39
zero cases. From this observation, developing ciasnivere not appropriate for this research since
they had a lot of missing data. Ideally, it wasir plan to perform a comparative analysis between
European countries and Developing countries by ewimg endemic and epidemic years but due to
lack of appropriate dataset from developing coestrihis analysis was impossible.

Since European countries data were found to bdiwela reliable, this research used European
countries dataset for the analysis of disease rpattat the country level. It was used to compare
endemic and epidemic years and to identify theopéripattern and synchrony of epidemic and
endemic years of pertussis incidence cases. With 118 countries with pertussis incidence cases
starting from 1993 to 2004 were selected. Thesatci@s were selected due to completeness of the
data. Countries which were selected includes AasBulgaria, Irelands, Netherlands, Norway,
Sweden, Poland, United kingdom, Russia ,Estoratsia, Croatia, Italy, Finland, Ukraine, Romania,
Slovakia and Czech Republic which sum to 18 coestiin Norway and Sweden there was no data in
1998 and 1999, in Ireland there was no data in 200Qtaly there was no data in 2001 and in Fidlan
there was no data in 1999 and 2000, therefore wluded these years in the analysis. Table 1-2
present the information of counties used for thegarative analysis in this research. Although we
used these dataset for the analysis we are notifstivese reported incidence cases reflects a true
increase or decrease of a disease or not.

Table 3-3 : A Table showing blank space for somthefcountries

0
COUNTRY/YEAR | YEAR 1990 | YEAR 1991 | YEAR 1992 | VEAR 1993 | VEAR 1994 | YEAR 1935 | Yfa
|| Bulgariz i 13 a2 74 22 7
| |Metherlands 41 164 169 29 536 19
| [Russia 24960 057k 24004 33438 43614 20525
| |Estonia g7 27 il 274 161 ]
| |Latvia 19 208 106 115 137 ot
| |Croatia Kl 3 313 e 310 L
| [Paland 29 a0 A0 314 B97 549
| [lreland i A4 wall i 353 43
| [MNorway pills 140 124 7 107 71
| |3weden 10657 11432 g8z 11542 13187 10655
| |United Kingdom 16605 b282 2750 4718 483/ 2349
| [ltaly 16992 19356 7055 4245 13360 143859
reads W] [ 1 ] 12 d | LH

The Netherlands dataset covers the entire couiltns dataset was appropriate for detection of

disease patterns at different spatial and temscede.
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3.6. Summary

This chapter gives the description of the studpaaned the quality of the dataset. Next chapter will
deal with explaining the method used to attainniaén objective of this research.

17
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4. Research methods

4.1. Introduction

This research study aims to detect spatial temppadtierns in an empirical pertussis data .To
accomplish this objective, we identified spatiglatsal-temporal and temporal patterns by comparing
epidemic and endemic years of pertussis data whetlea hierarchical spread, synchrony and
travelling waves were determined.

Initially we started by detecting synchrony andvéléing waves for European countries. Next,
detection of hierarchical spread of pertussis weterthined on the scale of the Netherlands by using
week rank method and space-time scan statisticsphce-time scan statistics, spatial temporal
clustering analysis was detected. Further ther@ifer analysis of spatial temporal clusters digédc

by space-time span statistics were explained.

4.2. Synchrony and traveling waves

The spatial, temporal and spatial-temporal synchafrepidemic and endemic years for pertussis in
European countries were identified so as to obséthere is inter epidemic and endemic periods for
European countries. Initial plan was to comparel@pic and endemic periods between developing
countries and European countries but due to lacketi@ble data from developing countries we

decided to concentrate only in European countAébough, the data was also incomplete, countries
with reliable data were selected. For this, AustBalgaria, Irelands, Netherlands, Norway, Sweden,
Poland, United Kingdom, Russia, Estonia, Latviagaiia, Italy, Finland, Ukraine, Romania, Slovakia

and Czech Republic were countries of interest.

We started our analysis by classifying Europeamu@s if the year was epidemic or endemic. This
was done because only count data existed for Earpgata but there were no existing information on
whether the years were endemic or epidemic. Torioate this, we used Netherlands data to define
epidemic and endemic years for other European desnfThe Netherland data was selected due to
the fact that, epidemic and endemic years in thédkands are already recognised.

In the Netherlands years 1996, 1999, 2001 and 2@0d epidemic years and years 1993, 1994, 1995,
1997, 1998, 2000, 2002 and 2003 were endemic y&hesefore, we used the Netherland data with
referenced epidemic year to generate mathemataahula for the definition of epidemic and
endemic years for other European countries. With, temporal extent of analysis was 12 years
starting from 1993 to 2004.To get spatial distribat(or standard rate) of the disease for all coesit

we divided the number of incidence cases of eacintcp and for every year by 100,000. Thereatfter,
expected rates and increment rate of a diseaseletasmined so as to set the threshold value which
will be used to define epidemic and endemic yedrthe other countries. Expected ratey)(Evas
calculated by finding the average incidence ratesefery year and for each country. The expected
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increment (g) was calculated by finding the sum of differenetween the current yearsy)vand the
previous year.1) divided by the total number of their differendgs). Expected and increment
rates were all combined via the formula;

=IF (OR (AND (Yn>vn-1, YNER, YN<YNi1), YN-Y N> S),"17,” O07)
Where;

Sc = SUM (Yn-Yn.2)/N-1

Y n+1= Following year

Er=Average incidence rate for all years

1= Epidemic

0= Endemic

Finally, epidemic and endemic years in the Netmgldawere compared with epidemic and endemic
years of other European countries. All cartographénipulations and displays were performed using
ArcGIS 9.3 software. Lastly, we visualise the dataletect the synchrony or the spread of a disease
for epidemic and endemic years.

4.3. Hierarchical spread pattern

4.3.1. Netherlands data aggregation process

Since our aim is to identify hierarchical spreacaalisease at different scale levels, the Nethdslan
dataset was employed in this analysis. This datafveen daily reported cases frorit January 1993

to October 2004 and was collected at the postcede.|Based on this, we started our analysis by
aggregating daily cases of every postcode anddohn gear into weekly reported cases. Then, weekly
reported cases at postcode level were joined Wwi#ghNietherlands postcode vector map. The Idea for
this was to get the municipality name for each qamd¢s and weekly reported cases at municipality
level. “Select by attributes tool” in ArcGIS 9\8as then used to select those postcodes belorging t
Enschede municipality and Twente region. In Endehmunicipality we got a total number of 22
postcodes and in Twente region we got a total nunafell9 postcodes. Afterwards, ArcGIS
“dissolve tool” was used to aggregate postcode kevmunicipality level by summing up the weekly
cases of the year and for each year. At this sdaipéal number of 538 municipalities were obtained
in the Netherlands. The resulting table (Table Mtljcates an example of weekly cases of pertussis
at the Municipality level for the year 1996 in tRetherlands.
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Table4-1: Weekly cases at municipality level of the year 1996
[ B Atributes of 1996 =@ = ]

o GEMHM WEEK1 | WEEK2 | WEEKS | WEEK4
21 | Amsterdam
371 | Ridderkerk

1 | Aalburg

13 | Alphen aan den Rijn
37 | Bathmen
107 | Deventer
141 | Enschede
172 | Haarlem
183 | Hardenberg
1559 | Heerlen
206 | Helmond
323 | Nijmegen
335 | Cegsigeest
351 | Oss
381 | Rotterdam
519 | Zatbommel
523 | Zeewolde
A3 en Hunze
Aalsmeer
Aalten
Abcoude
Achtkarzpelen
Akersloot
Alblasserdam
Albrandswaard
Alkemade

1| e __l 3
Record: .I.‘..!..‘.J 0 _:J:!J Show: W Selected 1 Records (0 out of 533 Selected) Ciptions
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4.3.2. Definition of urban and rural areas

For detecting an urban-rural hierarchy, a clasaion (urban-rural) was needed for all administeati
units. Rural areas were defined as those locatigtts low number of people and urban areas as
location with dense population. This is becaus¢éhen Netherlands there is no official definition of
what are Urban and Rural areas. With this, twoaldels were determined as relevant parameters;
absolute population and population density. Thehogttused was to define urban and rural areas
based on only absolute population, only populatdensity and the combination of absolute
population and population density. For the absobateulation we started by defining urban areas as
those municipalities with population size greatearnt 50000 and then those municipalities with
population size greater than 100000. If the popiaivas less than the defined values then the area
was regarded as rural. Figure 2-2 shows the refualéfinition of urban and rural areas based on the
absolute population. The shortcoming of this apphois that large municipalities in area with low
population density were still defined as urban avhech is incorrect.
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Figure 4-1 : Definition of urban and rural areasin the Netherlands. Map A indicates urban areas for the
population greater than 50000. Map B urban areasfor population greater than 100000.

Secondly we defined urban and rural areas basé¢keopopulation density, urban areas were defined
as those municipalities with population densityagee than 1000 ki If population density was less
than this threshold value it was considered ad ewems. The result for this is presented in Fiquge

This result was also not very good since small aniga high population was also regarded as urban
areas.
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Figure4-2: Result of definition of urban areas based on population density

The last approach was to define urban and ruralsasased on the combination of population density
and absolute population. From this, urban areag wefined as those municipalities with population

size greater than 75000 and population densitytgrrélaan 750 krfiotherwise the area was regarded

as rural. With this, a total number of 31 municifie$ were classified as urban areas and 507
municipalities as rural areas. The result for thipresented in Figure 2-4. This result was founde

appropriate since the urban area classificatiorm ange population size which is proportional te th
size of the area.
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NETHERLANDS MUNICIPALITIES

I URBAN
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Figure 4-3 : Definition of urban and rural areasin the Netherlands M unicipalities

We used similar approach to define urban and raraas in Twente region and Enschede
municipality. Starting with Twente, we defined unbareas as those municipalities with population
size greater than 20000 and population densitytgrélaan 1000 kifi With this, a total number of 5

municipalities in Twente region were categorizedidmn areas and 17 municipalities as rural areas.

At the level of postcode, we defined urban andlrareas based on population density since the areal
unit is small. We defined urban areas in Twentdquouies and Enschede postcodes as those postcodes
with population density greater than 2000%r®f which, a total number of 28 postcodes in Twent
region were classified as urban and 91 postcodesuad areas. Consequently, in Enschede
municipality a total number of 10 postcodes wesessified as urban and 12 postcodes as rural areas.
Results for this classification is presented inuFég2-5 and Figure 2-6 respectively.
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4.3.3. Week rank Method

From the work of Broutin et al [20] ,who used waekk method to detect hierarchical pattern of
pertussis in small area of Senegal, showed a itidaration that pertussis disease starts in urlbeasa
before it spreads to the surrounding rural areaseB on this method, we detected hierarchical
pattern of pertussis in the Netherlands. Since tbggarch aimed to identify patterns at different
scales, week rank method was used to identify hibieal patterns in the Netherlands at
Municipality, in Twente region at the level of Maipality and postcodes and in Enschede at
postcode level. The multi scale analysis was migmrtant so as to test if the hierarchical pattafrn
spread of disease will be synchronous in all lewsdlsanalysis starting from the Netherlands to
postcode level. With this, few steps have to bevied;

Based on the definition of urban and rural aredmnee earlier for Enschede municipality, Twente
region and the Netherlands, weeks of the first cadehe year for each urban and rural area were
determined since the beginning of the year anat¥ery year. Means for the weeks of first cases for
all urban areas and all rural areas were then ezl for both endemic and epidemic years. For
endemic years, the combination of 8 years was wdé for epidemic years a combination of 3 years
was used. Endemic years were, 1993, 1994, 199%, 19®8, 2000, 2002 and 2003 and epidemic
years were 1996, 1999 and 2001. However, year 2@@4also an epidemic year in the Netherlands,
but it was not included in this analysis sinceatitdaily cases up to 1@ctober 2004 and for the
remaining months, data was reported on monthlysblashce the data could not be used on weekly
basis. Furthermore, to determine the persistence difease in a location, weeks of the maximum
cases of the year for each urban and rural area etermined since the beginning of the year and fo
every year. We then calculated means for the weéksaximum cases for all urban areas and all
rural areas for both endemic and epidemic years. ddtes of maximum cases and the first cases in
weeks for every locality were determined. Finalke compared means for the weeks of first cases
and maximum cases of pertussis for both endemic epidemic years by using non-parametric
Kruskal-Wallis test statistics to see if there isignificant difference in means between urban and
rural areas in both endemic and epidemic yearsf threre is a significant difference of means in
urban areas during endemic and epidemic year§tloere is a significant difference of means iratur
areas during endemic and epidemic years.

Kruskal-Wallis test is a non parametric (distribatfree) test, which can be used to compare two or
more groups of sample data. It can be used tdahegtypothesis that the number of unpaired sample
originate from the same population. If the null besis, being the hypothesis that two means are
similar is rejected (When P < 0.05) then the cosiolu is that there is a statistically significant
difference between two means. This test is recorebif the data is not normally distributed. From
this analysis, weeks of first cases and maximusegan all urban areas and in all rural areas were
not normally distributed since number of rural aregere large compared to number of urban areas at
all scale levels, starting from the Netherlands tapEnschede postcodes. Additionally, for the
comparison of the combination of weeks of firstesaand maximum cases for all urban areas and all
rural areas between endemic and epidemic yearsalsyenot normally distributed. This is due to the
fact that, the number of endemic years was largerpared to the number of epidemic years (i.e. 8
years against 3 years). Hence Kruskal-Wallis tea$ wppropriate for this analysis to test if the
calculated means are of statistically significaffedence.

25



SPATIAL TEMPORAL DYNAMICS IN DISEASE DATA

4.3.4. Space-time scan statistic method

SatScan Software was developed to analyze sp#tiaporal and space-time data using Spatial,
temporal and Space-time scan statistic [42]. Spiame-scan statistics implemented using SatScan
program is the most widely used approach for theatfien of spatial-temporal clusters together with
identifying their approximate location and timing3f44]. Additionally, it can be used as a tool to
identify clusters which require further investigatiand the one which are most likely to occur [17,
45]. Space-time clusters are determined when uhbsglaoccurrences of disease events are observed
within a spatial and temporal range defined byex {43, 46].

Moreover, space-time scan statistics uses cylintrigndow to scan for areas with high rates of
cases, low rates of cases or both. This cylindsgatiow is in three dimensions with which a ciraula

(or elliptic) base of a cylinder represents geolji@gpace and height of the cylinder is represgntin
time [17, 42-43, 47].The key idea of the scannimgdow is to move in both space and time, whereby

it visits each possible locations and size and ¢iawh periods as specified by a user. At each abati
location and size of the window used, the numbeshsferved cases and expected cases is counted of
which the location with high rate of disease thapeeted is reported as clusters of cases [42, 18-49

Space-time data in space-time scan statistic caanbéyzed in either prospective or retrospective
manner [17, 42]. In retrospective, analysis is grned only once in a fixed geographic location.sThi
analysis scans both live clusters that reach tdeoéthe study period and historic clusters thatalit
before the study period end date. Prospective aisaly used only in detection of clusters that heac
the end of the study period. This analysis is reggkavery day, week, month or year which is suiabl
for an earliest detection of an outbreak.

Usually, space-time scan statistic required eitheruniform population at risk, control group data
data that provides the explanation about locatiod &éemporal distribution of the underlying
population at risk [48-49]. Whereas, based on tifierination of the population at risk, the expected
number of cases is accurately estimated, this besdess reliable when the catchment area such as
emergence department visits, and pharmacy salestisvell defined [48-49]. In this study, the
catchment area would correspond to the place gfrodf any individual that might happen to have a
particular disease with which this is impossibiace we only have reported pertussis cases with no
other record about the patient. The space-time @tion scan statistic is the only solution to this
since it only requires the actual number of cad6s [

In this study, we used a prospective space-timengition scan statistic that requires the actual

number of cases to scan for areas with high ratesease throughout the study area. Space-time
permutation models produce accurate results wheesttidy period is less than a year otherwise there
might be a risk of population shift bias [42]. Teet the space time permutation requirement, we
used only short periods of time for the analysishwivhich number of pertussis cases for each

municipality for each separate year starting frd@@86Lto 1999 was used as a case file. This data was
arranged on a weekly basis in order to detect fsogmit clusters for every week since the beginmihg

the year and for every year (i.e. years, 1996, 19998 and 1999). The spatial scale of interest was
Municipality level in the Netherlands. The latitudad longitude of centroids of each municipality
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were used as the coordinate file. Prospective aisalyas performed for an earliest detection of an
outbreak. Also this analysis was performed in otdgtnow the spatial location of clusters, temporal
and spatial-temporal duration of clusters.

Since space-time permutation scan statistic doeseqaire the population-at-risk data, the expected
number of cases is calculated by using only thebmusmof cases. Therefore, the expected cases were
calculated as follows:

The number of cases for a particular for a pardicdbcation (in this case it is municipality or

postcodes) p over a given period of time (weelis tase) is defied ert. Then the total number of
observed cases C is found as:

c=>>CcC, 41
p ot

The expected number of cases at location p andttireealculated as follows:

welze(ze)

This equation indicates that the expected numbeasés |(), corresponds to the proportion of all
cases occurring in a particular locatipntimes the total number of cases that occurrechgume
periodt. A cylinder is defined as the set pit pairs that fall within a particular circular araad
occurs within the same time interval. The expectachber of cases in that particular cylinders
then calculated as:

IUA = ;D/jpt 4-3
(p.t)OA

This calculation of expected number of cases takeassumption that, the probability of a case being
in location p that observed in a time period the same to all time periodisif C, is the observed
number of cases for that particular cylinder, therest be evidence that the particular cylinder
contains an outbreak (or cluster). Therefore, akeskoutbreak is tested by using by using Poisson
generalized likelihood ratio (GLR) which is given the formula:

Ca (c-ca)
GLR =| Sa €-C, 44
Ha C-C,

The cylinder with the highestLR is considered to be the most likely cluster [48-4% test the
significance of the cluster detected, Monte Caitouations was used. In this case, null hypothesis
was high number of cases within an area as comparedtside areas. Hengeyvalues of these tests
were estimated by comparing the rank of the maxinikatihood from the real data sets, with the
maximum likelihood from the random dataset. If tmank is R, thenp= R/ (1 + number of
simulations) [42]. In this case we used 9999 Mod&lo replications to estimate the significance
levels of observed clusters.
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For all analysis the most likely clusters and seeon clusters with statistical significancep& 0.01
and recurrence interval of 1 year were reported.pgfospective analysis, recurrence interval is used
as an alternative to thevalue. This measure reflects how often the obskoremaximum likelihood
ratio will be observed by chance, by assuming a&malis repeated within a specified time interval
length.

4.3.5. Parameter setting

According to SatScan user guide, the maximum dps¢inning window should not exceed 50% of
population at risk [42]. This threshold appear eoumrealistic as such window might detect clusters
which are composed of not only the high risk lamativhich are of interest but also many low risk
locations which are not of interest [46]. Therefor® avoid these inconveniences, the maximum
spatial scanning window was chosen to detect akistithin an area covering 6% of population at
risk. Depending on the size and the shape of thdysarea, this maximum spatial window was
selected to avoid scanning outside the study arda@avoid inclusion of low risk areas with which
we are not interested with. Although, also at #patial window the low risk areas was also detected
but at the minimal level compared to 50 %.

The default value of maximum temporal window wasoadet to be at most 50% of the study period
[42]. This study determine the maximum temporal deiwv based on temporal risk window, which
means that an infected cluster remains infectioubs the disease could be spread to other clusters.
Therefore, we selected the maximum temporal scgnwindow (temporal risk window) to be 14
days with which it will include the incubation pedi of pertussis which takes approximately 7 to 10
days and contagious period which takes approximdateio 2 weeks. As the maximum temporal
window was already there, the time aggregated w&sl day.

4.3.6. Criteria for analysing spatial temporal results

Spatial temporal clustering patterns were iderdifie determine the catchment areas (location where
the first infection occurred), diffusion (dispemsjoand the persistence of disease clusters in both
epidemic and endemic years. With this, two chedkshe performed:
- Can hierarchical spread be determined of which wkoempare this result with the one
obtained by week rank method?
- Can clusters be identified according to their spaémporal characteristics and can this lead
to identification of different patterns for epiden@nd endemic years?

The spatial locations of clusters were consider®dirhan and rural areas. For instance, in case of
origin of a disease, locations with which the déseaccurred both for the first time were examined.
Afterwards, check was made to see if the obsergedtion is an urban or rural area by comparing
first occurrence to urban and rural map as defewsetler in this chapter.

Then, we classify the origin of a disease as udranral area and present results in a table (Eigu
7). Lastly, based on results presented on the thklalifference between endemic an epidemic year
was made.
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Figure 4-6 : Spatial temporal analysisflow chart

From the work of Broutin et al. [20] who used pesis incidence cases in a small area of Senegal,
there was a clear indication that during epidendgiaryfirst cases of pertussis arrived sooner inrurba
areas than in rural areas and more fadeouts i aneas than in urban areas. Based on this, we
hypothesize to have more diffusion in urban thamuiral areas and to have more fadeouts in rural
areas than in urban areas.

4.3.7. Classification of clusters as diffusion, persistence or fadeout

For the detecting the persistent, spreading anebiatdperiod of clusters we formulated the critéoia
the relationship in both space and time. As aistagioint we defined a spreading cluster as a efust
that is close, overlap or meet with each otheraith lspace and time. We considered two clustersto b
close spatially if there is no more than one spaiid@ without cases in location. Similarly, spdiia
overlapping clusters were regarded as those ctusthich their interior intersects with one another
and the interior of one cluster intersects with éxéerior of another cluster. Two or more clusters
were considered to meet in space when each cltstehes the boundary of another cluster.
Examples of meet overlap and persistence clustergrasented in Figure 5-14.

Consequently, two clusters were considered to @sedime if the separation in time detection is not
more than three weeks. When separation time ottietebetween clusters are more than three weeks
we grouped it as fadeout cluster. This definitidfanleout period was based on the study of Broutin
et al. [20, 24] who defined fadeout period of pssia to be three weeks without cases at locatibe. T
clusters were considered to meet in time if theitedtion time is the same. Lastly, we regard two
clusters to overlap in time if one cluster touctie® boundary of another cluster and vice versa. Fo
instance, if cluster A occurs within time internd896/2/29 to 1996/3/13 and cluster B occurs within
time interval 1996/3/10 to 1996/3/23 we considexsitime overlap.

We defined persistent cluster when in a given ap&itation two or more clusters overlaps or come
on top of other cluster in a continuous periodimit
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Figure 4-7 : Examples of clusters. A ispersistent, B isoverlap and C isclustersthat meetsor touches

4.4, Summary

In this chapter the general sequence and the wabsiused in this research were explained. Week
rank methods for identifying the hierarchical patteof a disease were explained in detail and Space
time scan statistic. Further, the criteria for gnmg the spatial temporal clusters detected bgepa
time permutation model were described. In additiba chapter describes the formula used to
describe epidemic and endemic years in the Netm#sla Next chapter present the result of the
method used in this chapter and it interprets éisellted data.
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5. Result of the analysis

5.1. Introduction

This Chapter presents results of analysis of tleequures described in chapter 4. It analyzes the
urban-rural patterns of an epidemic and endemicsyag well as setting criteria for analysing spatia
temporal patterns of an epidemic and endemic deatescted by space-time scan statistic. Then it gives
the result of spatial synchrony and travelling weawéan epidemic.

5.2. Result of spatial synchrony and traveling waves

5.2.1. Result of spatial synchrony

Spatial synchrony was checked to find if epidenoicédll European countries occurs simultaneously.
Spatial synchrony was checked for 18 European cesntincluding Austria, Bulgaria, Irelands,
Netherlands, Norway, Sweden, Poland, United Kingd&ussia, Estonia, Latvia, Croatia, Italy,
Finland, Ukraine, Romania, Slovakia and Czech Rkpub

The results of endemic and epidemic synchrony larstriated in Figures 5-1 and 5-2 respectively.
Figure 5-1 shows the patterns of a disease fron3 199998 and figure 5-2 shows the patterns of a
disease from year 1999 to 2004.

During 1993 epidemic synchrony was observed betv@eeden, United Kingdom, Russia, Croatia,
Ireland, Ukraine, Romania and Slovakia. During 4@®idemic synchrony was observed between
Austria, Sweden, United Kingdom, Russia, Latvialyland Finland.

During 1995 synchrony was observed only in Bulgama Italy. During 1996 epidemic synchrony
was observed between the Netherlands, Croatia, Rammad Czech.

During 1997 epidemic synchrony was observed betviRdand, Russia, Estonia, Latvia, and Ireland.
1998 epidemic synchrony was observed between PalaadFinland.

During 1999, epidemic synchrony was observed betwbe Netherlands, Bulgaria and Slovakia.
During 2000, epidemic synchrony was observed betviRzgand, Russia, Estonia and Latvia.

During 2001, epidemic synchrony was observed batwesstria, the Netherlands and Latvia. During
2002 no synchrony observed.

During 2003, epidemic synchrony was observed batwBulgaria, Poland, Estonia, Finland and
Czech Republic. During 2004, epidemic synchrony alaserved between the Netherlands, Bulgaria,
Norway, Finland, Ukraine and Czech Republic.
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Figure 5-1 : Epidemic patterns in the Netherlarmagared other European countries
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Figure 5-2 : Endemic patterns in the Netherlanaspared to other European countries

5.2.2. Result of travelling waves of epidemic

Travelling was checked to find if epidemic is sptieg to the nearby country. The travelling wave of
epidemic was checked for 18 countries. IncludingtAa, Bulgaria, Irelands, Netherlands, Norway,
Sweden, Poland, United Kingdom, Russia, EstonityiaaCroatia, Italy, Finland, Ukraine, Romania,
Slovakia and Czech Republic.

During 1993 epidemic was in Sweden and Russia 94 18e epidemic was in Finland (Figure 5-3).
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Furthermore, during 1995 epidemic was in Bulgatiaduring 1996 the epidemic showed to travel to
Romania (Figure 5-4). During 1997 Russia was adespic which showed to travel to Finland during

1998(Figure 5-5). During 1999 Slovakia showed emidebut 2000 it seems the disease travel to
Poland. During 2001 epidemic was in Austria, 20pRiemic travel to Czech Republic a, 2003 from

Czech Republic to Poland and 2004 epidemic fromambto Ukraine (Figure 5-7)

Figure5-5 Travelling epidemic from Russia during 1997 to Finland 1998
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Figure5-7 travelling waves from Austria 2001 to Czech Republic 2002 to Poland 2003 to Ukraine 2004

5.3. Result of detection of hierarchical spread pattern

5.3.1. Result of the Netherlands Municipality

The week rank method (described in section 4.3a8)lbeen applied at the scale of the Netherlands,
using municipalities for the years 1993 to 2003 .oTests have been performed me, week of the first
cases during a year and week for the maximum edgeertussis during a year.

Results of week rank means for the first caseediigsis for both endemic and epidemic years in The
Netherlands are illustrated in Figure 5-3. Weekirst cases in rural areas during both endemic and
epidemic year were 19.57 (se=0.33), and 19.88 (&%) respectively. Week ranks of the first cases
in Urban aggregate for both endemic and epidenmacsyeere 12.30 (se= 0.92) and 19.88 (se= 0.41)
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respectively (Table 5-1). Rural areas showed aingites for the first cases during both endemic an
epidemic years (H= 1.125, d.f= 1, p= 0.29), whileurrban areas the disease arrive earlier during
epidemic year than during endemic year (H= 7.180#; 1, p =0.007). During both endemic (H=
58.2504, d.f = 1, p= 2.31 x 1 and epidemic (H= 68.534, d.f = 2.2 x 1) years, the disease
arrived earlier in urban areas than in rural a(@able 5-2).
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Figure5-8: Week rank means of first cases of pertussisin the Netherlands M unicipality

Table5-1: Meansand standard error of first casesduring a year in the Netherlands M unicipalities

Years Location Mean Standard error of the mean (se)
Endemic Urban 12.30 0.92

Rural 19.57 0.33
Epidemic Urban 8.21 1.25

Rural 19.88 0.41
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Table 5-2 : comparison of meansfor the first cases of pertussisin the Netherlands

YEARY COMPARI SON KRUSKALL-WALLIS df P- VALUE

LOCATION TEST (H)

ENDEMIC RURAL VS URBAN 58.2504 1 2.31x10%

EPIDEMIC RURAL VS URBAN 68.534 1 2.2 x 101

RURAL ENDEMIC VS| 1.125 1 0.29
EPIDEMIC

URBAN ENDEMIC VS| 7.1894 1 0.007
EPIDEMIC

Week rank means of pertussis for the maximum nurobeases for pertussis in both endemic and
epidemic years in the Netherlands are illustrateHigure 5-4. Week rank of a maximum number of
cases in rural areas for both endemic and epidgesics were, 23.75 (se= 0.32) and 27.92 (se= 0.39)
respectively. Week rank means of a maximum numbeases in urban areas for both endemic and
epidemic years were 24.26 (se= 1.00) and 29.97 1s48) respectively. The result week rank means
of a maximum number of cases are presented in T&aBleln rural areas, during endemic year, the
disease dies out earlier then during epidemic y@ars59.9751, d.f=1, P= 9.61 x I8). Similar
pattern was also observed in urban areas wereishas# dies out sooner during endemic years than
during epidemic years (H= 10.3096, d.f= 1, P= O3ZRB). During endemic year, there was no
significant difference in urban and rural areas (H£682, d.f =1, P=0.68). Likewise, during epidemic
years week of a maximum cases was similar in bobaruand rural areas (H= 2.2658, d.f=1, P=
0.1323). Summary for the comparison are present@able 5-4.
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Figure5-9: Week rank means of the maximum casesin the Netherlands M unicipality

Table5-3: Meansand standard errorsfor the maximum cases of pertussisin the Netherlands

Years Location Mean Standard error of the mean (se)
Endemic Urban 24.26 1.00

Rural 23.75 0.32
Epidemic Urban 29.97 1.48

Rural 27.92 0.39
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Table 5-4 : Comparison of meansfor the maximum cases of pertussisin the Netherlands

YEARY COMPARI SON KRUSKALL-WALLIS df P- VALUE

LOCATION TEST (H)

ENDEMIC RURAL VS URBAN 0.1682 1 0.68

EPIDEMIC RURAL VS URBAN 2.2658 1 0.1323

RURAL ENDEMIC VS| 59.9751 1 9.61 x 10"
EPIDEMIC

URBAN ENDEMIC VS| 10.3096 1 0.001323
EPIDEMIC

5.3.2. Result of Twente Municipalities

The same analysis as were performed for the Netidslwere repeated for the Twente at two spatial
aggregation levels: municipality and postal cod#sfinition of urban and rural areas was performed
as described in section 4.3.2. In this analysisnmed the first cases and means of the maximunscase
were determined. Results were generated for thes i3 to 2003. The years were aggregated for
epidemic and endemic years.

Result of week rank means of first cases for Twafueicipality in both endemic and epidemic years
are illustrated in Figure 5-5. Weeks of first cage rural areas during both endemic and epidemic
years were, 22.53 (se=1.79) and 30.18 (se= 2.6peotively. Weeks of first cases in urban areas
during both endemic and epidemic years were, 1&@62.58) and 22.23 (se=4.89) respectively.
These results are clearly presented in Table 5He. disease seems to persist in rural areas for a
longer period of time during epidemic years tharirduendemic years (H=6.453, d.f= 1, P=0.01107).
There were no significant differences during enaeyeiars between urban and rural areas (H=1.7933,
d.f=1,P=0.1805) ,during epidemic years betweemmdnd rural areas (H=1.8552, d.f=1, P=0.1732)
and in urban areas between epidemic and endemis (¢a0.0819,d.f=1, P=0.7748) Table 5-6.
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Figure5-10 : Week rank meansfor thefirst cases of pertussisin Twente M unicipality
Table5-5 : Meansand standard error of meansfor thefirst cases of pertussisin Twente M unicipality

Years Location Mean Standard error of the mean (se)
Endemic Urban 18.76 2.58

Rural 22.53 1.79
Epidemic Urban 22.23 4.89

Rural 30.18 2.60
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Table 5-6 : Comparison of the meansfor thefirst cases of pertussisin Twente M unicipality

YEARS/LOCATION [ COMPARISON KRUSKALL-WALLIS df | P-VALUE
TEST (H)

ENDEMIC RURAL VS URBAN 1.7933 1 0.1805

EPIDEMIC RURAL VS URBAN 1.8552 1 0.1732

RURAL ENDEMIC VS EPIDEMIC | 6.4543 1 0.01107

URBAN ENDEMIC VS EPIDEMIC | 0.0819 1 0.7748

Results of week rank means of maximum cases fomTevlunicipalities are illustrated in Figure 5-
6. Week for a maximum cases in rural areas dusmif)y endemic and epidemic years were, 24.98
(se= 1.63) and 33 (se=2.40) respectively. Weeka afaximum cases in urban areas during both
endemic and epidemic period were, 28.3 (se=2.56Q@&r69 (se=4.93) respectively. Results for week
rank means are presented in Table 5-7. There weerg@gnificant difference during epidemic years
(H= 0.5745, d.f=1, P=0.4485) and during endemiay€a=0.993, d.f=1, P=0.319) between urban
and rural areas. More so, week of a maximum casagian areas during both endemic and epidemic
years were not different (H=0.015, d.f=1, P=0.9024) rural areas, during epidemic year there is
maximum persistence of the disease than duringmaiedeears (H=8.7674, d.f=1, P=0.003067) Table
5-8.

Table5-7 : Meansand standard error of meansfor the maximum casesin Twente M unicipality

Years Location Mean Standard error of the mean (se)
Endemic Urban 28.03 2.59

Rural 24.98 1.63
Epidemic Urban 27.69 4.93

Rural 33.0 2.40
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Figure5-11: Week rank meansfor the maximum cases of pertussisin Twente M unicipality

Table 5-8 : Comparison of meansfor the maximum casesin Twente M unicipality

YEARY COMPARI SON KRUSKALL-WALLIS df [ P-VALUE

LOCATION TEST (H)

ENDEMIC RURAL VS URBAN 0.993 1 0.319

EPIDEMIC RURAL VS URBAN 0.5745 1 0.4485

RURAL ENDEMIC VS| 8.7674 1 0.003067
EPIDEMIC

URBAN ENDEMIC VS| 0.015 1 0.9024
EPIDEMIC
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5.3.3. Twente postcodes

Result of week rank means of first cases for Twenastcodes during both endemic and epidemic
years are illustrated in Figure 5-7. Weeks of ficases in rural areas during both endemic and
epidemic years were, 25.28 (se= 1.10) and 31.4%(Sd¥respectively. Weeks of first cases in urban
areas during both endemic and epidemic years v2&81 (se=1.73), 28.57 (se=2.45) respectively
Table 5-9. The rank means of first cases were hemmgs for urban areas between endemic and
epidemic years (H=1.4565, d.f=1, P=0.2275), dunglemic years between urban and rural areas
(H=0.0128, d.f=1, P=0.91) and during epidemic ydagtveen urban and rural areas (H=1.5551,
d.f=1, P=0.21). In rural areas there is the pdl#sitof the disease to arrive earlier persist dgri
epidemic years than during endemic years (H=12.76241, P=0.0003537) Table 5-10.

Table5-9: Meansand standard error of the meansfor thefirst casesin Twente postcodes

Years Location Mean Standard error of the mean (se)
Endemic Urban 25.31 1.73

Rural 25.28 1.10
Epidemic Urban 28.57 2.45

Rural 31.45 1.54
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Figure5-12 : Week rank meansfor thefirst cases of pertussisduring a year in Twente postcodes

Table 5-10 : Comparison of meansfor thefirst cases of pertussisin Twente postcodes

YEARS/LOCATION | COMPARISON KRUSKALL-WALLIS [df [P-VALUE
TEST (H)

ENDEMIC RURAL VS URBAN 0.0128 1 |o91

EPIDEMIC RURAL VS URBAN 1.5551 1 |o021

RURAL ENDEMIC VS EPIDEMIC | 12.7621 1 |0.0003537

URBAN ENDEMIC VS EPIDEMIC | 1.4565 1 |0.2275

The result for the maximum number of cases durioth endemic and epidemic years for Twente
Postcodes is shown in Figure 5-8. Weeks for theiimamx cases in rural areas during endemic,
epidemic years and for urban areas during bothreitdand epidemic years were, 25.82 (se=1.09),
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32.59 (se=1.59), 25.94 (se=1.70) and 31.90(se=2ré4pectively Table 5-11. There were no
differences for weeks of a maximum number of caketg endemic year between urban and rural
areas (H=0.02, d.f=1, P=0.9636) and during epidgmérs between urban and rural areas (H=0.6204,
d.f=1, P=0.4309). It seems to have more fadeoutsiial areas during endemic years than during
epidemic years (H=14.8175, d.f=1 P=0.0001184). Marethe disease take a short period of time for
its persistence in urban areas during endemic ydgwns during epidemic years (H=4.80 d.f=1,
P=0.02843). Results for the comparisons of meampr@sented in Table 5-12.

Table5-11: Meansand standard error of the meansfor the maximum casesin Twente postcodes

Location Mean Standard error of the mean (se)
Endemic Urban 25.94 1.70

Rural 25.82 1.09
Epidemic Urban 31.90 2.11

Rural 32.59 1.59

Table5-12 : Comparison of meansfor maximum cases of pertussisin Twente postcodes

YEARY COMPARISON KRUSKALL-WALLIS df | P-VALUE

LOCATION TEST (H)

ENDEMIC RURAL VS URBAN 0.002 1 0.9639

EPIDEMIC RURAL VS URBAN 0.6204 1 0.4309

RURAL ENDEMIC VS| 14.8175 1 0.0001184
EPIDEMIC

URBAN ENDEMIC VS| 4.8015 1 0.02843
EPIDEMIC
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Figure5-13 : Week rank meansfor the maximum cases of pertussisin Twente postcodes

5.3.4. Result of Enschede postcodes

The analysis was performed for the Netherlands wepeated for Enschede at postcode level
Definition of urban and rural areas was performedescribed in section 4.3.2. In this analysis reean

of the first cases and means of the maximum cases determined. Results were generated for the
years 1993 to 2003. The years were aggregategidemic and endemic years.

Results of week rank means of first cases in Ergzlagea shown in Figure 9-19. Week of first cases
in rural areas in both endemic and epidemic yeagseew28.14 (se= 2.71) and 25.12 (se= 6.85)
respectively. Week of first cases in urban areasigiendemic and epidemic years were, 24.96 (se=
2.59), 30.61 (se=3.09) respectively. This resutiresented in Table 5-13. Rural areas showedasimil
week of first cases in both endemic and epidemar yel= 0.0138, d.f=1, P=0.9065). Similarly,
Urban areas there was no significant differencevéen urban and rural areas (H= 2.1034, d.f=1, P=
0.1470). Moreover, during epidemic years the défime of the mean was not statistically significant.
(H=0.0845, d.f=1, P= 0.7713). Also, dates oftfaases in urban and rural areas during endemic yea
were not statistically significant (H= 0.4814, d.I5z P=0.48). The results for the comparison are
presented in Table 5-14.
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Figure5-14 : Week rank meansfor thefirst casesduring the year in Enschede postcodes

Table 5-13;: Means and standard errors of meansfor thefirst casesin Enschede

Years Location Mean Standard error of the mean (se)
Endemic Urban 24.96 2.59

Rural 28.14 2.71
Epidemic Urban 30.61 3.09

Rural 25.12 6.85
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Table5-14 : Comparison of meansfor first cases of pertussisin Enschede

YEARS/LOCATION [ COMPARISON KRUSKALL-WALLIS df | P-VALUE
TEST (H)

ENDEMIC RURAL VS URBAN 0.4814 1 0.4878

EPIDEMIC RURAL VS URBAN 0.0845 1 0.7713

RURAL ENDEMIC VS EPIDEMIC | 0.0138 1 0.9065

URBAN ENDEMIC VS EPIDEMIC | 2.1034 1 0.1470

Week rank means for the maximum cases of pertusgéisschede postcodes are illustrated in Figure
5-10. Week of a maximum cases in rural areas duoth endemic and epidemic years were, 28.14
(se= 2.71) and 25.12 (se= 6.85) respectively. leanbre, week of a maximum cases in urban areas
for both endemic and epidemic years were, 24.98 Ps89) and 34.46 (se=1.77). Table 5-15 shows
the results for week of first cases. During endey@ar the disease reaches its peaks earlier than
during epidemic year (H=6.2616, d.f=1, P=0.01234)ere were no difference in rural areas between
both epidemic and endemic years (H= 0.0138, d.%0.9065). Additionally, week for the
maximum number of cases were homogeneous durinyg @ademic and epidemic years between
urban and rural areas. That is, during endemicsylegtween urban and rural areas (H= 0.4814, d.f=1,
P=0.4878) and during epidemic years between urbdnraral areas (H= 0.2975, d.f=1, P=0.5854).
Comparison for the means is presented in Table 5-16

Table5-15: Meansand standard error of the meansfor the maximum cases of pertussisin Enschede

Years Location Mean Standard error of the mean (se)
Endemic Urban 24.96 2.59

Rural 28.14 2.71
Epidemic Urban 34.46 1.77

Rural 25.12 6.85
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Figure5-15: Week rank meansfor the maximum cases during the year in Enschede postcodes

Table 5-16 : Comparison of means for the maximases of pertussis in Enschede

YEARY COMPARI SON KRUSKALL-WALLIS df | P-VALUE

LOCATION TEST (H)

ENDEMIC RURAL VS URBAN 0.4814 1 0.4878

EPIDEMIC RURAL VS URBAN 0.2975 1 0.5854

RURAL ENDEMIC VS| 0.0138 1 0.9065
EPIDEMIC

URBAN ENDEMIC VS| 6.2616 1 0.01234

EPIDEMIC
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5.4. Result for Detection Spatial-temporal clustering patterns

5.4.1. Results of analysing spatial temporal clustering patterns

Analysis in this part was done in the Netherlandthea municipality level over a period of 4 years
starting from 1996 to 1999. Ideal plan was to genf the analysis at different scale level starting
from the Netherlands up to Enschede postcode |érais 1993 to 2004. But due to time constraints
the analysis was performed only in the Netherlaatdhe level of Municipality. The clusters were
detected weekly throughout the year that is ardahtb 53 clusters per annum. From these 52 to 53
clusters we selected statistically significant tdus (P<0.01) and numbered them in a chronological
order. For instance during 1996 epidemic year, fitisé statistically significant cluster was obsedv

in week 9 and labelled as cluster number 1, wheitsa?® and 3 statistically significant clusters
were observed in week 10 and 15 respectively.

For the analysis purpose, if a given statisticaliynificant cluster occurs concurrently at diffedren

locations within the same period of study, we l&gkleach area with additional alphabetical letter.
For instance, during 1996 epidemic year statidticagnificant cluster number 8 that occurs in week
24 was found to affect two different locations, réfere, we labelled them as cluster 8A and 8B to
simplify the analysis. Additionally, a detectedrsfgcant clusters were analysed based on the @iter
define in chapter 4 section 4.3.6 and the defindxdmu and rural map in section 4.3.2. Finally, we
describe in detail the most persistence clustangw year.

During 1996 epidemic year a total number of 18igiaslly significant clusters were detected by
space time permutation scan statistic as illuddrate=igure 5-16. The result showed that the esirlie
cluster was detected in week 9 and it is origirpfiom Hengelo urban area. The most persistent
cluster starts in week 38 up to week Z4e clusters which leads to another cluster orcthsters
which occurs in the same location at different timerval include: cluster 1 which starts in week 9
cluster 3 which occurred in week 15, cluster5 o@maliin week 20, cluster 7 identified from week 22
to week 23, cluster 8A identified from week 24 teek 25 and cluster 11 and 13 which occurred in
week 33 and week 38 respectively (Figure 5-17). @lasters which were detected within a single
study period and dies out is cluster 15 identifretn week 39 to week 40. Cluster 8 detected in week
24 occurred at different location and was clasdiféees cluster 8A and cluster 8B. Also cluster 9
identified in week 24 to week 25 occurred in diffier location and it was classified as cluster 94 an
9B.

Cluster 1 and cluster 2 , cluster 5 and clustefu&ter 7 and cluster 8B and cluster 9B, clusten84d

9A cluster 11 and cluster 12, cluster 11 and ciusfeand cluster 16 were detected in the sameadpati
location but different time period respectivelylu§ter 3 touches the boundary of cluster 4 andetus
9A which detected in week 24 to 25 is close in fmraand time with cluster 10 which was detected
in week 27 to 28. The properties and descriptibtne classified clusters are presented in Appendix
1.1 and 1.2 respectively.

Clusters which are persist in location for morenti3aweeks include: cluster 7 which originated in
rural areas and it persists in a location for 4 knagearting from week 22 to week 25. This clusteswa
detected with 12 numbers of observed cases. Cl8#tewas also persistence since it exists for 5
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weeks in location starting from week 24 to we8ko2 the year. This cluster originates in ruradaar
and it was detected with 34 observed cases. Thedasistence cluster is cluster 13 which persists
a location for 7 weeks. This cluster was also adtgd in rural area and it was detected with 13
observed cases. Moreover, fadeout clusters westetl 1, cluster5 and cluster 11 which exists for
only 2 weeks, cluster 3 which takes 3 weeks andtetul5 and 18 which takes only one week in a
location. Leave

1996 N
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Figure 5-16 : Spatial temporal clusters during 1996 epidemic year. The number in the legend refersto the
number of the clustersand it follows a sequence of timein order of itsappearance

51



SPATIAL TEMPORAL DYNAMICS IN DISEASE DATA

Clusterl Cluster?

Cluster3 Clusterd

Clustert

Cluster8B

Clusters

Cluster9B

Cluster8A Cluster9a Cluster10

Clusterll Clusterl?2

Clusterld

Clusterl3

Clusterl® Clusterl?

Figure5-17: Fadeout and persistence clustersduring 1996 epidemic year.

The detail description of cluster 13 is illustraied-igure 5-18. This cluster originated in rura¢a
was detected in week 38 with 119 cases observawieBa weeks 38 to 39 the number of observed
cases decreased to 65 and the coverage area atsaghs. From week 40 to 43 the cluster was also
observed to another nearby location with a totathimer of 22 cases. In week 43-44 the number of
observed cases increased to 34 cases.

During week 47 the cluster was also observed aigathe same location but different time period
hence this cluster was classified as fadeout aluste
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Figure5-18 : Details of persistent cluster 13 during 1996. Red round isorigin of a disease

Result of clusters detected during 1997 endemic igeiflustrated in Figure 5-19. A total number of
21 significant clusters were detected. The firsisdr was detected from week 53 1996 to week 1
1997. The clusters which occurs in different logatbut within the same time period include cludter
identified from week 53 1996 to week 1 1997. THisster was classified as cluster 1A and cluster
1B, cluster 7 detected in week 16 and classifiedAsnd 7B. More so cluster 11 was detected from
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week 18 from week 18 to week 20 and classifiedlas dnd 11B, cluster 13 was identified in week
23 and classified as cluster 13A and cluster 13Bdunster 14 was identified from week 22 to week
24 and classified as 14A and 14B. Clusters whigldldeto another cluster include cluster 1A which
occurred from week 53 to week 1, Cluster 4 whicls vekentified in week 5, cluster 9 identified in
week 16 to week 18 and cluster 12 which was dedefttan week 21 to week 22. The illustration of
these clusters is shown in Figure 5-20. Clustershwvere identified for only a single period of #m
and disappear include Cluster 3, cluster 20 anstefl21 detected in week 3-4, week46 and week 42-

43 respectively.
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Figure 5-19 : Spatial temporal clusters during 1997 endemic year. The number in the legend refersto the
number of the clustersand it follows a sequence of timein order of itsappearance

Furthermore, the clusters which were identifiedhiea same spatial location includes cluster 1A, 2
and 6, cluster , cluster 1B and cluster 11A ,7/An8 19, cluster 9, 10, 13B, 14B, 16, 17 and 18 ,
cluster 12, 13A, 14A and 15 and lastly is clus@® and 11B . Clusters which shows the persistence
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in space and time includes cluster 9, 10, 13B16417 and cluster 18. The second persistencesclust
includes cluster 12, 13A, 14A and cluster 15. praperties and description of the classified drsst
are presented in Appendix 2.1 and 2.2 respectivélye most persistence cluster is cluster number 9.
Clusters which originated from urban areas inclotiester 7A, cluster 9 and cluster 19. Clusters
which originate from rural areas include clustefs 4nd 1B, 3, 4, 6, 7B, 11A, 11B, 12, 20 and cluste
21.

From this result there was 2 persistence clusiidre. first diffusion cluster is cluster 9 which was
identified in week 16 to week 18 and it originabesirban areas. This cluster exists in a locatam f
17 weeks. Another persistence cluster is clustertlizh was identified in rural area and it persisats

a location for 5 weeks. From this result the npessistence cluster is cluster 9.

Cluster10 I_; Cluster14B J

4>[ Clusterla ]——[ Clusterl8 ]

Cluster13B
Clusterl?
Cluster13A

Clasterls

Figure5-20: Clusterswhich overlapsin both space and time during 1997 endemic year

Figure 5-21 illustrate how cluster 9 was persgsima location. This cluster was first detecteshf
week 16 to week 18 with 32 observed cases. Inaheedocation the cluster was again detected from
week 17 to week 19 with a total number of 34 obsémases. In week 20 nothing was detected in the
location but from week 21 to week 23 the clustes &kso detected in the same location leaving out
few areas with a total number of 18 cases. Thetalushowed to persist in the location with 38
observed cases within week 22 to week 24. Furfnem week 25 to week 27 the area size of the
infection and the observed cases decreased tos2.carom week 26 to 28 some of the area which
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was not infected in the previous week showed iidacbther areas showed uninfected. The total
number of cases in this location was maintaine2@bserved cases. No cases observed in this area
in week 29 but again there were 26 observed casesbn weeks 30 to 32. Starting from this date up
to the end of the year no any cases was obsenthdsitocation.

WEEK 16-18 WEEK 17-19
WEEK 21-23 _ WEEK 22-24
WEEK 25-27 WEEK 26-28
WEEK 30-32

Figure 5-21 : Detailed description of cluster 9 during 1997 endemic year. Red dot is the origin of the
disease.

The result of clusters detected during 1998 isemexl in Figure 5-22. This year consists of a total
number of 13 clusters. The earliest cluster wasaled in week 5. Clusters which were identified

within the same study period but different locationlude cluster 3 identified between week 25 to

week 27 and classified as cluster 3A and cluster@Bster 5 detected between week 34 to 36 and
classified as cluster 5A and 5B. cluster 10 whiaswlentified between week 39 to 41 and classified
as cluster 10A and 10B. Clusters which leads bemotlusters include cluster 3B, cluster 5A and

cluster 10A Figure 5-23.
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Clusters detected in one location for a differegrignd of time include cluster 1, 5A, 6, 7, 8, 9B10
12, and 13A, cluster 3 and 4, cluster, cluster dd B0A. Clusters which was identified only once
throughout a year includes cluster 2 and cluster/AlBcluster properties and cluster description is
presented in Appendix 3.1 and Appendix 3.2 respelgti 3 clusters were found to originate in urban
areas and 5 clusters originated in rural areasst@is which originate from rural areas include
clusters 1, 2, 3A, 3B and cluster 13A. Clustersolitieem originate from urban areas include cluster,
5A, 5B and cluster 10B. Of these clusters clusi&?, 3A, 3B, 5B, 10A and 13B resulted into fadeout
due to their short period of existence. Clusteri&Ahe most persistence cluster it takes a long tim
period in a location it starts from week 34 up teelk 45 and it originated in urban area.

1998 N
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|:|2 -6 - 10 l:lNon-infected areas
E H K
T+« : Il :

Figure 5-22: Spatial temporal clusters during 1998 endemic year. The number in the legend refersto the
number of the clustersand it follows a sequence of timein order of itsappearance
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Figure5-23: Relationship of clustersduring 1998 endemic year.

Figure 5-24 showed the detailed persistence ofterlUsA starting from its origin. Cluster 5 firstly
detected in week 36 with 36 numbers of observedscand 4.23 relative risks at the radius of 21.51 |
Afterwards, in week 37 the number of observed casas 34 and relative risk of 4.92 with radius of
15.48. Then in week 38 the number of observed cases 19 and relative risk of 4.47 within the
radius of 24.99. In week 39 still this cluster vihsre with 10 cases observed and relative risk of
11.68 within a radius of 9.81. Moreover, in we€k Aumber of cases observed in that cluster was 23
with relative risk of 3.77 within a radius of 23.4% week 41 numbers of cases was 28 a radius of
23.45. Again in week 45 the cluster was also detketith 21 number of cases and relative risk of
3.09 within and radius of 20.35. This cluster xihtil week 46 then it fadeout.
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Figure 5-24: Detailed description of cluster 5A during 1998 endemic year. Red circle is the origin of the
disease.

The result of detected spatial temporal clustersndul999 epidemic year is illustrated in Figure 5-
25. In this year a total number of 35 statisticalignificant clusters were detected. The firstieatl
cluster was identified from week 2 to week 3. @us which were detected at different location but
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within the same period of time include cluster 1bick occurred at two different spatial location
detected from week 26 to 27. This cluster was ifladsas cluster 15A and 15B. Cluster 18 detected
from week 30 to 31 was also identified at two diéfet locations and it was classified as cluster 18A
and 18B. Cluster 19 detected from week 30 and v@2eknd it was classified as cluster 19A and
cluster 19B. Cluster 22was detected from weelko3ddek 35 in three different spatial locations and
it was classified as cluster 22A, 22B, and 22Cs@u23 was detected from week 35 to week 36 and
it was classified as cluster 23A and 23B. Clugtewas detected from week 36 to week 37 and it was
classified as cluster 24A and 24B. Cluster 25 wateated from week 38 and it was classified as 25A
and 25B. Lastly cluster 27 was also detected indifferent spatial locations from week 40 to 41 and
it was classified as cluster 27A and cluster 27Broperties of cluster and their description are
presented in Appendix 4.1 and Appendix 4.2 respelgti

Clusters which was detected in the same spat@dtiton in a different period of time include,
clusters2, 3, 5, 15B, 20, 22C, 23B, 24B and clugtk which were detected in the Northern part of
the Netherlands. Clusters 15A, 14, 17, 27B, 19/,238, 18A, 24A, 22A and 25B were detected in
the Southern part of the Netherlands. Additionadlusters 6, 13, 12 which appear to occur in the
same spatial location but different time periodgaevdetected in the Western Southern part of the
Netherlands. Clusters 33, 22B, 34, 33, 19B, 15,30, 8, 21, 10, 11, 7, 18B and cluster 9 were
detected in the same location but different timeqgokein the Western part of the Netherlands. Also
cluster 29 and 35 overlap in location but differgéme period were detected in the Eastern paref t
Netherlands and clusters 31, 32 and 16 were detéatthe Northern East part of the Netherlands.
Cluster 4 was detected in week 9 and disappearshéowhole period of time. Cluster 29 was
detected in week 43 and reoccurs again in week 51.

Clusters which lead to another cluster includestelu 1, cluster?, cluster 10, cluster12, cluster 14
cluster 18B, cluster 20 and cluster 26. Clusterghvioriginate from urban area include, cluster 1,
cluster2, cluster 4, cluster 7 and cluster 18B.

From these clusters, Cluster 14 and cluster 26ltessuo persistence cluster. Cluster 14 which
originated in rural area was initially detectedneek 25 with a total number of 110 numbers of cases
and it exists until week 37. The duration of tbligster is 13 weeks. Cluster 26 which also origida
from rural areas was initially detected in weekwfth a total number of 42 cases and it exists until
week 49 and counted the duration period of 10 weeks
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1999 N

l:l Non-infected areas

Figure 5-25 : Spatial temporal clustering patterns during 1999. The number in the legend refersto the
number of the clustersand it follows a sequence of timein order of itsappearance

Further, persistence cluster were classified asetlobusters that takes not more than 8 weeks in the
location without fadeout. Therefore, cluster lystér 7, cluster 18B and cluster 20 resulted to
persistent clusters. Cluster 1, and cluster 7exists location for 5 weeks whereas cluster 18B and
cluster 20 takes 7 weeks in a location. The remgiiusters were classified as fadeout since they
appear in a location for only short period of tiffess than 3 weeks) weeks and dies out. Figure 5-26
illustrate how persistent and diffusion clusters eonnected
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Figure5-26 : persistent clustersduring 1999 epidemic year

The persistent cluster is illustrated in Figure75-2- 28 and 5-29. This cluster was originateanfro
urban area and detected between week 14 — 15 withtah of 72 numbers of observed cases.
Between week 15- 16 the cluster was again detactadocation with 118 number of observed cases.
Then between week 17 — 18 in the same locatiorltister was also detected with a total number of
13 observed cases and it fades out. In week 8Zltister was again detected in the same location
with 18 number of observed cases. This clustesigtsrin a location until week 36 and then fadeouts
In week 40 the cluster occurs again in the samatilme with 42 cases. This cluster persist up tokwee

49 and it dies out.
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WEEK 14-15 WEEK 15-14

WEEK 17-18 WEEK 31

Figure 5-27 : Detailed description of cluster 7, 8, 9 and cluster 18B. Red dot isthefirst origin of the disease
and blue dot isthe second origin.
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WEEK 31-32 WEEK 33-34

WEEK 34-36

<

Figure 5-28 : Detailed description of cluster 19B, 21,23B and 26. Red dot isthe first origin of the disease
and blue dot isthe second origin.
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WEEK 40-41 WEEK 43-44

d

WEEK 47-48

Figure5-29: Detailed description of cluster 27A, 30, 33 and 34. Red dot isthefirst origin of the disease
and blue dot isthe second origin.

5.5. Summary

In this chapter the result of the analysis was gme=i. Synchrony and travelling waves for the
European countries was analysed and found that¢ thas no global synchrony. Week rank method
identifies the hierarchical spread of a diseasth@Netherlands at the municipality. Moreover, the
result of the cluster detected by the space-tinmmp#tion statistic showed the persistence of disea

more in rural areas than in urban areas.
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6. Discussions, conclusion and
Recommendations

6.1. Introduction

The objective of this research was to detect pagtém empirical pertussis data that can be used to
validate agent-based simulations using a pattéemtad approach. Based on literature research,
different types of spatial, spatial-temporal andhpgeral patterns were identified that occur in
infectious diseases like pertussis. Patterns thatewdentified included “hierarchical spread”,
“synchrony” and “travelling waves”. The relationtlxeen the spatial and temporal scale on which
these patterns can be observed and the statistéthbds available to detect them has been made.
Methodological approach applied was to analyzeifégrdnt spatial scales (Europe at country level,
Netherlands at municipality level, Region (Twent) municipality and postal code level, and
Enschede at postal code level.
The following checks have been performed:
- A check on “synchrony” at the European level (dodpean countries experience epidemic
outbreaks during the same years?)
- A check on “travelling waves” at the European lefekdes the spread of pertussis show a
wave like spread from one side of Europe to an@her
- A check of “Hierarchical diffusion” on the spat&tale of the Netherlands using the week-
rank methods
- A check on “Hierarchical diffusion” on the spatsaale of the Netherlands using a
combination of spatial scan statistics with a fartanalysis of the observed clusters at the
spatial scale of the cluster

Besides the methods as described above, throughewtnalysis difference between epidemic years
and endemic years were identified in order to deitee if differences in patterns between these
groups of years can be detected.

6.2. Synchrony and traveling waves

We performed a check in European countries to firall countries have epidemic simultaneously

and if epidemic is usually travelling to the neadwmuntries. The synchrony was identified but not fo

all European countries. Also the observed synchreay not always for every year. Similar pattern
was observed by Helene Broutin, et al [5] who penfed a comparative analysis of pertussis time
series in 12 countries.

Furthermore, travelling waves of epidemic was olbsgronly for some of the countries not all. This
could be due to difference vaccination strategiesray the countries. The reason for this could also
explained by the method used. It is possible thatesof the countries were regarded as endemic
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while they are epidemic. Incompleteness of datasfone of the countries could also be a reason to
these results. For instance, countries closeadNtttherlands France and Germany there were no data
SO we can not say anything about this.

6.3. Week rank method

Week rank method was used to detect hierarchiffalsitin pattern in the Netherlands, Twente region
and Enschede city. In the Netherlands analysispga®rmed in 538 municipalities, in Twente region
the analysis was performed in 22 municipalities ahfl postcodes and In Enschede the analysis was
performed in 22 postcodes.

In the Netherlands at municipality level of anatyshe method identify clearly the hierarchical
diffusion between endemic and epidemic year. Dugndgemic years the disease arrive sooner in
urban areas than in rural areas i.e. approximatelgk 12 against week 19 as well during epidemic
years pertussis seems to arrive sooner in urbas dhan in rural areas i.e. approximately week 8
against week 19. This pattern may be explaineddpulation density or population size of the area.
Pertussis is transmitted by contact so the arda déghse population is more likely to be affected by
the disease than the area with sparse populatiositdeor population size. A similar pattern wasoals
reported by Broutin et al [20] who used pertussita in a small region of Senegal.

In Twente region at the level of municipality thevas a difference in urban and rural areas between
both epidemic and endemic years but this differemase not statistically significant. In addition to
that, in Twente region at the postcode level dugpglemic year we also observed a difference but
not statistically significant. This result might beplained by the fact that this method requirés af
data in order to produce appropriate results stheetest statistic used to test for the significant
difference is unable to detect small differencethimresult [20] . The result at this level of Twe
region could be improved by doing the analysis gisinly one year instead of using multiple years for
both endemic and endemic. Since we used only sangdls, it is not obvious that this area is afficte
by the disease every year. In addition, pertusss\accine preventable disease so it is posdihte t
in some of the year vaccination of that area i lsig no disease affects that area. In Enschedhe at t
level of the municipality the method does not detety difference between urban and rural areas.
The Area is not large enough to detect hierarchdd@lsion. The spatial extent of the region is mor
suitable for this type of analysis.

Furthermore, the Kruskall —Wallis test used to carepmeans for the significant difference produces
a very small P value for instance, in the comparisb means for the first cases of pertussis in the
Netherlands Table 5-2. the comparison of Urbahramnal areas during endemic and epidemic year
showed P value of 2.31 X 10 -14 and 2.2 X 10 -Kpeetively. Although difference of urban and
rural area was significant the values of p was gengll.

6.4. Space-time scan statistic method

The space-time permutation scan statistic was tesegtect significant spatial temporal clusters for
the data aggregated at the municipality level snNetherlands. The technique for analysing detected
significant clusters was defined whereby the sprepdlusters were defined as those clusters that
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meet, are close in space and time and overlaptmdpace and time. Clusters were considered to be
close in space if they were disjoint in locatiom fat more than one spatial location while close in
time if they disjoint in time for not more than g&rweeks. Clusters were considered to meet irespac
and time if each cluster touches the boundary other cluster in terms of space and two clusters
collide in time i.e. if the start date of the pneseluster is the end date for the previous clusiére
clusters were considered as overlapping clustdteif interiors intersect each other. Problemhisd t
technique is that it fails to identify isolated sters although they were close in location See the
illustration in Figure 6-1.

= "
&

o

Figure 6-1: Example of isolated clusters

Furthermore, clusters detected by space-time petiontstatistic seem to persist in the southerh par
and west southern part of the Netherlands durindeemic years. The reason for this might be low

vaccination coverage in these areas. In additiothab these clusters could be explained by the fact
that the areas affected are close to the bordetbeoBelgium the movement over there is high

compared to the centres of the Netherlands whiakesius to be unsure with the vaccination status
of the people over there.

Some detected covers the very large area but hareds contain the number of cases. This is the
major problem of the SatScan since it detect bltsters of high risk areas of which we are inteyést
with and clusters with low risk areas which we @ao¢ interested with [46].

Moreover, SatScan method does not have cartograqipport for understanding the identified
clusters. It only provide the information about fidentified clusters such as centre location, the
radius of the cluster detected and data that desaach cluster via the text format. This output
should be processed and exported to ArcMap whica fsne consuming process and makes the
interpretation of the result more difficulty. Farstance, for the clusters which were detected withi
the same time period it is difficult to classifyeth manually. Additionally, if there is an overlapgi
cluster in the same location it is difficult to walize it in map this might hinder the clustersttha
require further investigation. Because of thisitiition it makes the interpretation of SatScanteliss
relative to the original dataset very difficult.tHastance, in case of identifying urban and raralas,
some clusters might be classified as they origiimataral areas while they are originating from &inb

as SatScan can not test the significant of tharon§the cluster. Also this could be possible oeas
for the failure to identify the hierarchical spreafithe disease during epidemic year and endemic
year.
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6.5. Comparison of epidemic and endemic years

At the European (countries of Europe) scale whieeeanalysis was performed to observe if there is
synchrony and travelling waves of an epidemic,rémilts indicate that there was no global epidemic
synchrony observed. Also some countries in Eusipeved clear travelling waves of epidemic but
other countries did not.

At the Netherlands scale week rank method was tesétentify the hierarchical spread of a disease.
At the level of Municipality the result showed thihkere was a hierarchical spread in both endemic
and epidemic years but during epidemic years theadie seems to arrive sooner in urban areas than
in rural areas that is week 8 against 19. Additign#she method showed that during epidemic years
the disease appeared to persist more in urban #neasin rural areas. At Twente region and
Enschede postcodes no difference was observed éretwban and rural areas in both endemic and
epidemic period.

Result of space-time scan statistic showed thahguyoth endemic and epidemic years, the number
of clusters in rural areas is higher than the nurobelusters obtained in urban area. During epidem
years the number of clusters that originate inlrar@as was 23 compared to 7 clusters that origihat
in urban areas. During endemic years, the numberusiters that originate in rural areas was 16
compared to 6 which originate in urban areas. B8seaf low number of clusters observed in urban
areas it is difficult to conclude on the hierarethispread. Therefore we can not differentiate betwe
epidemic and endemic year. Table 6-1 and 6-2 otispéy

Table6-1 Epidemicyears

Location Pattern Number of clusters
Urban Fadeout 3

Urban Persistence 3

Urban Diffusion 1

Rural Fadeout 18

Rural Persistence 4

Rural Diffusion 1

Table 6-2 Endemic years

Location Pattern Number of clusters
Urban Fadeout 4

Urban Persistence -

Urban Diffusion 2

Rural Fadeout 15

Rural Persistence 1

Rural Diffusion -
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6.6. Validation of Agent based models

The main objective of this research is to ideniifylti-spatial temporal patterns that can be used to
validate agent based simulation models by compamemic and epidemic years. Initial plan was to
run simulated data to observe if patterns obsemezmpirical data can be observed as accurate as
possible via the simulated data but due to timesttamts we decided to reflect on this.

We first identified the patterns in a disease @dtdifferent hierarchical scale level so as tashss

the validation of an agent based simulation modiel.do so, patterns observed in a disease data
should be used as guidance in designing a modedtste of an agent based simulation model. The

model should include all the characteristics of plagterns (i.e. the model should include variables

which makes that pattern to emerge). The desigrnatkhshould be close or should match with the

patterns observed in empirical data [50].

In this study we identified patterns at the coureyel of which we identify the synchrony and
travelling waves for pertussis, we identified hretacal spread patterns in the Netherlands atebe! |
of municipality to Enschede at the level of postesd Then we identified hierarchical spread pastern
in the Netherlands at the municipality level byngsspace-time permutation statistics.

European countries showed the travelling wavesbtfor all countries. Also the spatial synchrony
observed was not always for all counties since eacimtry have their own vaccination strategy. By
the week rank method in the Netherlands at thd Eveunicipality we identified hierarchical spread
patterns but at in Twente region and Enschede paostthis pattern could not be observed.

Moreover the pattern was not clear observed ifNgderlands at municipality level by using space-
time scan statistic. This makes difficult to cormt#ueven the results of week rank method. For agent
based simulation model it is required to have pastat different hierarchical level and one must be
sure that that pattern exist and that pattern ¢sm emerge in the model output [10]. Additionally,
patterns in a designed model must be able to aaptoportant features in the empirical dataset at
different spatial and temporal scales and at diffehierarchical level [50]. In this analysis wevda
only one pattern observed in the Netherlands atmilvaicipality level When using only one pattern in
an empirical dataset the model could not capturerglortant features in that dataset. Due to these
findings validation of an agent based simulatiordelas not possible.

6.7. Conclusion

The main objective of this research is to find mstiale spatial temporal patterns in disease dhaia t
can be used to validate agent-based simulationseldny comparing endemic and epidemic of
disease data.

Based on this objective we conclude that;
Patterns that are useful are “synchrony”, “tramgllwaves” and “Hierarchical spread”. Synchrony

was checked at the spatial level of European cmsbyut did not detect useful results. Travelling
waves were checked both for European Countriestb@dNetherlands but the methods used for

70



SPATIAL TEMPORAL DYNAMICS IN DISEASE DATA

detecting this type of spread did not lead to gamliits. Hierarchical spread was only detectedgusin
the week rank method for the Netherlands at theicipality. No clear differences were detected
between epidemic and endemic years. Some diffesemege found using the week ranks at the
Netherlands level. In epidemic years the diseaseearearlier in urban areas compared to ruralsarea

Limitations in the data had clear influences on tbsults. At the European scale missing data for
many countries made it difficult to identify diffies patterns. At the level of the Netherlands it is
difficult to determine the “direction of spread” #se origin of a cluster can never be completely
detected. Differences exist between different negiof the country related to the awareness of
pertussis. This results in differences in detectites. In general only a fraction of the true pssis
case is registered (15% for primary infection af@fobr repeat infection) [51].

The methods applied were week rank, space-time ygation model and mathematical formula for
defining epidemic and endemic years

6.8. Recommendation

Further study is recommended that;

1. To investigate the hierarchical spread patterndwente region and Enschede by using
different method, and to repeat the regional clieckther regions of the Netherlands

2. To check for synchrony between larger cities in Metherlands as this information will
provide a link between the hierarchical spreadrimittion of the Netherlands

3. Find a different method to detect travelling waves.

6.9. Summary

In this chapter, the result and implication of #malysis carried out in this thesis was discusthd.
conclusion and recommendation was also provided.
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Appendices

From appendix 1.1, 1.2, 2.1, 2.2, 3.1, 3.2, 4.148dhe cluster type M indicates most likely céust
For SatScantgesithin a given study period the most likely

and S is the secondary clusters.
clusters is numbered as 1 followed by secondarsteta starting from number 2 in the list. Hence the

number of S is ordered according to the numberioédan the list.

Time frame of cluster is the range of time on whioh particular cluster was observed.

Appendix 1.1 : Properties of clusters during 1996 epidemic year

Cluster Cluster | Timeframe Origin of Observed | Relative | Duration of Radius
Number type of cluster cluster cases Risk cluster (Km)
(weeks) (weeks)
Clusterl M 9 Urban 12 18.09 1 10.96
S2 “ “ 12 17.30 1 6.15
S3 12 17.30 1 13.42
S4 12 17.30 1 12.76
S5 10 14.42 1 7.98
Cluster2 M 9-10 From clusterll 14 5.25 2 10.9¢
S2 “ “ 14 5.04 13.42
S3 13 4.88 12.76
Cluster3 M 14-15 Rural 6 12.13 2 7.68
Cluster4 M 16 From cluster3 4 39.67 1 9.71
S2 “ “ 4 30.86 1 13.66
Cluster5 M 20 Rural 6 41.31 1 0
S2 “ “ 6 41.31 1 3.56
S3 6 41.31 1 7.04
S4 6 41.31 1 5.74
S5 6 41.31 1 12.82
S6 6 30.98 1 29.75
S7 6 20.65 1 7.75
S8 6 20.65 1 17.41
S9 6 19.07 1 16.72
Cluster6 M 20-21 From clusterb 10 16.76 2 0.00
S2 “ “ 10 16.76 2 3.56
S3 10 16.76 2 7.04
S4 10 16.76 2 5.74
S5 10 16.76 2 12.82
S6 10 13.96 2 29.75
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S7 “ “ 10 10.47 2 7.75
S8 “ “ 10 10.47 2 17.41
S9 “ “ 10 9.86 2 16.72
S10 “ “ 11 6.36 2 31.27
Cluster7 M 22-23 Rural 12 4.79 9.33
Cluster8 M 24 Rural 34 12.96 0.00
S2 “ “ 34 12.61 1 6.89
S3 24 From cluster? 5 20.42 19.70
S4 “ “ 5 18.15 1 51.04
Cluster9 M 24-25 From cluste 34 8.06 2 0.00
8A
S2 “ “ 34 7.84 2 6.89
S3 “ “ 37 6.78 2 8.66
S4 24-25 From cluster 12 6.77 2 19.70
7
S5 “ “ 12 6.00 2 43.82
Cluster10 M 27-28 From clustef 7 10.51 11.41
9A
Clusterl1 33 33 Urban 10 6.60 15.63
Cluster12 M 33-34 From clustef 16 4.81 2 14.26
11
Cluster13 M 38 Rural 13 12.48 8.17
S2 “ “ 17 7.45 1 8.43
S3 “ “ 21 5.72 1 16.44
S4 “ “ 12 9.30 1 8.32
S5 “ “ 17 5.44 1 15.74
S6 “ “ 19 3.91 1 27.52
S7 “ “ 20 3.70 1 34.58
Clusterl4 M 38-39 From cluste 12 7.96 2 0.00
13
S2 “ “ 13 6.38 2 8.09
S3 “ “ 18 4.32 2 8.43
S4 “ “ 22 3.40 2 16.44
Clusterl5 M 39-40 Rural 52 2.51 31.13
Cluster16 M 41-43 From 22 3.67 2 10.98
clusterl3
Clusterl17 M 43-44 From clustef 34 2.61 2 14.93
16
S2 “ “ 54 2.02 2 28.37
Cluster18 M 47 Rural 4 230.31 0.00
S2 “ “ 4 83.75 9.03
S3 “ “ 4 70.87 13.99
S4 “ “ 4 51.18 8.05
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Appendix 1.2 : Description of classified clusters during 1996 epidemic year

Cluster number Cluster type Cluster new number
Cluster 8 M,S2 8A

S3,54 8B
Cluster 9 M, S2,S3 9A

S4,S5 9B

Appendix 2 .1 : Properties of clusters during 1997 endemic year

Cluster Cluster | Timeframe Origin of Observed Relative | Duration of Radius
Number type of cluster cluster cases Risk cluster (Km)
(weeks) (weeks)

Clusterl M 53-1 Rural 25 5.47 2 33.68
S2 “ Rural 25 3.36 2 26.29

Cluster2 M 53-2 From 27 4.60 2 33.68

clusterlA

Cluster3 M 3-4 7 19.01 2 0.00

Cluster4 M 5 Rural 6 163.46 1 0.00
S2 5 “ 6 118.05 1 6.34
S3 ! “ 6 96.59 1 11.30
S4 “ “ 6 75.89 1 15.36
S5 “ “ 6 27.24 1 18.81

Cluster5 M 5-6 From cluste 6 24.18 2 0.00

4

Cluster6 M 12 Rural 6 23.45 1 31.01

Cluster7 M 16 Urban 7 186.07 1 7.55
S2 “ “ 7 114.93 1 12.24
S3 “ “ 7 86.83 1 15.81
S4 “ “ 7 52.10 1 17.13
S5 “ “ 7 38.69 1 31.61
S6 “ “ 7 24.42 1 25.92
S7 “ Rural 7 16.84 1 70.38

Cluster8 M 16-17 From 7 64.45 2 7.55

cluster7A

S2 “ “ 8 30.33 2 15.62
S3 “ “ 7 39.81 2 12.24
S4 “ “ 8 20.35 2 17.13
S5 “ “ 9 10.74 2 25.92
S6 “ “ 8 12.47 2 3231

Cluster9 M 16-18 Urban 19 5.26 3 8.78
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S2 13 5.92 3 7.51
Cluster10 M 17-19 From 20 4.87 3 8.78
cluster9
S2 “ 14 5.55 7.51
Cluster1l M 18-20 Rural 4 91.68 0.00
S2 “ “ 6 26.19 3 15.04
S3 4 73.34 3 0.00
S4 4 73.34 3 8.58
Cluster12 M 21-22 Rural 4 62.45 0.00
S2 “ “ 52.04 2 4.79
Cluster13 M 21-23 From 29.30 3 0.00
cluster12
S2 “ 9 25.86 3 4.79
S3 9 18.32 3 5.08
S4 9 17.58 3 5.02
S5 9 15.70 3 7.47
S6 21-23 From 18 5.32 3 11.56
cluster9
Cluster14 M 22-24 From 9 42.41 3 0.00
cluster12
S2 “ 9 38.56 3 4.79
S3 9 29.25 3 5.08
S4 9 28.28 3 5.02
S5 9 25.71 3 7.47
S6 From cluster 22 4.86 3 9.26
13B
S7 “ 16 5.69 3 7.51
S8 From 10 8.98 3 11.36
cluster12
Clusterl5 M 23-25 From 7 16.02 3 7.15
cluster12
Cluster16 M 25-27 From cluster 22 4.00 3 9.81
13B
Clusterl7 M 26-28 From cluster 22 4.28 3 9.26
14B
Cluster18 M 30-32 From 26 3.43 3 7.44
clusterl6
Cluster19 M 35 Urban 5 95.62 6.40
S2 “ “ 5 83.14 1 9.59
S3 5 79.68 1 7.55
S4 5 73.55 1 12.53
S5 4 80.52 1 10.50
Cluster20 M 42-43 Rural 6 23.31 0.00
S2 “ “ 6 21.89 2 7.48
S3 7 14.80 2 8.50
S4 10 7.95 2 20.80
Cluster21 M 46 Rural 3 300.86 0.00
S2 “ “ 3 188.04 1 4.92
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Appendix 2 .2 : Description of classified clusters during 1997 endemic year

Cluster number Cluster type Cluster new number
Cluster 1 M 1A
S2 1B
Cluster 7 M, S2,53,54,S5,56 7A
S7 7B
Cluster 11 M,S2 11A
S3,54 11B
Cluster 13 M,S2,53,54,S5 13A
S6 13B
Cluster 14 M,S2,53,54,S5,58 14A
S6,S7 14B

Appendix 3.1 : Properties

of clusters during 1998 endemic year

Cluster Cluster | Timeframe Origin of Observed | Relative | Duration of Radius
Number type of cluster cluster cases Risk cluster (Km)
(weeks) (weeks)

Cluster 1 M 5-7 Rural 5 28.09 3 0.00
S2 5-7 Rural 5 28.09 3 4,72

Cluster 2 M 10-12 Rural 5 39.83 3 12.30

Cluster 3 M 26 — 27 Rural 7 12.89 2 4.49
S2 25 - 27 Rural 10 7.13 3 13.51

Cluster 4 M 26 — 28 From clustef 11 6.70 3 13.51

3B

Cluster 5 M 34- 36 Urban 36 4.23 2 21.51
S2 35-36 Urban 7 26.50 2 0.00
S3 35-36 Rural 7 22.36 2 8.32
S4 34 - 36 Rural 31 3.12 2 35.99
S5 35- 36 Rural 7 18.35 2 13.79
S6 35- 36 Rural 7 17.89 2 17.06
S7 35- 36 Rural 5 36.51 2 8.80
S8 35 -36 Rural 7 16.26 2 8.78
S9 35-36 Rural 23 3.48 2 24.16
S10 35-36 Rural 7 14.60 2 37.65
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S11 35-36 Rural 7 12.13 2 20.84
S12 35- 36 Rural 7 11.93 2 21.84
Cluster 6 M 35-37 From clustef 34 4.92 3 15.48
5A
S2 35-37 “ 37 3.77 3 28.32
S3 35-37 32 3.05 3 25.12
Cluster 7 M 36- 38 From 19 4.47 3 24.99
clusterbA
Cluster 8 M 37-39 “ 10 11.68 3 9.81
S2 “ 12 5.90 3 21.59
Cluster 9 M 39 -40 23 3.77 2 23.45
Cluster10 M 40- 41 Urban 11 18.66 2 8.14
S2 40- 41 Urban 11 11.98 2 22.26
S3 39- 41 From cluster 28 3.24 3 23.45
5A
Clusterl1 M 40-42 From cluster 24 3.59 3 33.32
10A
Cluster12 M 43- 45 From cluster 21 3.09 3 20.35
5A
Clusterl3 M 44- 46 From cluster 10 10.20 3 18.02
5A
S2 45-46 Rural 5 31.61 2 6.18

Appendix 3.2 : Description of classified clusters during 1998 endemic year

Cluster number Cluster type Cluster new number
Cluster 3 M 3A
S2 3B
Cluster 5 M, S4,57,S9 BA
S2,53,55,56,58,510,S11,S12 5B
Cluster 10 M,S2 10A
S3 10B
Cluster 13 M 13A
S2 13B
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Appendix 4 .1 : Properties of clusters during 1999 epidemic year

Cluster Cluster | Timeframe Origin of Observed Relative | Duration of Radius
Number type of cluster cluster cases Risk cluster (Km)
(weeks) (weeks)
Clusterl M 2-3 Urban 13 5.82 2 8.49
S 2-3 “ 13 5.81 2 12.48
Cluster2 M 5 Urban 19 3.83 1 58.54
Cluster3 M 5-6 From 20 4.14 2 48.03
cluster2
S 5-6 “ 26 3.33 2 31.47
Cluster4 M 9 Urban 22 3.33 1 5.38
Cluster5 M 11 Rural 4 149.24 1 0.00
S 11 Rural 4 130.58 1 6.44
S 11 “ 4 130.58 1 8.16
S 11 “ 4 130.58 1 16.21
S 11 “ 4 116.07 1 12.21
S 11 “ 4 74.62 1 37.55
S 11 “ 6 18.88 1 12.94
S 11 “ 4 47.48 1 21.37
Cluster 6 M 13-13 Rural 11 8.95 2 11.86
Cluster7 M 15 Urban 13 9.26 1 17.60
S 15 14 5.51 1 14.46
S 15 10 7.54 1 19.11
S 14-15 18 4.00 2 27.28
Cluster8 M 15-16 From 17 9.06 2 12.39
cluster7
S 15-16 “ 18 6.79 2 13.68
S “ “ 18 3.04 2 19.11
S “ “ 24 3.89 2 27.28
S “ 19 4.28 2 11.04
S “ “ 22 3.55 2 16.28
Cluster9 M 17-18 “ 13 6.07 2 19.47
Cluster10 M 21-22 Rural 18 4.06 2 12.99
Cluster11 M 22-23 From 18 4.08 2 12.99
cluster10
Cluster12 M 24 Rural 7 24.25 1 32.03
S 24 “ 7 17.09 1 81.53
Cluster13 M 24-25 From cluster 24 3.78 2 34.95
12
S1 24-25 “ 22 3.61 2 81.53
Clusterl4 M 25-26 Rural 37 3.67 2 27.87
S2 “ “ 39 3.21 2 58.72
S3 “ “ 34 2.43 2 43.41
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Clusterl5 M 26-27 From 37 3.71 27.87
clusterl4
S2 “ “ 39 3.29 58.72
S3 “ Rural 28 3.36 54.88
Cluster16 M 29 Rural 4 73.13 0.00
Clusterl7 M 30 From 11 7.29 21.75
clusterl5A
Cluster18 M 30-31 From 62 3.17 32.24
clusterl5A
S2 30-31 “ 64 3.02 68.45
S3 31 Urban 18 6.03 22.62
Cluster19 M 31-32 From cluster 61 2.72 32.24
17
S2 “ “ 63 2.63 68.45
S3 “ From cluster 29 4.04 22.62
18B
S4 “ Rural 7 15.67 5.41
Cluster20 M 32-33 Rural 21 3.67 32.16
Cluster21 M 33-34 From 34 2.60 13.89
cluster19B
Cluster22 M 34-35 From 22 4.61 14.18
cluster18A
S2 “ “ 34 3.04 29.05
S3 “ Rural 19 4.56 8.62
S4 From 7 16.33 0.00
cluster20
S5 35 Rural 18 4.37 12.15
S6 34-35 From 29 3.00 25.05
cluster18A
S7 34-35 From 18 4.19 27.36
cluster20
S8 35 From 36 2.57 65.45
cluster18A
S9 34-35 From 7 13.07 8.68
cluster20
Cluster23 M 35-36 From 33 4.60 14.78
cluster19A
S2 “ “ 48 2.87 32.31
S3 “ “ 49 2.54 56.61
S4 35-36 From cluster 18 5.20 18.86
19B
S5 36 “ 14 6.31 42.66
S6 35-36 From 26 3.38 16.58
cluster19A
S7 35-36 From cluster 34 2.62 75.17
19B
Cluster24 M 36-37 From 26 5.19 14.78

cluster20
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S2 36-37 26 3.73 2 15.54
S3 “ 29 3.32 2 32.93
S4 36-37 From 25 341 2 55.64
cluster22A
S5 From 20 3.87 2 16.58
cluster20
Cluster25 M 38 From cluster 8 25.80 1 21.15
22C
S2 38 “ 10 12.44 1 39.08
S3 38 Rural 7 21.45 1 6.77
S4 38 From clustef 10 8.93 1 73.93
22C
S5 38 Rural 9 8.52 1 8.80
Cluster26 M 40 Urban 14 12.06 8.87
S2 40 “ 14 9.86 1 11.88
S3 40 14 7.48 1 18.53
Cluster27 M 40-41 From cluster 18 6.53 2 8.87
26
S2 40-41 “ 18 5.48 2 11.88
S3 “ 29 3.29 2 20.54
S4 41 Rural 13 5.84 1 21.60
Cluster28 M 41-42 From cluster 26 3.52 2 23.60
27B
Cluster29 M 43 Rural 3 203.49 1 0.00
Cluster30 M 43-44 Rural 28 3.21 2 16.09
Cluster31 M 46 Rural 11 33.21 0.00
S2 46 “ 11 18.98 1 8.74
S3 46 11 15.94 1 15.47
S4 46 11 13.07 1 17.64
S5 46 11 9.27 1 25.61
Cluster32 M 46-47 From cluster 11 19.40 2 0.00
31
S2 “ 11 11.08 2 8.74
S3 11 9.31 2 15.47
S4 12 8.19 2 17.64
S5 13 6.32 2 25.61
Cluster33 M 48 Rural 28 4.72 1 9.30
S2 “ “ 23 4.58 1 11.84
S3 32 291 1 17.93
S4 34 2.80 1 15.54
Cluster34 M 48-49 From cluster 28 4.69 2 9.30
33
S2 “ 32 3.50 2 14.62
S3 33 3.11 2 17.45
S4 32 2.69 2 14.62
Cluster35 M 51 Rural 2 1329.00 0.00
S2 “ “ 2 1329.00 1 4.14
S3 3 137.48 1 13.16
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Appendix 4 .2 : Description of classified clusters during 1999 epidemic year

Cluster number Cluster type Cluster new number
Cluster 15 M,S2 15A
S3 15B
Cluster 18 M, S2 18A
S3 18B
Cluster 19 M,S2 19A
S3 19B
S4 19C
Cluster 22 M,S2,56,S8 22A
S3,S5 22B
S4,57,59 22C
Cluster 23 M,S2,S3,S6 23A
S4,S5,57 23B
Cluster24 M,S2,S3,S5 24A
S4 24B
Cluster25 M,S2,S4 25A
S3,S5 25B
Cluster27 M,S2,S3 27A
S4 27B
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