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Abstract 

Nowadays, different fields of science are growing fast, and the advancement of technology as a tool, 
accelerated this speed. Technological advances in the geo-domains, like other disciplines had a great role 
in development of geo-information science, and every day newer systems and techniques of geo-spatial 
data processing and dissemination are assessed. One of newly considered and essential aspects in 
evaluating the technology is the usability of the products, as well as methods and techniques for doing 
use and user research in different disciplines including geo-information processing and dissemination, 
and eye tracking (ET) is one of this techniques. It records the focus points of a person while they see e.g. 
an interface. The main potential of ET in preference to other user techniques is to reveal hidden 
cognitive processes of human behaviours; however, there are some essential objections to ET, e.g. it 
cannot say anything about why users are looking at some object. Taking into consideration the cost-
benefit perspective, the usability of the technique as a whole, needs more investigation which is the main 
objective for this thesis.  
 
For this purpose and in order to get a general overview regarding the usability of ET with different 
systems, we designed 2 case studies with 2 main types of ET systems (mobile and stationed). Also, in 
order to assess the effects of the thinking aloud technique on ET (which can compensate for the 
objection of ‘why users are looking at some object’) and to find out the most resultful combinations of 
these techniques, we applied 2 homogeneous user groups with different methods of usability in each 
case study. These combinations were the use of ET alone and ET with thinking aloud (together with 
other user techniques).  
 
The first case study, assess the usability of ET in providing a methodology for selecting salient 
landmarks in the analyze requirements phase of a pedestrian navigation system. Using different 
methods, users were asked to navigate on a predefined path and find a destination, while their gaze data 
were recorded. Likewise, the second case study deals with evaluating the usability of ET in providing a 
methodology in the produce designs solutions phase of a geo-web application which is a prototype for 
visualizing iceberg data. Depending on their groups, users were asked to find the answer to some 
questions regarding the icebergs using the application, and to apply TA or not. During the design, data 
collection and analysis of these 2 case studies, some issues related to calibration, data clustering, 
analysis and interpretation were discovered and discussed. Also, the 2 applied methodologies in each 
case study were discussed and compared against each other regarding the main variables of usability 
testing which are efficiency, effectiveness, and satisfaction.   
 
The results of the first case study showed that ET indeed can provides information about ‘human 
cognitive aspects’ in selecting salient Landmarks. Also, using the combination of ET and TA proved to 
be more informative for this application. Unfortunately, due to some technical problems, the data of the 
second case study were not analysed properly to provide certain results; however, the combination of 
ET and TA was recognized to be more informative for this case study.  
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1. Introduction 

1.1. Overview 

Today, different fields of science are growing fast, and the advancement of technology accelerated the 
growth of science in various domains. Like in other fields, technological advances in geo-informatics 
have played a great role in the development of science in the geo-domains, and every day new solutions 
for methods, systems and techniques of geo-spatial data processing and dissemination are being 
assessed. Some of the aspects of growing importance in the assessment of the technology which has 
been considered in geo-informatics and other disciplines are the user and his needs, demands, and 
limitations in utilizing the technology. For a long period, there was limited attention towards the user as 
part of investigating the technology and it was not clear whether the created products in geo-informatics 
were usable or made sense. Today, however, there is gradually more attention towards testing the 
usability of the products developed for geo-information processing and dissemination as well as more 
attention for methods and techniques for doing use and user research. These methods are used to 
evaluate products by testing them on users and measure the product's capacity to meet its intended 
purpose. One of the techniques which has reappeared recently, although it was already used in several 
domains in the past, is eye tracking (ET), which tracks the eye movements of a person as they see (for 
example) an interface, and records the focus points at which they looked. Typically, an ET system 
works by reflecting infrared (IR) light onto an eye, recording the reflection pattern with a sensor system, 
and then calculating the point of gaze using a geometrical model. Once the point of gaze is determined, 
it can be visualized and shown on a computer monitor as a moving cursor. 
 
The origins of ET are over a century old; it started as a very invasive technique and gradually turned 
into an almost completely non-invasive one. ET has various applications in different domains like visual 
system analysis, psychology, cognitive linguistics, product design, human-computer interaction (HCI) 
and many others. ET application in HCI could be divided into usability assessment and a newer 
application which uses ET as a direct control medium within a human-computer dialogue. In usability 
measurement, the recorded gaze data during system use typically would be analyzed offline. Using gaze 
data as one of the several inputs to a system, on the other hand, includes finding proper ways to react 
judiciously to eye signals in real time and avoid over responding; the technique is applied for hand-busy 
or disabled users. 
 
Recently, ET has been applied to some extent in usability research in order to improve the design of 
different applications in geo-information processing. Researchers have reported that ET enhances 
usability testing by combining it with other conventional techniques such as interviews and 
questionnaires (Çöltekin et al., 2009). They also declared that ET reveals hidden cognitive processes, 
which are valuable sources of information about human behaviours or usability problems that may not 
be gained by conventional usability data collection techniques. ET is also considered to be useful for 
testing hypotheses about the design (Cooke, 2005). 
 
ET is mostly applied in the last stage or design evaluation of a User Centered Design process in the geo-
information domain, but it may also be applied in the first stage or requirement analysis stage of the 
UCD process.  
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1.2. Motivation and problem definition 

As a fairly noticeable, real time measure of visual and cognitive information processing behaviour, ET 
was believed to be a promising technique over the past 50 years. Still there are some uncertainties about 
its usability regarding its availability, intrusiveness, robustness, costly performance and analysis with no 
warrant of getting extra knowledge or usability of its resulting data; these kinds of problems have held it 
up at such a merely promising stage. For this purpose, some issues related to clustering, analyzing and 
interpreting the data, which partly caused this slow start, are discussed below. 
 
ET is the process of measuring either the point of gaze or the motion of an eye relative to the head in 
order to determine eye movement patterns of a person. An eye tracker is a device for measuring eye 
movement which comes in two main types: head mounted ET systems for portable applications and 
stationed ET systems for document based and computer screen studies. An eye tracker typically records 
eye location, gaze location (usually as a 2D point), the time and the duration for each sample. 
Depending on the sampling rate, and the duration of the session, the amount of data may become huge 
and complex. Clustering is a solution to reduce this high data volume by classifying the scattered data 
points into somewhat more regular categories. In data analysis, the first step normally is to cluster data. 
Clustering ET raw data mostly includes differentiating between fixations (pauses over informative 
regions of interest) and saccades (rapid movements between fixations). This can be realized by 
separating raw fixation points and collapsing them into a single representative tuple. By separating 
fixations, raw saccades would be separated implicitly. Most data processing of human vision occurs 
during fixations, while during saccades almost no information absorbed by the eye. Hence, saccades are 
not often included in visual processing. Furthermore, there are some unwanted eye movements during a 
fixation, and extracting fixations reduces this data noise resulting from smaller eye movements 
(Salvucci and Goldberg, 2000). 
 
A wide range of methods and techniques is applied for eye detection, data clustering and analysis at 
different stages of conducting the ET technique. Choosing the best algorithm to use for a specific task is 
a challenge. While different algorithms can be used to perform the same task, each algorithm may 
produce a different result. Furthermore, the same algorithm may produce different results by changing 
its parameters, which also leads to different interpretations of the same ET data. Due to the development 
of technology, there are some available software applications which provide analysis tools and 
automatic methods for extracting the fixations and saccades from data. However, because of the strong 
dependency on the choice of their parameters and also a lack of transparency regarding the algorithms 
(Lankford, 2000), sometimes there is a need for more customized routines to control the data.  
 
Conducting analysis of the clustered data properly, as the next step, requires selecting relevant metrics 
as well as appropriate operations to evaluate them against each other or other techniques. These 
operations could be done by the present ET software or developing personal tools based on 
requirements. 
    
Depending on application, a variety of different eye movement measurements are feasible. Common 
analysis metrics of ET data include fixation, saccadic velocities, saccadic amplitudes, and various 
transition-based parameters between fixations. However the major part of ETanalysis is related to 
separating and labelling fixations and saccades. Interpreting processed data as the last stage of an ET 
study is not always an easy job, and it is to some extend based on the opinions and understanding of 
evaluators (Ehmke and Wilson, 2007). For instance existence of the long fixations over some particular 
part of the stimulus can be interpreted either as user’s interest or confusion at that particular part. ET 
results are not clear enough to be interpreted in isolation. In practice, ET is often combined with other 
techniques of user research to assist the interpretation process. However, interpreting integrated ET data 
with data from conventional techniques can be even more challenging (Jacob and Karn, 2003).  For 
instance, the support of data of some conventional user research methods like thinking aloud protocols 
(TA) resulting from users who verbalize their thoughts during task completion makes the interpretation 
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process to some extend subjective. In addition, while ET can enhance usability testing by combining it 
with other traditional techniques, still there are some disagreements on how they can be joined to achieve 
optimum results. Looking at the sensitive nature of ET experiment proves that concurrent use of TA can 
cause difficulties to the users as they are verbalizing ongoing cognitive processes that may be 
subconscious (Ball et al., 2006). However, some researchers e.g. (Brodersen et al., 2002) proved that 
concurrent use of TA and ET could lead to valuable results. There is also a problem regarding the effect 
of the interface context on the user and a limitation in deductable conclusions about cognitive processing 
which are obtainable from ET data. For instance, ‘a given cognitive event might reliably lead to a 
particular fixation, but the fixation itself does not uniquely specify the cognitive event’ 
(Hayhoe and Ballard, 2005). 
 
The ET technique provides a different approach in usability research, not as a replacement, but to 
supplement conventional usability testing. It reveals behaviours that would be difficult to obtain through 
other test measures. Taking into consideration its potential benefits versus the vital range of problems 
like cost, calibration, handling data,  complexity and combination of methods, the usability of the 
technique as a whole still needs more investigation.  

1.3. Research objectives 

The main objectives of this research are to investigate the usability of ET and the resulting data in 
different stages of User Centered Design of a product or tool in geo-information processing and 
dissemination, and to present guidelines for a useful implementation of the ET technique in use and user 
research in the geo-domain. These main objectives can be divided into some categories of sub-
objectives: 

 To present information regarding the general structure of the ET research technique. 
 To propose proper techniques for integrating data from applying the ET technique with other 

techniques of user research. 
 To propose proper (visual/automatic) techniques of data clustering, analysis and interpretation of 

the processed data in order to improve the usability of different geo-applications or geo-
information handling. 

1.4. Research questions 

Questions are organized into four groups: first general questions for technique identification, and then 
more specific questions like data collection questions, data clustering and analysis questions, and data 
interpretation questions. 
 

 General questions  
 

- What is ET? What is it applied for? What are possible applications and capabilities in 
different domains? What are the related experiences in the geo-domain, and  what were the 
comments on the usability of the resulted data? 

- What are the advantages, disadvantages and current pitfalls of the technique? Are the 
disadvantages manageable? 

- In which stages of the UCD process of the geo-information domain can the technique be 
applied? 

- What other factors can affect (improve or bias) the results? Does a learning effect, 
environmental condition, test duration or other factor modify the test results?  

 
 Data collection questions  
 

- What kinds of raw data are collected by an ET system?  
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- How is the ET system applied? What is a typical test procedure? What does the test 
person/experimenter typically do during the test? Does the device type (mobile/fix) effect 
the execution procedure? 

- What kind of different components do ET systems include? Do the equipments differ for 
different systems (mobile/fix)? What do all components do? 

- What are the different capabilities of the two (mobile/fix) systems? Can mobile systems be 
applied for document based and computer screen studies as well?  

- What is the general workflow of ET systems in order to record the track of the eyes? 
- Should ET be combined with other usability techniques?  Which method (alone/combined) 

is preferred as a user research technique? How should ET be combined with other usability 
techniques? 

- What is the use and the effectiveness of using the ET technique compared to other 
comparable user techniques like audio-video recording which they cannot provide? And 
which method is preferred? 

- Which preparatory activities, assistance, further equipments or other material are required? 
What are the costs involved (in terms of manpower, equipment, time)?  

 
 Data clustering and analysis questions  

 
- What are the impediments of clustering data? 
- What (visual/automatic) clustering and analysis tools are currently available? Can available 

softwares meet the needs of clustering and analyzing data in the geo-application domain? 
Do the softwares differ regarding the system types (mobile/fix)?  

- What are the defined ET metrics for analyzing the data? Which metrics (fixation, saccade, 
AOI and etc) are proper to be analyzed in different geo-applications? 

- What other measures (video, sound, mouse click, etc) can be combined with ET metrics to 
improve analyzing the data via available software? Can we use combinations of these 
measures via available software? 

 
 Data interpretation questions  
 

- What kind of results can be obtained with this technique in order to improve the usability of 
geo-information applications?  

1.5. Thesis structure 

Chapter two has been devoted to the review of exiting information about characteristics of the ET 
technique including definitions, usage in different stages of UCD, application in different domains as 
well as in the geo-domain, advantages, limitations and pitfalls of the technique. It also describes the 
different stages of applying the ET technique including data collection, clustering, analysis and 
interpretation. Knowing the present potential possibilities, capabilities and drawbacks of the technique 
provided in this chapter, along with considering available facilities in ITC, guides us to the design, 
implementation and data analysis of two case studies in order to assess the usability of ET for a mobile 
and stationed system respectively, in the next two chapters (chapter 3 and 4). The first case study 
describes a new application of the ET technique in the geo-domain, which involves the requirement 
analysis phase of the UCD of a pedestrian navigation prototype for selecting salient landmarks. In order 
to get a more general overview of the usability of ET in the geo-domains, another case study is planned 
and discussed with a stationed system in the same chapters. It assesses the design solution of a geo-web 
application for visualizing the ice berg data. Finally, based on these case two studies, in chapter five, we 
have come up with some conclusions and recommendations for future researches and applications of the 
ET technique in the geo-domain. 
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2. Literature review  

2.1. Overview     

This chapter is devoted to literature review of general characteristics of the ET technique. It starts with 
describing general concepts regarding usability testing and its different methods and techniques 
including ET. Then in section 2.3, ET and a brief history are defined more specifically. Section 2.4 and 
2.5 shortly describe some applications of ET in different domains and also in geo-information 
processing and dissemination. The next section (2.6) is devoted to review and assessment of various 
existing methods applied in different stages of a typical ET study. An ET study usually consists of 
different stages including data collection, data clustering, data analysis and data interpretation. 
Depending on the applied hardware and software or processing methods, there are different alternatives 
for implementing each stage. For instance, data could be collected via different device types. Likewise, 
the collected data could be clustered by different methods etc. Section 2.6 defines and describes each of 
these stages and the alternative methods for each stage in details. Finally, in section 2.7 the main 
potential, drawbacks and limitation of ET are identified. 
 
As mentioned in chapter one, there are different method and techniques for usability testing, and ET is 
one of this techniques. The next section gives more details about definitions and classifications of these 
method and techniques including ET. 

2.2. Techniques of usability testing  

This section defines basic concepts which are related to the usability. It briefly describes User Centred 
Design (UCD), usability testing and its usual methods and techniques. As already mentioned, users and 
their demands are one of the vital factors in the evaluation of any types of technology including the 
products which are related to the geo-information processing and dissemination. 
 
Usability is a gauge of usefulness of an interface for its end users. The interface is applied to the 
hardware, software, online help documentation or any other element that shape user experience with the 
product; examples in the geo-domain are like a digital/paper map, geo-website, PDA, etc. Usability is 
defined as ‘the extent to which a product can be used by specified users to achieve specified goals with 
effectiveness, efficiency, and satisfaction in a specified context of use’ (ISO 9241-11). It means the 
users of a product should be able to accomplish their tasks easily and quickly (Barnum and Dragga, 
2001). It is also defined as the quality in use along with efficiency, reliability, maintainability, 
functionality and portability of software products (bevan, 1999). 
 
Usability engineering is a basic term applied to a set of activities in order to create user centred product 
designs which can use either experts or non-experts as evaluators. Usability testing is a part of usability 
engineering which is defined as ‘the process of learning from users about a product’s usability by 
observing them using the product (Barnum and Dragga, 2001)’ During execution of a predefined task in 
usability testing, the user’s reactions, behaviours, errors, and self-reports are carefully observed and 
recorded by a usability engineer. Then these data are fed back to the designer to improve interface 
usability in (re)design. Usually it is an iterative process, meaning that after redesigning, the product 
would be tested again till finally the developer is satisfied that the users’ desires are met. The aim of the 
usability testing is to estimate the amount of effectiveness, efficiency and satisfaction of a product’s 
user.  
 
Usability testing includes different methods like heuristic evaluation, cognitive walkthrough, task 
analysis, remote testing, etc. Each method has one or more techniques embedded into it. For instance, 
task analysis can make use of different techniques like interviews, questionnaire, focus group, etc. 
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Usability techniques can be either quantitative or qualitative (URL6). The qualitative techniques give 
non-numeric description. Some techniques of qualitative methods are like direct observation, 
introspection and TA. Quantitative techniques which give numeric or statistical output are like 
questionnaires, performance measurement. ET is also one of these quantitative techniques that can be 
embedded into different usability testing methods. Since the main objective of ET technique is to reveal 
cognitive behaviours of an end user of a system, it is usually applied in methods which employ a real 
user to carry out a task. However, in some applications it is possible to apply it for the experts as well. 
An example of such applications is the use of ET for the purpose of differentiating between novice and 
more experienced users while applying a system and then using experts’ eye patterns for teaching novice 
users (Jacob and Karn, 2003). Usability testing methods can generally be studied under three groups of 
testing, inspection and inquiry (URL5). In testing approach, usually typical tasks are executed by 
representative users using a prototype or system, and then the results are assessed by evaluators. 
Commonly used testing methods are like remote testing, shadowing and TA. Inspection is based on 
assessment of usability-related aspects of a system by the experts (and users). Inspection based methods 
are like heuristic evaluation and cognitive walkthrough. Inquiry is based on both observing users using 
the system in a real work and communicating with them (verbally or in written form) by evaluators. 
Examples of Inquiry are focus group and field observation. Table 2.1 and 2.2 include the descriptions of 
some important usability testing methods and techniques.  
 

Table  2.1: Some important methods of usability testing. 
Usability testing method Definition 
Heuristic evaluation Experts evaluate a product according to some accepted principles  
Cognitive walkthrough Experts walkthrough the steps and actions required to accomplish a task 

and compile potential issues 
Pluralistic walkthrough Experts walkthrough the actions required to accomplish a task as a 

group asking themselves a set of questions 
Task analysis Is the process of learning about the product by observing users in action 

      
    Table  2.2: Some important techniques of usability testing. 

Usability testing technique Definition 
Interviews To enquiry user verbally after completing a task 
Questionnaires To ask user to write down their ideas in answering questions about the test 
Thinking aloud (TA) To ask user to say aloud his thoughts while completing a task 
Retrospective think aloud To ask user about what he thought after completing a task 
Direct observation To observe user’s behaviours while completing a task 
Video-recorded observation To video record user’s behaviours while completing a task 
Screen-logging observation To record user’s interactions with interface via data logging software 

applications 
Focus group To record a moderated discussion among potential users of a product 
Eye tracking To capture user’s point-of-gaze while completing a task 
 
Although usability testing can be conducted through several methods, for developing a more usable 
system it is recommended to use a UCD approach (figure 2.1). UCD involves a set of methods which 
employs a user’s interaction for design development as well as for the final production through an 
iterative process. UCD approach supports the entire development process cycle of user centred activities 
in order to create more usable product and with less cost. The three stages of the UCD includes analysis 
requirement, produce design solutions and evaluate designs. It starts with the analysis requirement 
phase, which deeply investigates users’ requirements and encountered problems with existing products 
and with considering context of use and task. It is also possible to carry out this stage without a pre-
existing product and only by a careful assessment of the requirements that a system is to fulfil as well as 
exploring likely problems that user might encounter while using the product. The results of the 
assessments in this stage leads to development of the first prototype in the next stage which is produce 
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design solution phase. This developed prototype then would be tested again with representative users in 
evaluation designs phase, with the aim of meeting users’ requirements, and again it is back to the 
product design solution phase (for redesign) in an iterative way. Different usability testing methods can 
fit into different stages of the UCD process. For instance, task analysis can take place only in the first 
stage of the UCD process. Likewise, heuristic evaluation can take place both in the first and the last 
stages of the UCD process (URL6).  

                                
Figure  2.1: A general diagram of the User Centred Design process (Van Elzakker and Wealands, 2007). 

  
Depending on which stage of development life cycle the product is fulfilled, different types of usability 
testing is conducted. In order to examine preliminary designs as models or prototypes, exploratory tests 
are performed. As a midway into the development cycle, assessment tests are carried out to assess 
whether the design concept was implemented. Finally, validation tests are carried out to confirm whether 
the final product is comparable to some standard or other products. Compared to earlier stages, the later 
the test is conducted, the less qualitative and more quantitative it would be (Bojko and Schumacher, 
2008). As in comes to ET, there are few cases of applying this technique in the first stage of a product 
development cycle in the geo-domains (Davies and Peebles, 2007) and it is often utilized while the target 
product is in the prototype stage. Prototypes are tested against each other and competitors to examine 
for instance which specific elements are associated with high visibility and appeal (Brodersen et al., 
2002). ET has a high potential in giving insight into cognitive aspects which otherwise could hardly be 
gained. This potential is an important factor in evaluating a product in both the analysis requirement 
stage and the evaluate designs stage which may lead to discovering extra information about the 
requirements of the user. 

2.3. ET user research technique 

ET is an objective technique of measuring an individual’s eye movements, including where their eyes are 
looking at any given time and the sequence in which they are shifting from one location to another by 
means of a device called eye tracker. This technique opens a new opportunity to look at humans 
motivation from another dimension added to the already mentioned research techniques. It helps to 
reveal hidden cognitive processes of human behaviours which cannot be obtained by other techniques; 
however, there are several objections to this technique (see section 2.7). For instance, ET does not say 
anything about why users are looking at a particular point.  
 
Eye movement’s investigation precedes the wide-spreading deployment of computers by one century, 
and it gradually evolved from very invasive to an almost completely non-invasive technique. The 
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procedure of developing of ET methodology is assessed as 4 discernible era’s by Rayner (1998). The 
early era, which was contemporary with researchers like Dodge, Dearborn and Huey involved using 
rather crude apparatus; researches in this era, still, could lead to some important basic discoveries 
regarding eye movements that have stood the test of time, like average fixation time, saccade length and 
duration which are some of ET metrics, saccadic suppression (see section 2.6.2.1) and some theories. 
The second era, contemporary with persons like Buswell, Tinker and Yarbus, could be considered as ‘a 
behaviourist era in psychology’. Regarding the theory development, it was not a productive era. Some 
researches on overt eye movement properties like eye blinks as well as some confirmatory works, are the 
only outcomes of this era. Perhaps Tinker’s (1958) comment that ‘all that has been learned about 
reading via eye movements has been learned’ would be a good clarification for this era. The third era 
coincides with the cognitive revolution in psychology as well as great technological advances which led 
to changing eye-contingent display techniques. Also, some initial developments of theories were the 
consequences of this era (Just and Carpenter, 1980). And finally, the present era involves the 
development of sophisticated models and computer simulations for predicting the location and duration 
of eye gaze, required for designing interactive systems, further technological developments and a wide 
variety of new applications.    

2.4. ET application in various domains  

Original applications of ET include the three main areas of visual search, reading and scene perception 
(Neuroscience, 2002). Currently a wide variety of disciplines makes use of ET technique. They could 
briefly be identified as cognitive science, psychology, human-computer interaction (HCI), marketing 
research and medical research (neurological diagnosis). Specific applications include: language reading, 
music reading, human activity recognition, advertising and sport. Uses include: cognitive studies, human 
factors, computer usability, translation process research, vehicle simulators, in-vehicle research, training 
simulators, virtual reality, adult/infant/geriatric research, primate research, sports training, fMRI / 
MEG / EEG, communication systems for disabled, improved image and video communications and 
finally commercial applications which includes itself web usability, advertising, marketing, automotive 
and many others. 

2.5. ET application in the geo-domain 

ET was first applied in usability studies in 1947, by video recording of eye movements of pilots during 
landing. In the 1980s, ET was applied in HCI and then was extended into usability studies of user 
interfaces and websites (Chin et al., 2005 ). 
 
In the 1970s, cartographers became interested in examining the map-reading process through ET in 
order to improve symbol design, get more control over how their maps would be perceived, and increase 
the overall efficiency of map use. Castner and Eastman (1984) described that studies of how, rather 
than where, the eye moves might prove useful in map-design experiments. They also suggested a 
number of ET metrics to determine the functional complexity of maps. Part II of this study (1985), uses 
ET to assess the holistic properties of maps. The results confirm the hypothesized correlation between 
subjective judgments of map complexity, termed as perceived complexity and ET data. 
 
Chang (1985) tested the effect of experience on topographic map reading tasks by using some 
performance test (extraction of some absolute and relative heights) in combination with eye movement 
recording and interviews. The results showed that experienced readers performed better on the 
questionnaire test; ET data also supported that. 
 
Brodersen (2002) in a study, applied mobile-ET combined with other techniques, for assessing the 
usability and design of topographic maps through giving some tasks to the participants. They examined 
the relationship between perceived map complexity (instructor rating, interview, verbal and non-verbal 
data) and ET data. The results were all promising, since the correlation between conventional methods 
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data and ET data was high; ET and other methods, in combination, allowed deeper and more objective 
insight into map reading.  
 
 Çöltekin (2009), in a case study, used a combined fixed-ET and traditional usability methods to 
evaluate two interactive map interfaces. Overall results confirmed the hypothesis of better design of one 
of the two interfaces. Here also, ET data did enhance usability studies both quantitatively and 
qualitatively and revealed some micro level visual behavior (regarding the Identify and Redraw Map 
buttons’ design issues) on one of the interfaces. 
 
Alaçam (2009) conducted a combined usability testing with ET, to examine the effects of iconic 
representations and pop-up window usage on the usability of some web-map sites. Task performance 
evaluation showed there was a significant difference between the web-maps regarding their different 
design. Moreover, use of iconic representations, the efficiency of pop-up windows’ usage and also users 
experience level showed to have an effect on task performance. These experiments and a few more 
confirm the applicability of ET in enhancing conventional methods by giving new insights to usability 
issues in geo-domains. 

2.6. Different stages of the ET study 

In conventional usability testing, user behaviours like the task duration time, task completion rate, their 
action and performance manner including comments, TA, emotions and their mouse hover behaviour, 
comprise the evaluating factors. Conducting a valid usability study, analyzing these data and combining 
them in a way to achieve applicable results, requires good experience and planning. Conducting a valid 
usability ET study is on another plane. While adding eye movement data, ET methodology typically 
makes use of regular usability testing, and makes it even more complicated. Unfortunately, the nature of 
the ET study makes it very easy to obtain fake results which surely would be worse than not doing any 
research at all (Pernice and Nielsen, 2009). A typical ET study usually includes different stages of data 
collection, clustering, analysis and interpretation. In order to achieve valid and sensible outcomes, each 
stage must be planned and executed properly. 

2.6.1. Phase One 

The main theme of this section is data collection which refers to bringing together gaze data and other 
relevant data that are going to be analyzed later to make a conclusion regarding the task. General 
structure and function of different types of eye trackers (including head mounted and table mounted 
systems), their common outputs as well as the outputs of their typical complimentary usability 
techniques and the way these techniques are combined have been compared. Finally, the details of the 
data collection procedure in a typical ET experiment are provided. 

2.6.1.1. Eye tracker 

ET data are gathered through an eye tracker. An eye tracker determines point-of-regard (where a person 
is looking at) by positioning one or both eyes multiple times per second, which is used later to measure 
eye movements metrics (Poole and Ball, 2005). 
 

                                 
                                                     (a)                                                     (b)  
Figure  2.2 :A representative of (a) head-mounted [ASL Mobile eye] and (b) remote [Tobii 1750] ET systems. 
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Two types of current eye tracker’s setup include: head mounted eye tracker, which allows free head 
movement and is usually applied when participants will be viewing multiple surfaces or when the ability 
to move within a restricted area is required (drivers, pilots, athlete practicing and also paper prototype 
or other out of the box studies) and stationed (other terms are fixed, table mounted or remote) ET 
systems which can work in a limited area like the computer screen or document based studies (figure 
2.3-b), and some other applications which do not require the user to move e.g. shelves studies and 
marketing (figure 2.3-a). Since their related software is more developed, it would be more efficient if 
fixed systems are applied for screen-based applications. There are two types of remote systems which 
may allow a person to move his head partially in a restricted area or not at all. A completely stationary 
eye tracker which also typically requires a chin rest or bite bar, has a higher accuracy. An eye tracker 
measures the rotation of the eye with respect to the measuring system. If the measuring system is head 
mounted then eye-in-head angles are measured, and if it is a fixed system then gaze angles are measured. 
Most eye trackers use a sampling rate of at least 30 Hz until 50/60 Hz. Likewise several video-based 
eye trackers (see section 2.6.1.3) run at 240, 350 or 1000/1250 Hz to capture very rapid eye movement 
details during reading or neurology studies. 

 

                   
(a)                                                                                (b) 

Figure  2.3: Illustration of using stationed system for (a) marketing application [Tobii 120] (b) document based 
application/reading [SMI-RED250] 

 
Most ET systems today work by reflecting IR light toward the eye and recording the reflection patterns 
with some cameras. Then the point of gaze is calculated for the reflection data by a geometrical model. 
Different eye trackers differ in their design and data collection algorithms (which are methods of 
analysis to determine the location of fixations); however, most head-mounted systems include two 
cameras: one for recording the field of vision from the subject’s perspective and the other for tracking 
eye movements via IR reflections. Participant’s image of point-of-regard (as a dot) then would be 
superimposed on top of the image of the field of vision (figure 2.9-b). These two images are saved as 
alternate frames by a video recorder, which means the output format of a mobile eye tracker would be a 
video recording of combined images. 
 
Stationary systems on the other hand, use some cameras which either are external or placed in the frame 
of the eye tracker screen and points directly at the participant’s eye (Poole and Ball, 2005). Similar to 
mobile systems, here also the eye gaze data as a moving point is superimposed on the screen logged 
stimulus (figure 2.6), which could also be exported and saved as video clips (for instance in avi format) 
if required.  
 
The reason for a possibility of free head motion in head mounted systems is that these systems measure 
the pupil glint from multiple angles in order to differentiate eye movement from head movement. In the 
same way, some remote systems recently use several smaller fixed sensors placed in the computer 
monitor frame such that the glint underneath the pupil could be measured from multiple angles which 
provides the chance of head movement within around one cubic foot (Cooke, 2005). 
 
Apart from data collection software, the main components of a mobile eye tracker are: glasses mounted 
optics with built-in ET cameras which may track one or both eyes, IR light emitting diode (LED) which 
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is placed close to the eye camera for emitting IR light to the eye, a head mounted scene camera, a 
recorder (VCR) either as a built-in piece of the head mounted part or as a separate portable component 
and a processor computer with a high storage disk space (figure 3.2). The head mounted part and the 
external recorder are required to connect to each other during the test. Depending on the system type, the 
recorder and the PC may or may not connect to each other during the test for remote control 
applications. The remote system on the other hand is composed of the eye tracker itself (in the form of a 
flat monitor) with special built-in autofocus cameras and LED in the frame of the screen or external 
cameras close to the monitor, microphone (to combine ET with TA), keyboard and mouse (for using the 
under processed application) and a processor computer (figure 2.2-b, figure 2.4, figure 3.9). If it is 
desired to minimize the amount of equipment needed to implement the project in someplace which aids 
in research like a home or school, the single computer configuration is preferable; however, in an ET lab 
usually a two-computer setup is applied (figure 2.4). The procedure is that the stimulus is run on an 
application computer, also the stimulus with its superimposed gaze data is run on another host computer 
for the real time monitoring. The application computer can generate signals in response to user 
generated events like a button press or mouse movement; the host computer can also generate and send 
signals to start or stop tracking.  
 

                                      
Figure  2.4:  Using a two-computer setup for real time monitoring during an ET experiment (URL2). 

 
As mentioned before, the mobile and stationed systems have different structures and configurations; 
likewise they have different potentials and limitations. Selecting a mobile system or a stationed one is 
determined by task requirements and the budget. Each of them is most suited for a particular 
application. There are also variations in system specifications and data quality within each type. 
Although a few attempts regarding comparing different systems within the same experiment has been 
made, e.g. (Nevalainen and Sajaniemi, 2004), all of them are restricted into evaluating just two or three 
systems; this makes it impossible to generalize their finding and come to a conclusion. The followings 
are some comparisons regarding the general potentials and limitations between mobile and stationed 
systems: 
 

 Calibrating mobile ET systems for people with glasses or corneal irregularity is not so easy, and 
for test conditions that visual impairment is correlated with other variables, it may leads to a 
biased sample (Mayr et al., 2009). Furthermore, some systems perform a poor calibration in 
uncontrolled environmental conditions (Hansen and Hammoud, 2006). In the same way, remote 
systems have some limitations for calibration; during ET with a stationed system, head 
movements may cause a delay until the eye tracker can reacquire the eye; this may also cause a 
loss of calibration (Namahn, 2001). 

 
 Compared to mobile systems, fixed systems are less obtrusive. Utilizing a mobile eye tracker 

implies the subjects wearing goggles which obstruct a small portion of their visual field and 
knowing that their gazes are being tracked; this unusual feeling may bother the subjects (Mayr et 
al., 2009). 

 
 In contrast to fixed systems, a mobile eye tracker has a limited temporal accuracy, which means 

some short fixations can be easily missed. Also, ET works best if the eye tracker is calibrated to a 
specific fixation distance. However, due to free head and body movement in mobile systems, this 
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distance is not constant; consequently, their spatial accuracy is lower than fixed systems (Mayr et 
al., 2009). 

 
 Although head restriction is a drawback of remote systems, due to their relatively high durability 

and low cost compared to head mounted systems, they are more popular than head mounted ones 
(Jacob and Karn, 2003). 

 
 Static ET systems usually are provided with the software for automatic data analysis. In mobile 

systems however, due to the inter-individually variable behavior of eye movements as well as 
constantly changeable background which leads to changing size and position of different ROIs, 
automatic analysis is limited. As a solution, many researches use only inter-individually similar 
short tasks with an expected eye movements’ range, which of course limits the generalization of 
ET results. Also, some recent developments (e.g. ASL's GazeMap software) allow for detecting 
dynamic lookzones by applying edge detection and object recognition algorithms which also 
facilitate multiple subject analysis (Pernice and Nielsen, 2009). 

2.6.1.2. Eye tracker’s output 

What an eye tracker collects as raw data is a stream of 2D points (with usual sampling rate of 50 to 250 
Hz) or points-of-regard, which are points in space where a person is looking. They are usually used in 
ET studies to reveal where visual attention is directed at (Poole and Ball, 2005); some systems provide 
the torsional movements or Z in the data file as well. Depending on tracker’s type these information 
could be provided for either one or both eyes. Data collection is handled by ET software. All ET 
software share common features. Software catalogs ET data is in one of two ways:  data are stored in 
video format (using a small dot to represent eye movement) or data are stored as a series of X,Y 
coordinates related to specific grid points on the computer screen (Cooke, 2005); in video recorded data 
format, data collection software extracts 2D gaze data points through image processing of video frames. 
To give these points meaning, ET analyzing software later should map the points onto the meaningful 
objects at which the eye was looking (Reeder et al., 2001). 
 
Apart from gaze location, time and duration of samples, there are also other aspects of ocular-motor 
performance, provided by some ET systems, such as pupil dilation and blinking rate as well as 
calibration-related data like eye position, distance from eye tracker to eye and validity code. Other 
possible non gaze-related outputs like stimulus recording (e.g. a web page transition and scrolling 
information), scene camera, timestamps, key strokes, mouse clicks, and user camera and audio which 
are automatically synchronized to gaze-related data in order to provide a complete view of the 
participant's behaviour during the test.   

2.6.1.3. Data collection operation 

To date, many different ET technologies have been used to measure point-of-regard of the eye. An old 
technique for instance was electro-oculographic which used some electrodes mounted on the skin around 
the eye to detect eye movements by measuring electric potential differences. Another invasive technique 
used some kinds of contact lenses with a metal coil embedded around their edge; it could locate eye 
movements through measuring the electromagnetic field created by moving metal coil along with the 
eyes. Infrared oculography or IROG (versus video oculography or VOG) was another technique which 
utilized the IR reflection for detecting eye movements. IR reflection of some LED is received by two 
nasally and temporally located phototransistors and then transformed into voltages; the result of 
subtracting these two voltages would be proportional to the angular deviation of the eye (Špakov, 2008). 
Today, however, eye recorded video images, created through measuring the reflection of IR light that is 
shone onto the eye are mostly used.  
 
Modern eye trackers may use different features of the eye like the iris-sclera boundary, corneal 
reflections, and the apparent pupil shape to extract point-of-regard (Poole and Ball, 2005). Video-based 
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eye trackers usually measure point-of-regard by the corneal-reflection/pupil-centre method. These eye 
trackers need to be fine-tuned to each individual’s eye movements by a calibration procedure that 
‘teaches the ETsoftware how the eyes of a particular subject look and behave at certain screen 
positions’ (Manhartsberger and Zellhofer, 2005) and consists of collecting point-of-regard data for a set 
of predefined target points in the visual display or in the real world. Some eye trackers are capable of 
saving calibration data for each person and reuse it later without recalibration. Usually a dot displays on 
the screen and then the eye should fix for a short time on it, then the system records separately this 
pupil-centre/corneal-reflection relationship for each specific x,y coordinate on the screen. This 
procedure requires some specific hardware and software. ET hardware is either mounted on a user's 
head or mounted remotely. Both systems measure the corneal reflection of a LED, which illuminates and 
generates a reflection off the surface of the eye. This makes the pupil appear like a bright disk and also 
creates a small glint below it (Figure 2.5). When the software could recognize the location of the glint 
and the centre of the pupil, the vector between them is measured. Then with some trigonometric 
calculations, point-of-regard would be obtained (Poole and Ball, 2005).         

                                                           
Figure  2.5: Eye tracker traces eye movements by recording the location of the glint and the pupil, using IR light. 

 
Since IR is not part of the visible light range, its reflection does not disturb the eye. Another advantage 
of using IR is that the surrounding light does not affect infrared detectors; only during calibration, due 
to dimness of the glint, environmental light sources need to be controlled (Graf and Krueger, 1989). 
 
Another related concept is the use of dark pupil or off-axis illumination versus bright pupil or coaxial 
illumination tracking method in different ET systems; the bright pupil method aims the IR light beam 
from the camera directly towards the eye such that it reflects back towards camera, while the dark pupil 
tracking method aims the IR light at the eye from outside of the camera’s optical axis (DeSantis et al., 
2005). Dark pupil and bright pupil tracking methods works better for people with dark and blue eyes 
respectively; each method has its own benefits, for instance, the optics for the bright pupil method 
work better in dim light, create fewer track losses and less noise, but it is also more sensitive to 
abrupt changes in ambient light (Merchant, 2001). Currently these techniques are combined to 
eliminate the need for two separate eye trackers. 

2.6.1.4. A typical test procedure 

Before deciding to conduct an ET experiment it is wise to clarify the scope of desired evaluation and to 
justify the use of ET by the process-related questions of the study or a list of question-hypotheses that 
ET is expected to answer (Goldberg, 2003). The way an ET task performance is planned has a high 
influence on the resulting data later. Before the experiment, the devices must be checked carefully to 
make sure they work properly; the test environment should be arranged to be similar to the real 
conditions of using the application. In a typical test protocol, just like any other usability testing, the ET 
experiment presentation should be piloted. After choosing the correct number and category of 
participants (they are usually end-users; recruiting users with proper eye for calibration, although bias 
the results, raise the accuracy) according to the purpose of study, there is usually a pre-questionnaire for 
the user’s demographic data, a test of the subject’s eyes for calibration, a task performance session, and 
a post- questionnaire to obtain the user’s feedback of the test. Depending on the final deliverable of the 
study and in order to obtain deeper knowledge of user’s motivations and thoughts while carrying a task, 
ET may be combined with concurrent TA or retrospective thinking aloud (RTA). RTA is also 
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recognized as post experience ET protocol or PEEP; the difference is that here user is asked to apply the 
dynamic replay of their eye movement trace as a cue to encourage RTA after the test. It is proved that 
verbalizing in TA during ET usability testing is affecting eye movements. For some product like a 
heatmap and gaze plot, which are two ET software products (see section 2.6.3.2), it is recommended 
not to ask users to TA. Visual distractions like moving or colourful objects can modify the expected 
position of gaze; it is better to reduce such factors in the testing environment or on the screen. Usually in 
usability testing, asking user’s opinion about a prototype rather than having him to do tasks is 
considered a poor usability methodology. The same fact should be considered in applying ET technique.  
The words and gestures the experimenter use to prepare the participant could have great impact on how 
he will proceed throughout the study, such as training participants to talk about their actions without 
solving problems, suggesting solutions or studying the prototype. It is important to make the test 
persons aware of the fact that it is the prototype or the method that is going to be tested, not their ability 
(Pernice and Nielsen, 2009). Another important rule is that test persons should be unfamiliar with the 
product and be unaware of the specific purpose of the research (Cuddihy et al., 2005). In order to define 
some specific tasks script for the test, those tasks which may have problems from what typical end-users 
typically do are identified. These tasks then are simply written down, such that they do not instruct users 
completely how to do them. To avoid learning effects, the order of the given tasks should vary. 
 
Apart from general required considerations in a typical ET test, there are some requirements which are 
specific for each tracker’s type. Since mobile systems are mostly applied outdoors, employing them 
entails some environmental consideration including weather (as a distracting factors e.g. rain), light 
condition and humidity (as a calibration limiting factor which also applies for fixed systems), 
disturbance by curious people (better to avoid rush hour), and also the battery charging duration. 
Likewise, using fixed systems necessitate some considerations; they include improving calibration by 
using a stationary chair for user and asking him not to move much as well as reducing blinking rate of a 
dry eye which stared at the monitor by reducing test duration less than 90 minutes. Also to improve the 
test accuracy the experimenter needs to take control of the mouse to stop the task, he also should sit 
slightly behind user in order to not to encourage conversation, reduce user movements by delivering 
questions towards him and taking notes of problematic areas to focus later (Pernice and Nielsen, 2009).  

2.6.1.5. The number of required participants  

According to Goldberg (2003), the number of required participants in a usability testing is determined 
by some factors including: expected effect sizes, statistical power and expectations within a domain. 
Considering statistical power, ET creates a large number of data. However, in the case of significant 
aggregation and averaging of ET data prior to statistical analysis, the number of test persons may need 
to be increased. For instance, a user may create 1000 fixations over the stimulus under evaluation. 
During the pre-statistical analysis, the 1000 fixations turn into average gaze duration within 10 of ROI 
(see section 2.6.2.2- AOI algorithm). Pilot studies also would increase the number of participants 
 
Having a lot of ET and other usability experiments, Nielsen has come up with some numbers for ET 
participantes (Pernice and Nielsen, 2009). To conduct a qualitative usability testing, he suggests around 
5 persons. However, for an ET usability testing, before deciding on the number of users, the main 
deliverable of the study must be defined. If a live test behaviour along with gaze replays is running as 
primary data, then 5+1 person (to account for lost or poor data) is needed; in case of making good notes 
during the live testing, he suggests even 3 acceptable ET recordings would be enough. Also, if the main 
deliverable is based on the quantitative statistically significant data of a heatmap which is one of the ET 
outputs (see section 2.6.3.2), then the data from 30 users per heatmap is required (39 users to account 
for data loss due to poor ET). The variability in heatmaps, as a result of micro-level ET data 
quantification, depends on the number of users; therefore, he recommends using heatmaps just as 
illustrations to confirm other findings and not as a statistically significant primary data (Pernice and 
Nielsen, 2009). 
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2.6.1.6.    Combining ET with other usability techniques  

Depending on what a user has in mind, there might be several dissimilar reasons for a unique eye 
movement pattern, e.g. a fixation on a face in a picture can be a sign of like, dislike or recognition. 
Likewise, a fixation on an interface display may indicate interest or inefficient search. Due to this issue, 
ET has a limited applicability in isolation and it requires the support of some other explanatory 
techniques. ET is often used along with other conventional usability evaluation techniques in user 
experience research; these two techniques are complementary to each other and the combined data from 
them provide a broad overview of the problems a user may run into while performing a task in some 
interface, and increase the validity of interpreting user behaviour (Bojko and Schumacher, 2008). 
 
Questionnaire, TA, RTA, interview and experimenter’s observations of the user are the usual 
accompanying techniques of ET which are applied before, during and after an ET session. There is not a 
common agreement on using TA or RTA in literature; while RTA could prevent interrupting the user 
(Ball et al., 2006) during a task, which is a huge benefit, there is a danger of memory loss due to the 
created time delay. Apart from the argument of ‘what qualitative techniques are preferable to be 
combined with ET’ and ‘which combination order provides best outcomes’, there was always the 
technical issue of effective synchronization of these techniques. This technical obstacle has been 
attended to in new system developments by a dynamic display. Recent fixed system analyzing software 
provide the opportunity of integrating ET data and other data from the operating system like key 
strokes, mouse clicks, document scrolling, window sizing and web page URL recording, along with 
other user data like their voice, facial expression and behaviour through audio and video recording 
during and even after (for simultaneous recording of RTA over stimulus replay) the test. All these data 
along with the test set-up information reside in a built-in database that could be used later to extract 
relevant data for some particular processing (figure 2.6). In mobile systems, however, these facilities are 
limited to integration of superimposed gaze data over stimulus with the user voice and pupil size. 
 

                          
Figure  2.6: Illustration of an ET analysis software ’Tobii Stadio ™’. It provides synchronous user data 

including:  participant’s audio and video recording, and screen logging with superimposed gaze point (URL2). 
 

Real time display which provides the opportunity of observing the test session including subject’s screen 
with the ET data superimposed (as raw data or fixations) and all other input data of the subject, is 
another advancement of modern ET software which is perhaps relevant to be mentioned here. This 
functionality which gives real time insight into the subject’s behavior is utilized for instance in 
moderating the test, presenting the test to clients, real time reaction on subject’s behavior and the 
assurance of recording quality (Manhartsberger and Zellhofer, 2005).  
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2.6.2. Phase Two  

The second phase of an ET study is devoted to data clustering which illustrates the process of altering 
eye gaze data to classified categories of fixation and saccades. Furthermore, this section provides some 
general information regarding different eye movements, common ET metrics and the ones often used in 
different geo-applications and also a brief introduction to the common clustering algorithms. 

2.6.2.1.    Eye movements and ET metrics                             

Natural movements of the eye can be classified as five different types including smooth persuit, 
optokinetic nystgmus, vestibulo ocular reflex, vergence and saccades (Purves et al., 2004). The most 
common eye movement we make is the saccadic eye movements, which includes saccades and fixations. 
Fixation (usually lasts between 250 and 500 ms) occurs when the eyes are relatively stationary and 
focused on some specific location of a stimulus; saccades (typically last between 25 and 100 ms) on the 
other hand, are rapid jumps of the eye from one place of the stimulus to another. Information processing 
known as decoding happens only during fixations (Bach-y-Rita et al., 1971). Decoding lasts for a while 
and then another saccade will occur. The eyes are almost blind during saccades; this fact is identified as 
saccadic suppression. Due to the short duration of saccades however, the blurring goes mostly 
unnoticed (Bojko and Schumacher, 2008). Furthermore, it should be considered that saccadic eye 
movements could not just be divided into points (fixation) and lines (saccade). While during a 
processing, the eye is concentrated on some object, there are still some smaller eye movements which 
can be later mapped into one point, meaning that as long as the point-of-regard is below some threshold 
of area, duration and velocity, it would be a fixation. In the same way, during movement from one 
fixated point to another, the direction of point-of-regard is not always a straight line (figure 2.7). For the 
analysis purposes however, the actual path travelled during saccades is mapped into a straight line, 
since it does not affect most typical ET studies (Salvucci and Goldberg, 2000). 
 

                                                           
Figure  2.7: Illustration of a pure scanpath with fixation (URL4) 

 
While the eye is fixating on some feature, the visual field is split into two main parts as foveal and 
peripheral. The foveal vision (including the central two degrees of the visual angle) provides the ability 
of receiving detailed visual information; while the input from wider eccentricities through peripheral 
vision is not so informative (Manhartsberger and Zellhofer, 2005). ‘Since the saccade is ballistic, its 
destination must be selected before movement begins; since the destination typically lies outside the 
fovea, it must be selected by lower acuity peripheral vision’ (Jacob, 1995), which means the direction of 
the gaze is guided by the peripheral perception. Furthermore, what an eye tracker collects as point-of-
regard is just from foveal region and this limits the interpretation of eye movement based on gaze 
landing points. 
 
Fixations and saccades are the main eye movement measurements, and a number of derived metrics like 
fixations duration or number of saccades are based upon them. Some other metrics like spatial density 
of gaze point may drive directly from point-of-regard raw data. Further analysis of fixations can detect 
which predefined or non-predefined objects were captured by each fixation and then higher level metrics 
like sequences and transitions among these objects can be calculated (Goldberg, 2003). ET metrics 
could be either temporal, which are related to the time duration spent on the stimulus or be spatial, 
related to their degree of coverage of the stimulus. Other measurements of eye movement are scanpath 
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and gaze. A series of fixations and saccades forms a scanpath; fixation locations in a scanpath are the 
representative of the location of processed information. An optimal scanpath in a search task is the 
straight line towards the target, with relatively short fixation duration at the target. The sum of all 
fixation durations within a defined area is known as gaze (other terms are dwell, glance, fixation cycle), 
a fixation occurring outside a ROI means the end of that gaze; gaze may also include the spent time for 
the short saccades between these fixations (Goldberg and Kotval, 1999). 
 
The duration of a saccade or fixation depends on the defined task, related application as well as human 
cognitive state. For a linguistic text reading for instance, fixations duration (200 ms) is different from 
viewing of a scene (350 ms); a saccade duration on average could be estimated as 200 ms as well. Non-
gaze related metrics like pupil diameter, blinking number and frequency and the latency before a blink, 
as an index of cognitive workload are also measured by some systems. The increased and decreased 
blink rates are proved to be indicative of fatigue and higher workload respectively (Bruneau et al., 
2002). Wider pupil size can also point to more cognitive effort (Marshall, 2000), however these metrics 
can be affected by many other factors and are not accurate enough to be relied on. For instance, any 
change in luminance could cause a pupil diameter’s change. 
 
Different attempts during the procedure of evolving of ET methodology have led to a heterogeneity 
regarding the terminology and definition of ET measurements (e.g. the threshold for a fixation) and the 
underling concepts for usability analysis (e.g. relating a long fixation to difficulty or interest). In order 
to be able to compare different researches and extract meaningful information from eye data, ET metrics 
are required to be standardized. Another issue regarding defining the ET metrics is to select metrics with 
proper types and quality, corresponding to the type of the study and the questions ET is going to 
answer. In order to identify relevant metrics for a particular task, Jacob and Karn (2003) recommend to 
find out about those aspects of eye position which may explain the usability issue. They also presented 
the six most common ET metrics applied in 24 different HCI researches including total number of 
fixations, gaze on each ROI, total fixation duration mean, number of fixation on each area of interest, 
gaze duration mean on each are of interest and total fixation rate. karn (1999) also presented a list of 
simple to more complex metrics which typically are  assessed in data analysis in sequential order; they 
include: 1. fixation, saccade, and pursuit of eye movement 2. scanpath, overall fixation duration within 
ROI and the matrix of transition probabilities between ROI 3. scanpath shape, complexity and 
variability. For similar purposes and by summarizing earlier work, (Ehmke and Wilson, 2007) came up 
with 28 ET metrics and linked the metrics to their related cognitive processes or usability problems. A 
summary of these metrics along with an indication of whether they are already applied in the geo-
domain based on experiences found in the literature review is provided in table 2.3. 
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Table  2.3: Applied ET metrics and related cognitive processes or usability problems in general (Ehmke and 

Wilson, 2007) and in geo-domains. 

         

2.6.2.2.    Clustering eye movement data 

Raw eye movement data are huge and messy. Analyzing these massive data if not impossible is a 
tedious and highly complex process. Adding data from different subjects together for the purpose of 
obtaining an overall result makes this procedure even more complex. Clustering is a solution for the 
analysis of massive ET data by reducing the data volume such that the main characteristics of data, 
required for understanding cognitive and visual behavior, are retained. Usually it separates and labels 
raw ET data as fixations and saccades (i.e. fixation identification algorithms), for further processing, 
later these clustered data may cluster again and create more condense results (fixation clustering 
algorithms). 
 
Clustering process is an essential part of an ET study that can later, have dramatic effects on analyses 
and interpreting the data (Karsh and Breitenbach, 1983). The outputs of different clustering methods are 
not identical; furthermore, by changing parameters’ thresholds the same method may produce different 
outputs (Shic and Chawarska, 2008). The quality of input data (device accuracy) is also a distributing 
factor in the clustering’s output. Theoretically there are many available algorithms for clustering (Duda 
et al., 2001), however in practice, only a few are applicable to classify highly volume gaze data. The 
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following provides some knowledge regarding typical applicable clustering methods for processing gaze 
data. 
 
Clustering raw data points is executed through some forms of fixation identification algorithms. Such 
algorithms ‘remove raw saccade data points and collapsing raw fixation points into a single 
representative tuple’ (Salvucci and Goldberg, 2000). Data reduction has two parts; one part relates to 
merging close eye movements by collapsing them into the related fixation point as well as omission of 
smaller unwanted movements which cause noise during fixation (Ditchburn, 1980), and the other part is 
about reducing saccadic data points by exclusion of the actual path between two fixations (figure 2.8). 
Salvucci and Goldberg (2000) classify common fixation identification algorithms by five representatives 
(VT, HMM, DT, MST,AOI), based on measures like accuracy, speed, robustness, ease of 
implementation and parameter space and with respect to spatial and temporal characteristics. Most of 
clustering algorithms, applied in available ET tools, are variation of their taxonomy with further 
filtering methods for noise reduction and validity inspection. Moreover, although these methods are 
usually applied for offline data processing, the same logic with different implementation can be used in 
real time fixation detection algorithms (Špakov, 2008). 
  
Based on their taxonomy, the three algorithms which make use of temporal information (HMM, DT, 
MST) provide more accurate and robust fixation identification. By using local adaptivity, interpretation 
of temporally adjacent points will influence the interpretation of a given data point and this, will result 
in reducing noise. The pseudo codes for these algorithms are provided in appendix A. 
 

1. Velocity threshold: This algorithm first calculates point-to-point velocities for each point based 
on the distance between that point and the next point in the protocol. Then it classifies each 
point as a fixation or saccade based on a velocity threshold. As the next step, it collapses 
consecutive fixation points in a group and discards the remaining saccades. Finally, it maps 
each group to a representative fixation at the centroid of its points. The problem with this 
algorithm is that it requires a threshold value and it is not robust with the noise. 

  
2. Hidden Markov model: Similar to velocity threshold, this algorithm also calculates velocities 

between each subsequent point pairs. Then it decodes velocities, with a two state HMM in 
order to differentiate fixations and saccades. HMMs are probabilistic finite state machines 
which utilize probabilistic analysis to find the most likely identifications of each point in a 
protocol through a process of decoding and using dynamic programming. The applied 
algorithm here is a two-state HMM in which the states represent the velocity distributions for 
saccade and fixation points. Decoding is the process of optimal assigning of each points to one 
of the two states which maximizes the probability of the protocol given the HMM. The rest is 
similar to VT, which means the consecutive fixations are collapsed in a group and are 
represented by a centroid point. Since it utilizes the probabilistic analysis to calculate 
velocities, this method is more robust than VT. 

 
3. Dispersion threshold: This algorithm considers the spatially close consecutive points that are 

within a dispersion threshold as a fixation. It also incorporates a fixation duration threshold to 
lessen the equipment variability. Based on Widdel’s (1984) data reduction algorithm the DT 
structure is as follows: a moving window calculates the dispersion value for its interior points 
and compares it with the threshold, while it spans data points. The window is initialized over 
first points of the protocol and selects a minimum number of points, based on a predefined 
duration threshold and sampling frequency. If the calculated value was more than threshold, no 
fixation is represented and the window removes first point from interior points and advances 
forward by one point. If it is less than threshold, then the window represent a fixation. Here, 
the window is expanded to include next points until the window’s dispersion value is more than 
threshold. After that a fixation at the centroid of this final window is recorded and the window 
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would be removed from the points. This process of moving window to the right continues till it 
gets to the end of the protocol. Dispersion-based algorithms are sometimes used to locate 
clusters within minimum spanning tree network representations. 

 
4. Minimum spanning trees: This algorithm is based on the minimum spanning trees; it is a tree 

that makes connection between the collected gaze data points such that the total length of line 
segments of the tree is minimized. It usually used for off-line analysis. ‘the main idea of the 
algorithm is to use one of the methods of data search optimization to find pair of adjacent 
samples, which are separated by a distance greater than a given threshold, thus identifying 
saccades’ (Špakov, 2008). 

 
5. Area of interest: This algorithm is applied to identify only fixations that happen within some 

predefined target areas. It requires the definition of these AOIs and usually used for off-line 
analysis to keep identified fixations close to the relevant AOIs. The algorithm starts by 
labelling each point as a fixation point for the AOI in which it lies, and otherwise labelling 
them as saccade points. Then it collapses the consecutive fixation points belong the same AOI 
into fixation groups and removes saccades. Next, it removes fixation groups that are under a 
predefined duration threshold. Finally, it transforms each remaining fixation group to a 
representative fixation at the centroid of its points. 

 
Also, effective data-driven clustering algorithms can be studies in two groups of distance threshold and 
mean shift: 

1. Distance threshold: This algorithm classifies fixations in different clusters based on their 
distance from each other. Once the distance between two fixations is less than a predefined 
value, they belong to the same cluster. The algorithm begins by looking at a fixation which 
may already assigned or not assigned to cluster (and assign it to a new cluster if it is not 
processed yet) and then calculates its distance to other fixations (which did not analysed yet). If 
the calculated distance was less than the threshold, they would be added to the same cluster and 
also if the added point where already part of another cluster, then these clusters would be 
merged (Špakov, 2008). 

 
2. Mean shift: This algorithm may have two implementations. The main difference is that one of 

them considers the sequence occurring fixation in a cluster and the other does not. Mean shift 
makes use of the distance threshold, but it also includes a pre-processing stage. The algorithm 
begins with shifting fixations into denser locations, till they can be easily separated into 
clusters; the shifted value would be the weighted mean of the surrounding points which is based 
on a Gaussian function. Then, it applies the distance threshold algorithm to these points to 
extract clusters and finally outliers (clusters with small total fixation duration) are discarded. 
(Špakov, 2008). 
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(a)                                                                                            (b) 

Figure  2.8: A representative of raw scan data compared to a scanpath: (a) The scan of point-of-regard (raw) 
data, (b) The same clustered data with fixations and saccades (Torstling, 2007). 

 
 

Recent ET software have the facility to extract fixations from gaze data for their later analysis as well 
as for the export functions. Their built-in clustering algorithm is rather adjustable; however, in order to 
achieve deeper analysis and more flexibility for specific applications, it is possible to export raw gaze 
data or clustered data to other software. 
 
Filtering may also refer to eliminating irrelevant gaze data created as a result of eye tracker 
malfunctioning or uncontrolled and non-task relevant eye movements; these types of filtering require 
task related logical judgment and human cooperation and cannot be done just automatically. In order to 
raise accuracy and validity of raw ET data, other filtering algorithms have been implemented in new 
software; ClearView provided by Tobii eye tracker for instance, is capable of filtering data based on the 
validity code, to only present data with a high degree of certainty. Eye filter is its another filter which is 
applied to increase longevity of calibrations and get higher accuracy by utilizing the data from the 
average of the two eyes; eye filter is capable of filtering eye data based on recording conditions which 
could be either binocular or monocular (URL2).  
 
In mobile ET due to the possible free head and body movements, the background changes constantly 
(figure 2.9). This means even during a fixation of the eye on some object, the location of point-of-regard 
is not constant. To calculate fixation in this case, the software is required to recognize the objects on the 
video frame and combine this information with ET data. This process which requires development of 
sophisticated feature extraction object processing algorithms for the mapping of fixation points to visual 
stimuli, is not fully possible yet in present ET software (Mayr et al., 2009) (figure 2.10). 
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                                                            (a)                                                                                             (b) 

Figure  2.9: ‘iView X™ HED’ mobile ET application in marketing, (a) changing of background due to the free 
head and body movements of the customer, (b) related video analysis package ‘NOLDUS Observer Video-

Pro™’ for statistical analysis (URL8). 
 

 

    
Figure  2.10: ASL Software solution (gaze tracker) for extracting ROIs and mapping of fixation points to 

dynamic visual stimuli (URL1). 
 

2.6.3. Phase Three 

Data analysis is the third stage of an ET study which may be carried out either with the assistance of ET 
software or by developing personal tools. Usually before analysis, the resulted scanpath of data 
clustering is briefly reviewed through some visualization tool to check the logical matching of patterns 
with the stimulus. Then a ROI detection algorithm, with further automatic or manual error correction 
from the observed image would be run (URL3) (Špakov, 2008). 

2.6.3.1.    Analyzing eye movement data 

Data clustering in some literature is regarded as part of data analysis. However, it is separated here as a 
pre-processing stage which prepares raw data for the analysis purpose by transforming them into 
fixations and saccades; these fixations could be clustered again to give a deeper insight about overall 
scanpath distribution around the stimulus. Patterning of clustered data or discovering similarities among 
scanpaths (figure 2.11-b) is part of data analysis which can reveal cognitive strategies that drive eye 
movements (West et al., 2006). Patterning of scanpaths is done via some algorithms. 
 
Depending on task requirements, data analysis may also include either comparing sensible ET metrics 
against each other (e.g. number of fixations per fixation duration) or comparing ET metrics between 
subjects (e.g. number of fixations or mean fixation duration) or for different tasks within subjects (e.g. 
number of fixations or mean fixation duration). Data analysis could also refer to associating related ET 
metrics to the outcomes of traditional techniques like task completion time to see whether they support 
each other or not. For instance the analysis of ET data versus conventional techniques, represented in 
figure 2.11-a, would be that there is a linear relation between performance and the number of fixations, 
in two different maps, while the tasks are getting more difficult. Also, by increasing the task complexity 
the number of fixations increases. 
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                                                   (a)                                                                                     (b) 

Figure  2.11: Examples of gaze data analysis: (a) ‘fixation versus performance’ of two different maps, as the 
tasks are getting more difficult (Brodersen et al., 2002), (b) Patterning of scanpaths; original scanpaths 

represented as thin green line and compressed scanpath as a thick green line (URL12). 
 

Data analysis can be carried out through developing personal tools as well as using ET software. Recent 
ET software cover calculating the essential ET metrics; their embedded statistical tools allow for 
displaying gaze statistics or graphs, based on calculating ET metrics such as time to first fixation, 
fixation count, fixation duration, gaze time distribution, average gaze time and transition matrix. Also 
some mouse click related statistics like time from fixation to click can be calculated by the software. 
Using ET software makes data analysis easier and much more efficient, still depending on the required 
analysis and related metrics, in some cases it is necessary to export raw data to other software or 
develop personal tools.   

2.6.3.2.    Visualizing statistical outputs  

Visualization techniques cause information perception and grasping statistical data to occur most 
efficiently. In addition to visualizing ET statistical data in the form of charts for the interpretation 
purposes, there is also the possibility of using visual statistical products such as heatmaps and gaze 
plots. Such products are created by most ET softwares and like other statistical usability outcomes, 
when created, need to be combined to conventional techniques to be clarified and interpreted. Some 
products like cluster, 3D visualization and bee swarm are less common. The followings are the 
description of some of ET visual statistical outcomes: 

  
 One-dimensional visualization, which is employed in some ET software, represents X or Y 

plotting of gaze data points (or other data like pupil dilation, eye movement velocity and 
acceleration or even higher level data like scanpath) of one or more users against time. 
Sometimes, different types of data of the same user (e.g. pupil dilation and stimulus events 
against time) could be compared on the same plot to reveal any possible trend or correlation 
(figure 2.12). 
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             (a)                                                                         (b) 

Figure  2.12: Representatives of one-dimensional visualization: (a) pupil dilation and screen coordinates versus 
time (URL13) (b) scanpath of different groups of users versus time (URL8). 

 
 Scan plot is the illustration of plotted eye movement raw data, superimposed over the image of 

the stimulus. Although scan plots are usually part of the ET visualization tools and used for 
interpreting the data, since no analysis has taken place yet, they cannot be considered as visual 
statistical outputs, still they are the simplest visualization technique to implement (figure 2.8-a). 

 
 Gaze plot (scanpath or view route) illustrates a succession of fixation and interconnecting 

saccades superimposed over the stimulus image as background. The disadvantage of blurred 
visualization of scan plots, by using a clustering algorithm in gaze plots is overcome. The green 
circles (figure 2.13-a) mark the fixations in numeric order and their size denotes the duration 
spent on each circle point. The green lines indicate the saccades. Gaze plots provide a snapshot 
image of attention during an ET experiment. However, gaze plot is time consuming to analyze 
and for long sessions it may become cluttered; using a heatmap or dynamic gaze replay (which 
gives the best the sense of time and order) in this case might be a better choice. 

 
 Heatmap (hot spot map) is perhaps the most revealing output of an ET study (figure 2.13-b). In 

contrast to gaze plots which provide eye movement information of an individual user, a heatmap 
is based on the summary of gaze positions gained from multiple sessions and users. Heatmaps 
utilize a range of different colors in order to differentiate among the least observed areas to the 
most. Although there is little difference between the two, heatmaps can be used to plot either 
fixation count or gaze duration. heatmaps are typically used to give ideas for places to further 
investigate by for example gaze replays (Pernice and Nielsen, 2009). The transparent 
superimposed colors of the heatmap facilitate observing the underneath stimulus. However, some 
tools can just create opaque heatmaps which are not convenient for analyzing the stimulus. 
Depending on the ET software being used, heatmaps can be applied for the static and also for the 
dynamic stimulus, which has the same underlying concept, except that the heatmap generating 
algorithm of dynamic stimulus uses data of multiple recordings from the last few minutes 
(Špakov, 2008). 

 
 Gaze opacity map (inverted heatmap  or fixation map) has the same underlying concept as a 

heatmap but with different visualization (figure 2.14-b). Here most parts of the image are blurred 
and only most heavily observed areas gradually become transparent; the transparency rate is 
proportional to the nearness to the fixated points (using either linear or Gaussian estimation 
methods). The disadvantage of this method is that if the total transparency reaches 100% further 
fixations have no effect on visualization (Špakov, 2008). There is also a new visualization 
identified as cluster which shows areas with a high concentration of fixations as polygons (figure 
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2.14-a) or opaque circles. To calculate these condensed fixation areas, the software applies some 
clustering algorithms. 

 

 
                                          (a)                                                                                  (b) 

Figure  2.13: Representatives of: (a) a gaze plot, and (b) a heatmap (Çöltekin et al., 2009).  
 

 
(a)                                                                                  (b) 

Figure  2.14: Other ET software products: (a) cluster, and (b) gaze opacity map (URL2). 
 

 Clustering fixations is a general term for illustrating either the intensity of gaze data in some 
predefined areas of the stimulus or the highly observed areas by the user in a brief glance. In 
either case a clustering algorithm is required to group fixations. Region or Area of interest 
(ROI/AOI) is a predefined area on an interface which contains some semantically interrelated 
information such as legend of a map or some words in a piece of text (figure 2.15-a). Since 
choosing different areas as ROIs produce different results, these areas should be defined 
carefully. ROI is typically applied to aggregate and compare quantitative data from large 
numbers of test participants. The output of the ROI measure could compare: average, minimum, 
maximum or standard deviation of fixation duration, number of fixation, number of gaze data-
point entries, absolute and relative time that users spend in each area and also a list of system or 
environmental events which happened during observing a ROI. These outputs are usually 
visualized as charts; although there is a possibility to observe the outputs directly through the 
image of stimulus. This facility is realized by combining bar charts with the 3D stimulus in which 
highly observed areas pop up over the rest of the image and the size of raise relates to the quantity 
of the measure being investigated (figure 2.15-b). ROI may be defined manually (usually as 
rectangular). However, in some software, highly observed areas could be extracted automatically 
by some image analysis algorithm (figure 2.16-a). This output has the same underlying logic as a 
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heatmap, but with a 3D representation in which peaks are the illustration of longer observed 
areas. The rotated view is for depicting a more efficient perspective. Inaccessible or hidden 
sections are the disadvantage of this product. Also, in order to measure eye data in a non-
rectangular area, there is a possibility of defining ROIs as other shapes in several softwares 
(figure 2.16-b). And finally, there is a new tool for keeping tracks of ROIs and synchronize them 
with gaze data in changeable interfaces like web pages as well as for video recordings. This tool 
allows defining ROIs for each individual page and the gaze data for each recording are 
automatically adjusted relative to the ROI positions to compensate for scrolling, moving windows 
and page transitions; in the same way, for video analysis after defining some ROI, the software 
keeps track of the moving ROI to the extent that it can identify the object (Manhartsberger and 
Zellhofer, 2005) (Špakov, 2008)  (URL2).  

 

 
(a)                                                                                  (b) 

Figure  2.15: Illustration of predefined ROIs of a webpage: (a) defining semantically related ROIs, (b) 3D 
visualization of comparing three ROI outputs (URL14). 

  
 

          
(a)                                                                                        (b) 

Figure  2.16: Illustration of two other products: (a) 3D (topographical) view of highly observed areas in a 
webpage (URL14), (b) defining non-rectangular ROIs in an advertisement (URL2). 

 
Some tools can combine some of the mentioned outputs to produce composite products for special 
analysis. For instance, it is possible to create the heatmap only inside a defined ROI. Apart from 
mentioned ET products which are to some extent common among ET softwares, there are some other 
visualizations that are unique for their software. Table 2.4 presents a summary of ET analyzing 
software, found in literature, which could provide unique visualization among other tools and give some 
information about their other visualization techniques. 
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Table  2.4: Summary of ET analyzing softwares which provide unique visualization (Špakov, 2008) 
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2.6.4. Phase Four 

Data interpretation is a crucial stage in an ET study. Without sensible interpretation, an ET experiment 
produces no result, even if all previous stages are performed correctly. Unfortunately due to reliance of 
ET objective data on the outcomes of (some of) subjective techniques for interpretation, there is limited 
validity for the interpretation of ET data. Moreover, there are restricted achievable conclusions about 
cognitive processing. These factors which are discussed below can lead to presence of different 
explanations for a specific outcome. 

2.6.4.1.    Interpreting eye movement data  

Relating peoples eye movements to their inner feelings and motivations, also regarded as ‘windows of 
the soul’, is not a new discovery. ‘Shrewd salespeople, poker players, negotiators, even the family dog, 
study a person’s eyes to discern their emotional state or point-of-regard (Ellis et al., 1998).’ The 
relationship between eye movements and whatever motivated these movements is defined as a hypothesis 
(Poole and Ball, 2005). Although it does not hold all the times, eye-mind hypothesis formulation is the 
basic principle at the origin of all ET researches. It assumes where a person is looking at, is the 
indication of what he is thinking about or attending to at that moment. 

 
The last stage of an ET study is data interpretation, which is done through assessment of the data 
analysis results and making logical comments in order to evaluate or develop hypotheses. Interpretation 
of ET data is to some extend a subjective process, since it relies on the subjective data of conventional 
techniques to be confirmed. For instance, after the analysis of the output indicated a large number of 
fixations on some place of the stimulus, confirmation of some qualitative technique like user complaints 
through TA, is required to proof that it was due to some unclear icon representation and not because of 
attractiveness of that part of stimulus. Likewise, during a scene observation, the eye may fixate on a 
specific element, while the person is actually attending to the whole scene without devoting attention to 
the fixated point, or maybe he thinks about something totally irrelevant. Due to the limited ability of 
human beings in judging his unconscious thoughts or recalling them and expressing himself in complex 
tasks during TA and RTA, such techniques are not always capable reflecting the actual reality. 
Although combining ET and TA as complementary techniques raise the validity rate of the results up to 
a high level, there is no guarantee for that. Furthermore, due to different resulting eye patterns, the 
interpretation sometimes may be different if user is TA versus not TA. 
 
Another issue in interpreting ET data is how to relate this data to cognitive processes and to assess the 
influences of the context of the user interface that is being evaluated (Manhartsberger and Zellhofer, 
2005). There is a distinction between top-down (task oriented) and bottom-up (behavioral inferences) 
methods in traditional information processing frameworks. The interface exerts a bottom-up impact on 
user’s eye motion behavior that is triggered by salience of the interface itself. Task requirements and 
user memory about ‘what is where’ from previous experiences which represent the top-down factor is 
also having an influence on eye movement behavior (Henderson, 2003). Top-down factor itself could be 
based on either cognitive theory or design hypothesis (Goldberg et al., 2002). While it is achievable to 
model the influence of the bottom-up processing (Turano et al., 2003), obtaining data through ET and 
other methods to model top-down factors is problematic. Although it may seem logical to infer cognitive 
processes from eye movement patterns, there is not always a strong hypothesis or theory to guide the 
analysis (Jacob and Karn, 2003). However, it might be possible for simple clearly defined tasks, to 
model such top-down cognitive processes (Mayr et al., 2009).  
 
Looking at previous ET experiments in usability evaluation shows that both approaches are applied. 
The interaction between these two processes results in information scent which is perceived when the 
proximal cues (bottom-up) are evaluated relative to the current goals (top-down) and if ET is to become 
a routine usability technique both styles of ET studies must be adopted (Goldberg, 2003) (Zambarbieri, 
2005).   
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2.7. Advantage, disadvantages and pitfalls of ET technique 

Like any other usability technique, ET has its weak and strong points and deciding on its functionality 
as a whole is not quite simple. ET can reveal valuable information about hidden cognitive processes of 
human behaviors for recognizing where, when and what exactly users have looked at, which may not be 
reached by conventional techniques (e.g. the reason that users failed to spot some element might be 
influence of another distracting element or just its inappropriate position or design; each case should be 
treated differently). ET can also tell us whether users are looking at the screen or not, differentiate 
reading from scanning, ensure the design quality by revealing relative intensity of a user’s attention to 
various parts of a prototype (Namahn, 2001), reveal user’s personal interests by detecting the mismatch 
between the expectation of designer and the behavior of user (Meng, 2004), help to explain individual 
differences (regarding their aptitude, expertise and even pathology), determine whether a user is 
searching for a specific item or just browsing by detecting increased pupil diameter during browsing, 
compare users’ overall scan patterns, demonstrate scanning efficiency, support other types of data, help 
to discriminate dead time, understand expert performance for training others, help to sell usability 
testing, assess users’ decision making processes and provide domain specific benefits (e.g. web pages, 
cockpits and text design) (Namahn, 2001). ET is also useful for testing hypotheses about design 
principles such as contrast, repetition, and proximity (Cooke, 2005). Contrary to conventional 
techniques which are subjective and qualitative and reflects users’ conscious thoughts and feelings or the 
observers’ impressions, ET’s objective and quantitative data, provides a more scientific basis for a 
usability testing. Considering these benefits, some researchers concluded ET can enhance usability 
testing by combining it with other conventional techniques such as interview and questionnaire (Çöltekin 
et al., 2009). 
 
The technique also has its limitations. First, it requires an ET system which is not always affordable; 
still the price should be reduced gradually as technology evolves. Different applications require different 
amounts of system sensitivity; unfortunately there is always a trade-off between spatio-temporal 
accuracy versus cost and ease of use. Another issue is that it requires experts to operate the system 
properly and to interpret the results. ET results would be applicable only if the technique is applied 
correctly, which often is not the case due to the lack of knowledge or experience (Pernice and Nielsen, 
2009).  
 
Some other issues include: integrating ET data with data from conventional techniques for obtaining 
optimum results (Jacob and Karn, 2003) as well as standardizing which metrics are used and how they 
are defined and interpreted in order to be able to compare different studies on an even footing. Technical 
issues like the minimum time for detecting a fixation (also limits of accuracy, resolution as well as 
defining areas of interest or ROIs) can affect interpretation of cognitive processing (Poole and Ball, 
2005). ROI should be defined in a way that to be able to capture all relevant eye movements. Although 
in most cases the eye-mind hypothesis holds, it is not always true, meaning that ET cannot determine 
why users are looking at something or even prove that users did not see something since users can 
acquire information through peripheral vision (Bojko and Schumacher, 2008) (‘Peripheral vision is the 
ability of the eye in order to monitors a visual field of about 200º, while receiving detailed information 
from only 2º which is called the fovea.’) (Richardson and Spivey, 2004). Moreover, eye movements 
involve some uncontrolled behaviour and unfortunately there is not much evidence of gaze behaviour to 
distinguish between a conscious or deliberate fixation and an unintentional one (Posner, 1980). Some 
systems are accurate to within one degree of the point-of-regard. The problem is that attention can be 
directed, without any eye movement, up to one degree away from the measured point-of-regard. Also, 
handling excessive volumes of ET data for complex tasks is not so easy and the software for data 
collection, clustering and analysis are not streamlined to operate together automatically (Poole and Ball, 
2005). Although some initial efforts (Bates et al., 2007) towards standardizing raw data formats and 
their accessing tools have been started, there is still a lack of interoperability among different ET tools 
and manufacturers and most of ET software are highly dependent on the eye tracker’s type for their raw 
data format and data gathering methods (Špakov, 2008). Eye tracker’s output raw data are seldom pixel 



 

30 

perfect, and due to the lack of data validity sensors, before filtering they need some reviewing and 
correcting for two types of errors: absolute drift in which all the points have drifted off together versus 
relative warp which are harder to correct (URL_3); it is not always the case that the system exert this 
corrections automatically, when recalibration can prove costly, manual or automatic methods are 
required to compensate for errors. In order to reduce intrusiveness, designing head mounted systems 
should be improved to make lighter systems; although IR (infrared light) is not sensed by the eye, there 
is the problem of visible light reflection through the mirror part of the glasses mounted optics in outdoor 
applications, which is bothersome. In the same way, fixed systems should allow more head movement 
without loosing calibration (Poole and Ball, 2005). Calibration opens another category of problems of 
ET. Some people cannot be eye tracked properly; sometimes the study requires calibrating of 
participants with low attention spans e.g. babies. Sometimes the pupil may not reflect enough light, it 
may be too large, too small or it may be occluded by long eye lashes or eye lids; the person may have a 
wandering eye, lazy eye, low pupil contrast, glasses or contact lenses. A person’s eyes may dry out 
during the test. A user may be eye tracked one day and not the next. Also, maybe the ET, half way 
through a test degrades to the point that the collected data cannot be used (Namahn, 2001).  
 
Using the ET technique also involves some pitfalls regarding the data collection and analysis tools like 
system errors, which causes no data recording (usually loosing 1 out of 10 tasks per session), hard 
crashes which takes an inordinate amount of time to reboot, the system might be slow to load or save 
files and can run just one process at a time, the systems are bad at giving feedback information to 
indicate any sort of progress or errors, which is important when dealing with large files (Pernice and 
Nielsen, 2009).  
 
Also for the analysis, one of the pitfalls of available tool is the ambiguity and lack of open processing 
method regarding their built-in clustering algorithms. Another new challenging issue regarding data 
analysis is the mapping of fixation points to visual stimuli or gaze data labelling for different dynamic 
stimuli including video captures of physical environment or the monitor screen. This process, which 
requires a robust object extraction (objects are graphical units that have some data-driven attribute) 
image processing algorithm to bind gaze data to the moving object specified, is still in early stages 
(Špakov, 2008). 

2.8. Conclusion 

Eye movements are considered as the result of both properties of the visual world and a person’s mind 
processes. Concerning the temporal dynamics and psychological processes, they can provide a rich data 
source that can be led up to the response. These findings make ET highly applicable in a variety of task 
domains. Although still in their infancy, this information also can be fed back into devices in real time, 
in order to issue instructions or adapt computational processes. Likewise, areas like personal computing, 
the automotive industry, medical research, and education will soon be utilizing ET in ways never 
thought possible. 
 
In usability studies, ET data allows for detailed measurements of how a user is interacting with a 
system. Considering different opinions upon the of effectiveness and efficiency of ET in usability 
researches, there is almost a mutual agreement on ET enhancing traditional techniques by giving new 
insights into those issues that are already known. In cases where users are not proficient enough at 
verbalizing or reflecting on their own behavior, without ET, design recommendations have to be 
implemented by trial and error, adding to development time and cost (Cooke, 2005).  
 
On the other hand, considering the cost-benefit perspective, many researchers regard ET as a valuable 
component of the usability toolkit, but just for companies with a highly evolved usability culture and 
large budgets that have already covered all the basic issues with cheaper non-ET techniques and a minor 
improvement in products’ usability for them could save a lot of money. For others, instead of ET 
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quantitative data, they prefer to rely on traditional qualitative analysis like watching user’s gaze or TA 
listening and ones insight (Pernice and Nielsen, 2009) (Namahn, 2001). 
 
Among all these judgments, in order to be able to achieve a more realistic view of ET situation and its 
applicability as a user research technique, especially in geo-domains, it will be tried in the next chapter 
to experience this technique as two case studies and observe the potentials and limitations in practice.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

32 

3. Test design for usability assessment of ET 
in the geo-domain 

3.1. Overview 

The previous chapters were devoted to describing common characteristics, capabilities and limitations 
of a user research technique which is ET. In this chapter we are going to develop two case studies in 
order to investigate the usability of ET as a user research technique in geo-information processing and 
dissemination in practice. 
 
The first stage of usability testing is to design and plan a valid test, such that it can fulfill the objectives 
it is initially designed for and leads to desirable results. If the test is not appropriately planned, other 
stages will fail as well. The present chapter discusses the design stage of two planned case studies with 
the two main types of eye trackers (fixed and mobile) based on the obtained knowledge from the 
literature review regarding the characteristics of the ET technique and other sources of information (e.g. 
consulting ET companies), in order to assess the usability of ET for a geo-application in practice. The 
first case study tries to investigate the usability of mobile ET in obtaining extra user information for 
pedestrian navigation systems, compared to other user research techniques like audio-video recording of 
the user. Likewise, the second case study looks into the usability of a fixed ET system in finding extra 
user information for a geo-web application. 

3.2. A case study with a mobile eye tracker 

3.2.1. Introduction 

This chapter starts with depicting the motivations and the aims of designing the case study. Then, the 
pre-test procedure in which the equipments are applied and examined in order to do the actual test is 
explained. The pre-test experiments lead us to find some limitations regarding the equipments’ 
specifications and regarding what is expected from the equipment in the already defined case study. 
Because of the mentioned limitations, the case study is then adjusted and redefined in details in the next 
sections. This includes defining the aim of the new test and the questions that the test is supposed to 
answer, variables of the usability testing, participants, environment and study area, scenario and 
techniques. 

3.2.2. Mobile-ET user research methodology in the requirement analysis phase of 
pedestrian navigation systems 

The purpose of this case study is to provide new information about the possibility of applying the 
mobile ET technique in the geo-domain. In the present case study, a user test is going to be executed for 
a mobile geo-application that is later going to be designed. The design of this system is based on 
personal geo-identification, which is the relationship between reality (environment), the representation of 
the reality (screen of the device), and the mental maps of the users (Delikostidis and van Elzakker, 
2009). The question is to what extent the mobile ET method and its resulting data are usable to create 
information for the design and implementation of this application.  
 
Usability testing has proved to be an important part of the design and implementation of any prototype 
such as the mobile geo-application. Delikostidis (2007) provides a new field-based usability testing 
methodology for mobile geo-applications and pedestrian navigation systems. He utilizes an advanced 
technical solution (which is a prototype for audio-video recording of the user via imbedded cameras, etc. 
in a hat and a bagpack which the user wears) to support his methodology, which reduces the use of 
human resources and time needed for user data collection and allows for better analysis of the results. 
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He compares the use of this method with the use of other combinations of user techniques, in a field-
based usability testing. ET was not included in this study. In his comparison, he mainly investigates the 
usability of zooming, panning, rotation and orientation functions and the quality of map scaling of 
mobile geo-applications. The outcome of his research supports the use of the new methodology as the 
most informative and resultful method. Delikostidis and van Elzakker (2009) in a field-based 
experiment, investigate the interactions of users in unfamiliar areas with the environment, their mental 
maps and the interface of the geo-mobile applications via the above mentioned technical solution. The 
results of the field-based usability testing show the importance of GPS-independent automatic map 
orientation and of particular landmark (LM) types for geo-identification and navigation. 
 
Considering these studies and in order to assess the usability of mobile ET in providing extra user 
information in a scenario compatible to the aforementioned, we decided to use mobile ET (alone / along 
with other techniques of collecting user data). In order to do this, in the present case study a PDA (i-
mate ultimate 9502) running iGO 2006 (a pedestrian and vehicle navigation software) is applied in a 
field-based usability testing consisting of a navigation task from one point of interest to another. This 
navigation task is executed by 2 different groups of users. Each group makes use of different methods 
for data collection during the navigation. These methods include applying the ET technique alone and 
the ET technique along with TA (see section 3.2.1.3). The outputs of the two groups will be analyzed 
and compared to each other in order to find the most informative and usable method for a case like this, 
but-most of all- to be able to draw conclusions about the usability of the ET technique. The outcomes 
may help in choosing proper techniques to be used in the related PhD research that will lead to 
developing a similar (like iGO 2006), but improved pedestrian navigation prototype, more suitable to 
users’ needs. This means, the present case study just evaluates the use of different methods (eespecially 
ET) for usability testing, in providing informative data in the requirement analysis stage of the UCD 
process of such an application; but the actual design is not part of this thesis. 
 
To summarize the above arguments, the ideas for designing this case study are threefold: 
 

 First, the main purpose of this case study is to investigate the usability of the mobile ET technique 
in the geo-domain (this main purpose also applies to the second study which investigates the 
usability of the fixed ET systems). For this purpose, ET (alone/combined with other user research 
techniques) is applied in a field-based user testing in order to find the most informative approach 
in providing user data for a mobile geo-application. 

 
 Second, the test is designed in a way to cover a new application of the ET technique in the geo-

domain. Moreover, this case study fits to a broader project which contributes to the improvement 
of pedestrian navigation and geo-identification (Van Elzakker et al., 2008), as indicated above. 

 
 The third factor is to investigate the presently available facility in ITC (ASL Mobile Eye tracker) 

which we can apply, and to take into account the capabilities and limitations of the system in 
designing the test. 

 
Considering the third factor, we should know more about the equipments we are going to use for the 
test, which in this case are the ASL Mobile Eye tracker as well as the PDA. In pre-test experiments, in 
which we tried to familiarize our selves with systems’ operation, we ran into some problems which made 
us to change the direction of the case study a little, such that we can still focus on assessing the usability 
of the mobile ET for a geo-application. These problems along with the specification of the related 
devices are explained in the next sections.  
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3.2.2.1. Test equipments 

Selecting proper equipments in a usability testing is an important factor that influences the possibility to 
collect the optimum possible amount of relevant user data with the highest quality. Selection of proper 
equipments relates to the selection of correct methods and equipment for the test and also the type of the 
product under investigation. Finding out about the right equipments and techniques is one of basic 
purposes of this case study. To perform this case study we ran into some problems in applying the 
equipments including eye tracker and PDA. The issues we met regarding the eye tracker include 
calibration, scene camera issues and the lack of required equipment (Laptop instead of PC). We tried to 
overcome these problems through pre-test experiments, literature, and communication with the 
manufacturer (ASL) through email and an on-site training session. I should mention here that ASL's 
staff were very accessible and willing to help us to solve the issues. Problems regarding the PDA 
include small screen size and the environmental light reflection from the screen. Obviously, the 
encountered problems regarding the eye tracker and the PDA are just related to this case study; they 
may not be the same for other applications. All aforementioned issues will be discussed below.  

ASL Mobile Eye  

Before giving details of encountered issues, we first explain characteristic of ASL Mobile Eye tracker. 

System specification  

ASL Mobile Eye is the first tetherless and compact head mounted eye tracker (figure 3.1), manufactured 
by Applied Science Laboratories, a company which, having over 30 years experience is the first ET 
manufacturer to provide head mounted eye trackers. ASL offered products are based on either VOG or 
IROG techniques (see section 2.6.1.3). VOG based products include both remote and head mounted eye 
trackers (see section 2.6.1.1). There are two presented designs for the optics in head mounted systems; 
the optics are integrated into a helmet or they are goggle mounted (as in Mobile Eye). ASL systems 
mostly apply the bright pupil method which is supposed to work better than the dark pupil (see section 
2.6.1.3). The bright pupil method is more adjustable to different types of eyes (by creating less noise 
and fewer track losses) and can also be used in a darker environment. However, it might be more 
sensitive to the ambient illumination of daylight. The Mobile eye tracker measures user’s eye movement 
with respect to the head. This measurement is displayed as a superimposed cursor over the image of the 
scene camera (figure 2.9-b). Produced data include x and y eye position coordinates, time, and pupil 
diameter. The ASL Mobile Eye is a bright pupil, VOG based system designed to work for different 
applications and anywhere (indoors and outdoors) during the performance of natural tasks whereby the 
user should not be restricted in head or body movement, he should be able to wear head mounted optics. 
 

                                                       
Figure 3.1: ASL Mobile Eye tracker configuration.  

 
System components consist of: head mounted optics including glasses, optics module, monocle and 
colour scene camera assembly. The optics are mounted on an adjustable headband above the right eye, 
which is usually the dominant eye (figure 3.2-a). An adjustable monocle or hot mirror (which allows 
reducing spectacle reflections and decreasing challenges with corrective lenses) is attached to a head 
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band with a flexible boom arm. The head mounted part is lightweight (76g) and the recording device is 
small enough to be worn on a hip pack (figure 3.2-b). Other components are: modified portable VCR 
recorder battery operated (130 mins duration), Eye Vision software (which is used for doing the 
calibration, adjustable to individual users’ eyes), PC Pentium4, 2.8GHz processor or laptop w/3GHz 
processor. The eye image and scene image are interleaved and saved on a VCR tape (60 mins duration); 
the video is then transferred to a laptop with the installed Eye Vision software, and the calibration is 
completed via this software.  
 

 Calibration of ASL Mobile eye: the calibration process involves two main steps: first the scene 
camera axis is adjusted to the eye sight axis. To do this the user is asked to wear the eye tracker 
and to look straight towards a point. Then, the hot mirror and the cameras are adjusted while 
participant is looking straight and keeping his head in a stationary mode. The adjustment can be 
checked either by looking at the VCR screen (in the field), or by looking at the computer screen 
which is running Eye Vision software; it includes putting the 3 infrared dots emitted from the eye 
camera, inside the pupil manually (by moving the hot mirror and cameras). The second step of 
calibration process includes adjusting the gaze point location to its location in real world. To do 
that, we start recording. Then ‘the spot and pupil calibration’ is done in software while the user is 
still looking straight. Then the participant is asked to look at some specific points (at almost the 
same required distance for the test) for a few seconds while he is still looking straight and keeping 
his head in a stationary mode. The point at which the participant is looking is shown 
simultaneously on the screen, and the experimenter should click on each point while the 
participant is looking at them. After this, calibration is done and the participant can move. To 
check calibration accuracy, the participant is asked to look at some other points. The procedure 
requires the attention and patience of participant and experimenter and if calibration is NOT 
acceptable, the whole process should be repeated. If calibration is acceptable, the participant is 
asked not to touch the glasses any more throughout the test, and he will start the test. Other 
mobile systems also apply roughly the same calibration process.  

 
The final output of this stage is a scene video with a calibrated cursor overlay. If all the stages of the 
calibration procedure went well, this cursor should now point to the actual viewing point of the user. 
For real-time tracking the portable VCR can be connected directly to a laptop. Multiple or parallel 
studies is possible by using additional stand-alone optics and VCR recorders (this is for the applications 
which require to assess reactions of different people on a same theme and at the same time. In marketing 
for instance, in order to compare 2 people’s eye movements while they are looking for the same stuff on 
the shelves). 

 

  
                                (a)                                                                                          (b) 

Figure 3.2: Different components of ASL Mobile Eye: (a) The light weighted head mounted optics are attached to a 
head band above the right eye, (b) A rather small recording device which the user should carry in a waist bag. 
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System’s sampling rate is 30Hz, the measurement principle is pupil-corneal reflection (see section 
2.6.1.3) with custom outdoor enhancements, the system accuracy is 0.5 degrees visual angle, resolution 
is 0.1 degree visual angle, and visual range is 50 degrees horizontal and 40 degrees vertical. 

Calibration issues 

The main encountered problem in using ASL Mobile Eye was the calibration issue. The system is very 
sensitive regarding the calibration procedure. Although every time we tried to follow the same 
calibrating procedure, we could not always get the same results. Sometimes the calibration outcomes in 
two successive trials for the same person were quite different, and occasionally it was totally 
unacceptable. Regardless of these occasional happenings, we found out during the experiments that the 
system provides acceptable calibration accuracy for close range objects as well as for distant objects 
separately. For our application, however, the user is required to look alternatively at the scene (real 
environment) and at the PDA screen. So, we needed a system which can provide good calibration for 
two different foci during the same test. We found out that unfortunately, the ASL Mobile Eye could not 
provide the required accuracy for this particular case study regarding calibration for two very different 
foci distances. This means whenever we tried to do the calibration for a long distance, we lost the 
accuracy for inspecting near objects and vice versa. Through the communication with the ASL company 
and testing of the system, we found out that the different accuracy for distant and close surfaces is due 
to a parallax error. The ASL Mobile Eye system utilizes the head mounted scene camera for capturing 
the scene image. Since the positions of the eye and scene camera are separated, the perspective of the 
scene image is not exactly the same as the perspective of the subject’s eye and they have different 
‘paths’ to the calibration surface (we can imagine a small inclination angle between the sightlines of the 
eye and the scene camera). These paths converge on the calibration surface. But if the distance changes 
(e.g. when distance to an object is very different from the calibration distance), we observe a parallax 
effect or offset between the scene image and the eye direction. The only way to overcome this issue in 
such a system would be for the scene camera to be embedded in the eye which is impossible. To 
overcome this issue we had to follow one of the following directions: 
 

 One solution could be to perform two separate calibrations for the same subject: one close and 
one further away. These calibrations should be created and saved under different names. Later for 
the analysis then, we should load the close calibration while the subject is looking at the PDA, and 
load the far away subject profile while he is looking at a distance. Since the execution of this 
solution for the data analysis is too complicated, and also due to the problem of close range 
calibration (which is explained in this section) we did not use this method. 

 
 Although the best accuracy is always found at the same distance as the original calibration 

distance, it is possible to get reasonable accuracy for both close range and distant objects by doing 
the calibration at a middle distance between the two, and compromise on the parallax effect. The 
recommended distance for such applications like ours is of around 3 meters. Moreover, increasing 
the number of calibration points (e.g. up to 9) is an accuracy increasing factor. Another important 
factor in getting a good compromised calibration is that the target points should occupy around 
60% of the screen when calibrating, and also the target points need to be at least 10 degrees visual 
angle apart. Although we tried several times to get the optimum accuracy in this method by 
changing calibration distance, visual angle between targets, and changing related parameters’ 
thresholds, still the parallax for the close range objects was too much to be used to read a PDA.  

 
 Another way to solve this problem is to perform calibration at the distance of primary interest. To 

choose the primary interest for this application we noticed that: first, the map objects on PDA 
screen have smaller sizes than the real world’s objects. They also occupy smaller areas in the 
scene camera’s field of view than the surrounding objects, when the user is looking at them during 
the test. So, close range objects require more accuracy regarding the eye-cursor location. A little 



37 

shift in the position of the eye-cursor over the PDA screen makes a big difference compared to 
real world’s objects (e.g. if the distance between two specific LMs in the real world is 10 meters, 
the same distance on a mobile map is 5 mm). Secondly according to what ASL declared, after we 
do the calibration for a close distance, a small change in the relative distance between the eye and 
the calibrated surface will cause a more significant amount of shift, compared to when we do the 
calibration for a longer distance (meaning that parallax error is conversely proportional to the 
distance of the gaze point from the eye). This difference is regardless of the device type and it is 
due to a geometrical reason. Due to these reasons we decided to do the calibration for close range 
distance and to ignore losing the accuracy for longer distances. Although calibrating to close 
range distance suits best for our application, during pre-test experiments we realized that we 
cannot get enough accuracy even for close range distances to distinguish at which features the 
user is looking on the PDA map at any moment during the test, e.g. when the user naturally turns 
his head or moves his hand a little as he walks. In other words (as it is explained it section 
3.2.1.2), the application of ASL Mobile Eye for the usability assessment of PDA systems in a 
stationary mode is possible. But a walking user creates extra movements which changes the 
relative distance (between the eye and the PDA) and angle of original calibration a lot. This 
creates a random shift in position of the eye-cursor on the PDA during the test. 

 
Because of the already mentioned problems, and due to the fact that we still intend to investigate the 
usability of the mobile ET technique as part of this research for a geo-application, we decided to change 
the scenario a little (by eliminating the ET data processing for the PDA and concentrating more on real 
world objects) and to make the primary interest in distant objects. Based on our experiments and on 
communication to ASL we set the primary interest calibration distance at 3 meters. 
 
Some other findings throughout experimenting with the system, to optimize ASL Mobile Eye calibration 
results include: 

 
 During calibration, the eye should be constant (rest at the target without vibrating), while 

concentrating on each target. In order to raise the quality, it is better to pause for some seconds on 
each target. It is also important, as the final stage of calibration, to make sure that the software 
accepted the selected target. Sometimes, the software did not accept a target point (it happened 
randomly). Getting a green cross after the mouse click on the target, means that target point is 
accepted by the software. Also, reducing the size of the cross hair in the configuration (to around 
15 pixels) helps in increasing the accuracy. 

 
 Depending on the expected accuracy, the number of target points could vary (e.g. 4 to 9). It is 

also important to find a compromised distance between targets. Too close target points reduce the 
accuracy; likewise choosing spots far from each other may cause some of them not to be visible 
from the scene camera. Depending on the primary calibration distance, the appropriate distance 
between targets can be obtained by some trial and error.  

 
 One more distinctive factor to raise the calibration accuracy for close range applications is that if 

the user is going to look at an object which is not flat (in other words, there is a rather constant 
angle between point-of-gaze line and the surface under inspection during the test), then the 
calibration should be done on the same angled surface. For instance, if the participant usually 
holds a newspaper at a specific angle to read, then the best accuracy for inspecting his eye 
movements during reading is obtained by doing a calibration while he is holding and looking at a 
surface similar to what he used to do. 

 
 It is also critical for the eye to be in focus when calibrating. In order to set the eye to be in focus, 

the three infrared dots should be placed manually in the center of the pupil; good focus on the eye 
can be obtained by moving the hot mirror or the focus lens on the eye camera. 
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 In order to have a stable focus state during calibration, it is important that the camera assembly is 

not loose in the dovetail and does not move up or down during calibration. It is also critical that 
the whole head mounted optics does not move on the head during the calibration or the test. 

 
 It is important that the pupil is being recognised correctly during calibration. The loss of pupil 

recognition during calibration can be recognized if the magenta circle (which shows the pupil 
diameter) looks huge or if it is frequently lost. The loss of pupil recognition will result in an offset 
error. To solve this problem, in pupil setting the threshold should be adjusted till it shows a yellow 
stable cross inside the pupil circle. Moreover, dim environmental light or physiological pupil 
structure may cause a large pupil size which also leads to loss of pupil recognition. 

 
Regarding the parallax error issue, some other companies which we contacted claimed that they solved 
the issue of parallax error in their system. SMI (URL_8) claimed that although their system is in many 
ways a better solution compared to the ASL Mobile Eye, concerning the issue of two different foci they 
have the same limitation. ISCAN (URL_9) claimed they overcame this problem with an automatic 
parallax adjustment feature in their OmniView Mobile system (mentioned price US$39,905). Also, the 
Arrington Research company (URL_10) proposed that their binocular EyeFrame scene camera systems 
include a feature for compensating for parallax error where the operating distances vary from the initial 
calibration distance; they recommended item BS07 (which is only available as a PCI card system) plus a 
wireless option and mentioned that the price for the whole collection varies depending on the operating 
distance from user to the computer and also whether it will be line of sight or through barriers. SR 
Research (URL_11) is another company that claimed their head mounted EyeLink II does correct for 
parallax error and provides much better data quality compare to ASL Mobile Eye. However their 
system is not applicable for our test, since it is tethered and there are cables coming from the eye 
tracker's head gear to a data collection computer which allows user to walk up to 5 meter from the 
computer. They claimed that for further movement all the equipments could be placed on a utility cart 
with a power source (mentioned price € 28,800). Looking at literature, web pages and contacting 
different companies showed that among some companies like ASL, ISCAN, and, SMI we probably 
cannot choose a clear winner. However, a more accurate judgment among such companies requires 
some trial and error with different systems to figure out which is the best. Such kinds of comparisons 
require a lot of time and sources and have not been done yet. However, we can find a few instances in 
literature in which 2 or 3 different eye trackers were compared and used in practice, e.g. (Nevalainen 
and Sajaniemi, 2004). Also, we can find rather complete comparisons of different eye trackers’ 
specifications regarding the software, hardware, manufacturer, etc in literature (Merchant, 2001) 
(Špakov, 2008). Choosing a system also depends on the specific application it is used for. ASL is one of 
the famous companies for mobile ET systems. Based on communications with different companies and 
other sources of information, the researcher believes that for this particular application, all other 
comparable eye trackers to the Mobile Eye probably have the same limitation and using ET for 
pedestrian navigation (studying PDA and environment while walking) with available eye trackers is not 
possible yet. 
 
In order to confirm pre-test experiments and eliminate remaining uncertainties regarding calibration 
issues, the researcher attended a training session at ASL UK branch office. It was discovered during the 
session that the system we use, is around 3 years old. The new Mobile Eye systems are provided with a 
laptop and the head mounted part in new systems is improved. Regarding the software, there is an added 
software component, namely shift calibration for improving the parallax error. However, the trial with 
the new system could not provide sufficient accuracy by reducing parallax error for our application. 
During a discussion about other companies’ feedbacks regarding the parallax error issue, ASL clarified 
that parallax error is a hardware problem which is resulting from the existing distance between scene 
camera and the eye. What other companies declare as a solution for that is a software solution like the 
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one provided in new versions of ASL software. Unfortunately, it was not possible to go for a deeper 
exploration of other systems, due to the time and budget limitation in this research. 

Scene camera issues 

Apart from calibration, there were a few problems regarding the ASL Mobile Eye scene camera: 
 
 The scene camera is auto-adjusted for different lighting conditions. Moreover, it is possible after 

recording to adjust both the eye and scene cameras for different lighting conditions in the software. 
Still the observable contrast was low, which occasionally made the outdoor recordings seem dark; 
this happened eespecially half way the test, when the batteries were no longer fully charged. 
Because of this, we tried to carry out the test in brighter hours of the day (we finished the sessions 
every day - in February - before 5 pm). 

 
 Although the visual range of the camera (50 degrees horizontal, 40 degrees vertical) is better than of 

some other mobile eye trackers (e.g. SMI iView: 30 degrees horizontal, 25 degrees vertical or 
ISCAN ETL500: 25 degrees horizontal, 25 degrees vertical), it is not satisfactory for our 
application. A navigation task with a PDA requires the participant to look at the PDA and also to 
look ahead. During pre-test trials, we noticed that the scene camera’s viewing range for a walking 
user who holds the PDA naturally is not enough. Although it is possible to adjust the scene camera 
at a compromised angle (between straight looking and looking at PDA), the user should always 
remember to hold the PDA higher than naturally is the case. Otherwise the PDA would be out of 
field of view. We noticed in practice that if the user changes a little his viewing angle by turning his 
head or moving his hand position (to the right, left or downwards), the PDA would be out of the 
field of view. 

Other issues 

The particular ASL Mobile Eye system we used for the test includes a PC computer instead of a 
portable one (laptop). During pre-test experiments we frequently needed to recalibrate. As mentioned 
earlier, although every time we followed the same calibrating procedure, some times the calibration was 
not acceptable. Since the experiment is going to be performed in the field which is far from the lab, the 
calibration process has to be partly (the first part) done in the field. In case there is a calibration 
problem, it would not be possible to check it before starting the test. This causes a big problem since the 
whole test should be repeated due to an unacceptable calibration. 

PDA and the navigation software 

In the following sections first the specifications of the PDA and the navigation software which we used 
for this test, and then the encountered problems using them will be discussed. 

System specification  

The system used for this research is i-mate Ultimate 9502 which is a PDA Phone with GPS. The 
navigation software is IGO my way 2006 plus. The reasons for using them are their availability to the 
researcher and the simple functioning of zoom, pan and rotation which are the only required and applied 
functions for this test.  

Small screen size issue 

The screen of a PDA is usually small. Consequently the applied map on it, at a normal zoom has a small 
scale, and the user who wants to use it, normally keeps the PDA at a close distance of around 30 cm 
from the eye. Although ASL Mobile Eye and some other eye trackers have been applied for the 
inspection of hand held devices before, all of them used the application in a stationed state, while the 
user position is constant and the hand which holds the application is stable (usually resting on a table). 
As far as we know, ET has not been used for a pedestrian navigation task with a geo-mobile application 
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before. As mentioned earlier, the parallax error is conversely proportional to the distance of gaze point 
from the eye. The error gets more significant as the object gets closer to the eye. However, using a PDA 
in a stationary mode and at the same distance and angle from the eye (as during the original calibration 
or primary interest calibration) increases tracking accuracy. If, however, the user is walking along a 
path (and TA), it is impossible for him to always manage to hold the PDA at a rather stationary mode 
and this decreases the accuracy. 
 
In contacting ASL, we found out there are three additional lenses for the scene camera of Mobile Eye 
which can help in improving the accuracy of inspection of close range distance objects. However, these 
lenses are just designed for close range distance applications and the draw back of using them is a 
narrower field of view. It means the lens which provides the most accurate position for nearby gaze 
points, has the narrowest field of view. This solution was not applicable for this case study, since we 
already had a problem, even with the widest possible camera view field (figure 3.3). For this 
application, the user is required to look alternatively at scene and at the PDA and using a lens increases 
the chances of the PDA falling out of the camera view field.                                    

 

    
Figure 3.3: Illustration of the usual use of a mobile eye tracker (SMI iView) for the PDA inspection, while the 
user is in a stationary state. The user’s field of view can be observed on line, by the related software. It can be 
noticed that the field of view (even without any lens) is small and if the user moves his hand a little, the PDA 

falls out of the camera view field (URL_8). 

Environmental light reflection issue 

Apart from the size issue of the PDA, there is the problem of environmental reflection of light from the 
PDA screen which can make it hard to see the screen clearly (figure 3.4). The reflection can be reduced 
by using anti glare stickers which are available for use on small screens including PDA's. A better 
solution to improve this issue is to integrate and synchronize the video output of the eye tracker with a 
separate recorded screen-logging of the PDA. However, this would be just a partial solution, since by 
screen-logging it can be seen what information on the whole screen the user is looking at, but the 
eye-cursor is not visible.  

                                                 
Figure 3.4: Illustration of environmental light reflection from the screen of a mobile application. 
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The aforementioned issues, and mainly the unsolved calibration problem for close range distances make 
analysis of the gaze-data over the PDA (like the usability of the rotation, zooming and panning buttons, 
their iconic representations,  iconic representations of LMs, tracing LMs back on the map, using 
navigation arrow, etc.) difficult. The conclusion is that we cannot use ASL Mobile Eye (or maybe other 
mobile eye trackers) for the implementation of a scenario as originally intended (see section 3.2.2). So, 
we decided to adjust the case study and to change the scenario a little by setting the main focus of the 
calibration on real world objects, instead of the objects on the (carto-) graphic interface of the mobile 
geo-application. The following sections describe the adjusted case study for the usability assessment of 
ASL Mobile Eye tracker using a mobile geo-application, in details. 

3.2.3. The adjusted case study  

In order to design a usability testing properly in general, the aim of the test, the designing stage of the 
product onto which the test is carried out and the concrete questions that the test is going to answer 
should be specified. These questions then would be translated into tasks which user should carry out 
during the test and finally the results of the carried out tasks would be used for the development of the 
research prototype (although implementation is not a part of the present case study). Other important 
factors in designing a test include proper selection of variables of the usability testing and the 
techniques for measuring these variables, interface and the functions to be investigated, equipments for 
data collection, test procedure, test environment and test participants. These parameters can be 
modified according to different circumstances of different tests. 
 
One of the mentioned distinctive factors in designing a case study is the stage of UCD at which the 
product is going to be evaluated. As explained in chapter two, the first phase of the UCD is the 
requirement analysis, which is an essential stage of any user centred design project. Requirement 
analysis includes a thorough investigation into the needs that a system has to fulfil (Lamsweerde, 2000) 
by assessment of users, involved tasks and the context of use. The aim of the requirement analysis phase 
is to identify the user’s basic requirements, satisfaction level and encountered problems in using a 
product. This can be an existing product or it can be achieved by adding extra functionalities to a 
present system or making some improvements on it, and then doing the usability testing to obtain 
required information for designing the actual product. The result of assessments in this phase later leads 
to initial design of the product in the product design solutions phase. As already mentioned, this case 
study is going to assess the usability of mobile ET for the pedestrian mobile geo-applications in first 
phase of the UCD. 
 
‘Finding proper ways to connect the real and virtual geographic worlds that the user of geo-mobile 
applications interfaces with, could be one of the keys to developing more usable geo-mobile 
applications. One result that could directly contribute to making guidelines for more usable geo-mobile 
applications is the determination of the types of LMs that support user geo-identification and that should 
be included in mobile map interfaces’ (Delikostidis and van Elzakker, 2009). LMs are distinctive 
stationed objects of real worlds which can be used in finding relationships between locations of objects 
and the paths for navigation purposes (Sorrows and Hirtle, 1999). There are several categorizations 
regarding the aspects which make a LM distinctive in literature such as attractivity, memorability, 
semantics, functionality, etc. Many current navigation systems just utilize turn-by-turn and distance 
instructions as navigational aid, which is not the best navigation solution due to the natural human 
ability in wayfinding via LMs (Brenner and Elias, 2003). Likewise, some current systems present LMs 
non-selectively, which is also not proper e.g. due to imposing high cognitive load on the user or the low 
rendering process (Delikostidis and van Elzakker, 2009). Currently, there is a debate in literature about 
the use of proper selective LMs in (pedestrian) navigation systems. Considering these arguments, 
selection of LMs is used for evaluating different methods in this case study. 
 
A usability testing methodology for mobile geo-application can be divided into four stages (Delikostidis, 
2007). They briefly include defining the following items: 
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 1. (a) Research questions and objectives, (b) Using field-based or laboratory-based testing. 
 2. Prototype being evaluated (real one or simulation) based on previous stage. 
 3. Variables that are going to be tested and how to measure them. 
 4. (a) Techniques of user data collection which leads to measuring the variables, (b) Defining 
environmental conditions. 
 
The above items for the present case study are realized as follows: 
1. (a) The main purpose of this case study is to compare methods and techniques for the usability 
evaluation of a geo-application in the requirement analysis phase of UCD. The main subjects in 
evaluating different methods here are the LMs. According to these objectives the following questions 
would be relevant to be answered. 
 

 Which of these methods is the most efficient, effective and satisfactory for this context of use? 
 Should ET be used alone or along with other methods (mainly TA)?  
 Could the qualitative and quantitative data (what users mention as selected LMs and their ET 

data) confirm each other? This would be an extra effort on investigating the question: ‘Does ET 
and more conventional usability technique like TA, in geo-domain always support each other?’ 

 Does TA affect eye movements and how? 
 Questions related to LMs are: 

- By selecting LMs, what information is obtained by ET that cannot be obtained by other 
methods? 

- How many of the presented LMs on the PDA were noticed in the environment?  
- How can I verify that objects looked at by participants are considered/used as LMs? 

 
(b) A field-based usability testing is selected for this case study. There are two reasons for this selection: 
1. Due to recreation of the real context of use and users interacting with the real environment, field-
based testing is more preferable than laboratory-based usability testing, although it requires more 
resources. 2. Mobile eye trackers are mainly designed for outdoor application, a better assessment of 
their usability can be achieved in their actual context of use. 
 
2. As mentioned before, the prototype being evaluated is a PDA, i-mate ultimate 9502 running iGO 
2006 software which is a commercial product. 
 
3. Standard variables of usability testing are efficiency, effectiveness, and satisfaction. For this case 
study, the efficiency of the 2 different methods can be determined by measuring the required time for 
data collection in each method. Effectiveness can be assessed by measuring the extent of received 
information by each method. Satisfaction (of the researcher) which is a more qualitative measure 
compared to previous ones, can be measured through the assessment of the friendliness and complexity 
(or simplicity) rate of applying different methods. This includes the ease (or difficulty) of applying 
different methods before the test in the preparation stage, e.g. in doing calibration. It can also be 
assessed by rating the complexity (or simplicity) of use during the test, e.g. the number of data losses 
due to calibration or technical problems. Finally, it can be measured after the test by assessing the ease 
of data analysis of different methods. 
 
4. (a) The applied techniques for user data collection in this case study include ET, TA, questionnaire, 
and drawing mental maps. The applied techniques are described in section 3.2.1.4 in detail. (b)  In a 
properly designed (field based) usability testing, the environmental condition should be the same as the 
real world’s context of use. An actual user may use the PDA for a navigation task in various 
environmental conditions including different times (of the day), locations, or weather conditions. 
However due to some limitations in applying data collection devices (e.g. sensitivity to water), the 
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surveys have to be scheduled based on some environmental condition. These conditions are described in 
section 3.2.1.2 in details.  
 
The next sections define other specifications of this case study including test participants, test 
environment and the study area, test procedure and the applied method and techniques for implementing 
the scenario. 

3.2.3.1. Test participants  

The test participants are usually selected among the actual target groups of users. Using a skilled user 
or using an underqualified test participant will bias the outcomes of a usability testing. For this case 
study, the participants were chosen among ITC students. According to (Streefkerk, 2006) students can 
be used as test participants provided that they are part of the actual user population. We will try to 
choose the participants among students with different levels of experience with GPS and mobile maps, 
such that they can evenly be distributed among two groups of participants. Later, a method will be 
assigned to each of the groups and then, the user data resulting from these two different methods will be 
compared to each other. ITC students mostly have a background of using maps or other related geo-
applications and this may bias the results. Still they are part of actual end users of a mobile geo-
application and they are accessible for implementing the test. Moreover, the objective of this case study 
is to compare different methodologies related to each group and participants are assigned evenly among 
different groups. This implies the amount of bias for the 2 groups is rather the same value. So, it can be 
ignored.   
 
In the UCD approach the number of participants differs according to the type of technique being used. 
Usually in the requirement analysis phase, the type of usability testing is more qualitative compared to 
the final usability evaluations which produce statistical results. As a consequence, the number of 
required participants for the usability testing at the primary stages is typically less than required people 
at the final stages of the process. For a usual qualitative technique a minimum of 4 to 9 test persons are 
required. According to (Pernice and Nielsen, 2009) for an ET usability testing (which does not require 
to produce a heatmap) using 6 participant is appropriate; even the acceptable data from 3 users are 
sufficient. Since we have 2 groups of users with different combinations of usability testing methods 
applied to each group, using 6 users in each group, which leads to a total number of 12 users would be a 
reasonable choice. 
 
For selecting participants such that they can form 2 homogeneous groups, a pre-selection questionnaire 
for demographic information of the participants will be distributed among ITC students. A sample of 
this questionnaire is included in the Appendix B. The questionnaire asks for general personal 
information of participants, their familiarity rate to the study area and their amount of knowledge and 
experience with geo-applications including paper/digital maps, GPS and navigational systems. Each 
participant will be referred via a code like A1, B1, etc. Any information regarding users’ backgrounds 
and their actions during the test is kept confidential, and they may only exposed using these codes.   

3.2.3.2. Test environment and the study area 

The test environment is an important factor in designing a test. Usually the test environment in a 
usability testing is chosen in such a way that it is similar to the actual environment in which end users 
are going to use the product. Type of end users, test purpose, product’s type, test equipment and the 
stage of testing the product are the decisive factors of selecting an environment. For the purpose of this 
case study, since the users are required to navigate towards a predefined destination while selecting LMs 
we tried to define the environment such that it includes a variety of LMs.  
 
Different levels of familiarity affect the users’ selection of LMs (Najari, 2009, Xia et al., 2008), hence 
for selecting salient LMs it is preferable that users are unfamiliar to the study area. As mentioned earlier 
the main focus of this case study is to assess the usability of the ET technique by comparing 2 different 
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methods and for this purpose it is tried to form 2 user groups with homogeneous demographic and 
expertise backgrounds. Another factor which is regarded in forming homogeneous groups is the 
familiarity level with the study area. Since the aim is to compare the methods of the 2 groups and both 
groups have rather the same familiarity rate with the study area (familiarity rate to the study area was 
one of the questions of pre-selection questionnaire), the bias is ignored. Considering the resources and 
the time available for this research, the determined study area for this case study is part of the center of 
Enschede which can satisfy the above condition (figure 3.5). 
 
There are also some other considerations regarding the test environment due to the equipments’ 
specifications used for user data collection. For instance, the eye tracker and the PDA are sensitive to 
water and do not work if they get wet. Also, the eye tracker scene camera does not provide good 
contrast in dim lighting conditions. So, the experiment should be scheduled in brighter hours of the day 
or when it does not rain or snow. Moreover, due to seasonal weather conditions, if it gets very cold the 
participants may refuse to attend the test. 
 

                          
Figure 3.5: The study area for the 1st case study with highlighted predefined route (about 1 km). 

3.2.3.3. Test scenario   

In order to achieve research objectives, a pre-defined task based scenario is prepared in which two 
groups of users are participating. For each group, different user data collection methods are used which 
include using the ET technique alone and ET along with TA. During the test and while the user is 
navigating, the researcher walks all the time at a reasonable distance behind the participant and in the 
case that user misses the correct path and makes mistake in following the predefined route, or there is a 
problem, the researcher approaches the user to guide him.  
 
Before the test, users in each group fill in a questionnaire in order to collect their demographic data and 
their back ground information regarding maps and navigation. Likewise after the test, participants take 
part in a semi-questionnaire in which their opinions regarding the experience are collected. They are also 
asked to draw a mental map of the path. To do the experiment for each group 6 test persons are required 
which makes a total number of 12 participants. A rather short and predefined path, which should also 
include different types of LMs, from a known starting point like ‘A’ to a known destination like ‘B’ on 
the screen of a PDA is identified (highlighted). These 2 points are pinned on the map using one of 
software’s functions.  The applied map layers in the PDA for this test for both groups are identical, 
including roads, their names and all the main LMs along the path. Participants are required to wear the 
eye tracker and to navigate exactly on the predefined path from ‘A’ to ‘B’ using the PDA. Also, 
depending on the group number, the users are required to do TA or just navigate without TA (table 3.1). 
The following is a stepwise description of the test scenario: 
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Table 3.1: Summary of applied methods and groups. 
GROUP 1 GROUP 2 

Questionnaire Questionnaire 
Thinking aloud & 

Eye tracking 
Eye tracking 

METHOD 

ADOPTED 

Mental map & 

Semi-questionnaire 

Mental map & 

Semi-questionnaire 

 
As mentioned earlier, before starting the test, 2 homogeneous user groups are selected through a pre-
selection questionnaire. According to the determined time schedule for each participant, on the day of 
the test the researcher and the participant meet at the ITC usability lab. After a brief introduction to 
case study, the task and the study area, the PDA is given to the user and he is given some time to 
familiarize himself with it or to ask questions. Also, the only allowed functions of the navigation 
software which are required for this task (zooming, panning and rotation) will be explained to the user.  
 
Then a calibration for 3 meters distance and using 5 to 9 points is done in the ITC lab, and the related 
instructions in using the eye tracker are provided to the user (e.g. users were required not to touch the 
glasses at all during the test, and not to make a sudden or strong movements). As the next step, the 
researcher and the participant walk to the pre-defined starting point, however, the user is asked to 
practice immediately after leaving ITC and before reaching the starting point as a preparation for real 
test. At the starting point, the researcher records the time and the participant is then asked to orient 
himself and start moving based on the predefined path and (depending on his group) do or do not do 
think aloud as he walks towards the destination point. In the case of using TA the participant is asked 
from the very beginning to think aloud and mention whatever comes to his mind regarding the navigation 
process as much as possible. The statements could be about whatever he reviews in his mind for finding 
his way, the attractive stationary elements or what else he finds to be proper as LM in the environment, 
no matter whether it is a familiar item or a new one to him. Due to the sensitive nature of eye 
movements, the first group will be asked to verbalize the ‘name’ of the selected LMs with just a word or 
phrase like ‘that building’, ‘this junction’ or just ‘this one’ (the intention of TA in this case study is just 
to confirm and differentiate between what the user mentions and what he is looking at, but does not 
mention, with the lowest possible disturbance due to TA to the eye movement patterns). 
 
As the participant is completing the task, the researcher follows him at a reasonable distance and takes 
notes of his different reactions. At the destination point, the researcher records the time and the 
participant can remove the devices. After that a semi-questionnaire is carried out to acquire extra 
information about user’s impressions and experiences with the ET equipment and TA technique 
(Appendix C). Also, drawing a mental map of the path which the user navigated through including LMs, 
confirms the main recalled LMs by the user after the test.  

Some clarification regarding the method  

 Since the ET method for selecting salient LMs has not been experienced before, it is not easy to 
predict what the outcomes would be. Nevertheless, it seems ‘when a user is talking, he may look for a 
longer time on an object’. This can be states and tested as hypothesis like ‘fixation durations in a 
combined ET and TA method are longer than applying ET alone’. Also, it is expected that these 2 
different methods (ET, and ET with TA) provide different user information for selecting salient LMs 
for the design of a pedestrian navigation prototype. 

 
 The assumption for the analysis of ET data is, that when a user selects a LM, he spends more time 

looking at that LM than he spends on another object present in the environment. If this hypothesis is 
true, we may say, for instance, that there is a time threshold, and when the time that users spend to 
look at an object exceeds the threshold, the object most probably can be regarded as a LM, even if 
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user did not mention it in TA. This idea can be used to find what extra information (here: LMs) ET 
can add to the already applied methods (e.g. audio-video recording) for selecting LMs. 

 
 Participants in group 1 who apply TA technique are asked to use a ‘short phrase or word’ for 

mentioning the LMs. Eye movements have a sensitive nature and any distributing factor (e.g. 
additional visual information or audible instruction) can interfere the state of the point-of-gaze 
(Hayhoe and Ballard, 2005). Using short phrases for mentioning the LMs is to minimize the 
disturbing effect of TA on ET data. It makes it possible to compare ET data of the verbalized LMs 
with those LMs which are extracted by calculating the duration of the spent time on watching them, 
although they are not expressed as LMs by user. The researcher should explain to users that because 
of the presence of an eye cursor we already know what they are talking about, so there is no need to 
add extra explanation about the LM. 

 
 In mobile ET, in contrast to stationed system, the background changes constantly. Also, due to free 

head and body movements, the participants’ behaviour and eye movements are very inter-individually 
variable. In order to apply mobile ET, consequently, it is necessary to use short tasks where inter-
individual similar eye movements can be expected (Mayr et al., 2009).  

 
 The reason for highlighting the path is to prevent that users get lost. Since the route is predefined and 

also it is not a straight line, it would not be easy for user to remember it. 
 
 According to (Pernice and Nielsen, 2009) for a typical (stationed) ET usability study, around 6 

participants would suffice. For finding common LMs among users and comparing them, having 
repeated similar eye movement data is necessary. It is expected that the data in mobile ET are inter-
individually variable. Hence, for having repeated similar eye movement in mobile ET maybe more 
participants are required. Furthermore, this is the first experience with the system and potential 
problems regarding data collection (e.g. the system not recording data, poor calibration, etc) are 
predictable.  

3.2.3.4. Test techniques     

The techniques which will be used in this research include ET, TA, (semi-) questionnaire, and mental 
map drawing. ET is the main technique which is going to be used in this case study. TA, questionnaire 
and mental map are the accompanying methods which depending on the users’ group will be added to 
the main technique. In summary: 
 

 ET is the main technique which is going to be investigated in this research. 
 

 TA is an important technique in giving insight into the user’s thoughts by expressing their actions 
during task execution. Although it is a rich source of information which cannot be replaced by 
other techniques, the intention here is to assess its negative and positive effects on ET by 
comparing 2 methods: ET alone and ET with TA. 

 
 A questionnaire is applied before the test to collect users’ demographic data, and to organize 3 

homogeneous groups of users regarding their background and experiences for comparison 
purpose. 

 
 A semi-questionnaire, or a combination of questionnaire and interview, is applied at the end of the 

test to complete the provided information during the test and to obtain extra user information 
regarding the test. The intention is to gain more insight into user’s recalled information after the 
test. During the interview, those users who may have limited writing or drawing ability will talk 
about the experience while it is being recorded by researcher. The semi-questionnaire will be 
applied to both groups. 
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 Mental map refers to what a participant perceives and keeps in mind regarding some locations to 

which he attended before. It can be achieved by asking the participant to draw a sketch of the 
route (and important elements he remembers) which he navigated before reaching the destination. 
It is a proper technique which confirms what the participant really perceived and remembered as 
LMs. 

3.3. A case study with a fixed eye tracker 

3.3.1. Introduction 

The previous section (3.2) described the design process of a case study with a mobile eye tracker. In this 
section, we describe the same process but for a case study with a stationary system. Like the previous 
case study, first we explain the objectives of designing the test, the prototype to be evaluated, the 
applied eye tracker for the test and the encountered problem using the equipment. Then other 
specifications of the test, like test participants, environment, scenario and techniques are described as 
well. 

3.3.2. Stationed-ET user research methodology in the evaluation the design 
evaluation phase of a geo-web application 

The aim of this case study is to obtain information about the application of the (fixed) ET technique in 
the geo-domain. In this case study a geo-web application (which is a prototype for visualizing iceberg 
data) is evaluated, using ET and some other usability techniques to check for the potential problems of 
using the prototype. The prototype is developed by Nguyen (2010) in the context of MSc research (see 
section 3.3.2.1). Considering that it was designed in a short period of MSc research, and the fact that 
this is the first usability evaluation carried out on the prototype, it is expected that there are potential 
problems which can be exhibited by usability testing. In order to realize the main objective of this case 
study regarding the usability of the fixed ET technique in providing extra information, like in the first 
case study, two main methods (ET alone and ET combined with TA) are used to compare the resulting 
user data. This case study is a joint attempt (of the researcher and another MSc student, Nguyen) in 
using ET from 2 different points of view. The objective of the study, not relevant to this research, was to 
assess the usability of the prototype itself and its design solution for visual exploration of iceberg data. 
The next section describes the characteristics of the prototype which we used for the test. 

3.3.2.1. A prototype for the visualization of iceberg data  

As mentioned, the prototype is developed by Nguyen (2010) with the aim of enabling visual exploration 
of trajectory data on the web, using existing web visualization libraries (figure 3.6). To implement this 
prototype, first the iceberg data are stored in a PostgreSQL data base, then PHP was chosen to build the 
middle ware between database and client side and finally, the GUI of the prototype was created by using 
‘Timemap.js’. The prototype is mainly designed to provide answers to the questions of ‘What’, ‘Where’ 
and ’When’ some events (e.g. (dis)appearance, split, movement) happened to icebergs. In the prototype 
there are 2 data file used: the first one only contains the starting points (appearances) and end points 
(disappearances) of icebergs, with straight connecting lines between start and end to indicate the major 
directions. The second file contains all observed iceberg positions, also at intermediate locations, and the 
connecting lines to more accurately represent the trajectories. All the events belonging to the same 
iceberg are displayed with connected lines. At low zoom level (overview) the first data file is displayed, 
at high zoom levels (details) the second data file is displayed. The prototype contains 4 main sections 
which are also considered as 4 ROIs (see section 2.6.3) for measuring gaze data: legend (left), functions 
(right), timeline (middle-up) and map (middle-down). The map view and the timeline contain 
information of all events and they are linked together (e.g. by clicking on an event on the timeline, the 
map view will pan to the position of that event and also the pop-up window of the corresponding event 
on the map view will be shown). The prototype only displays those events on the map view which are in 
the visible range of the timeline. There are two bands on the timeline: the top band’s time interval is set 
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in months. The bottom band’s time interval is set in decades to give the users an overview of all the 
data. Timelines can be dragged forwards or backwards using the mouse. The prototype also provides 
(filtering and animation) functions. The icebergs can be filtered by name, size, lifetime, average speed 
and travel distance. The jump to time function lets users go to any time on the timeline without dragging 
it or using animation functions. Finally, the prototype provides some animations functions. Due to the 
temporal irregularity of iceberg data, 2 sliders are created to control the speed of the animation. The 
first slider controls the speed of the change between 2 scenes. The second slider controls the time 
interval step between 2 scenes (e.g. when users set the time interval step to 30, the next scene will be the 
scene of 30 days after the previous one). To reduce the speed problem in running the prototype during 
the test, the iceberg data base (from 1976 onwards) was reduced to a data set from 1979 to 1988. 
 

                            
Figure 3.6: The prototype (for Antarctic iceberg data visualization) to be evaluated via the ET technique (Nguyen, 2010). 

 

3.3.2.2. Test equipment: faceLAB Eye tracker 

In this section we first explain characteristics of faceLAB Eye tracker and then we describe the 
encountered issues in using the system. 

System specification  

faceLAB ™ 4.5 is a stationed (VOG based, 60 HZ frequency) eye tracker by Seeing Machines, which is 
a technology company with a focus on vision based human machine interfaces. The Seeing Machines 
technology is based on computer vision processing technologies that allow machines to track human 
eyes and facial features. The faceLAB software uses a set of cameras as a passive measuring device. 
Images from cameras are analysed to work out characteristics of a subject’s face, including the current 
position and orientation in 3D space, the gaze direction and several other measurements. In the 
calibration process, the system first makes a head model of the subject. The head model is the way of 
remembering how features of a subject’s face look and relate to each other. It can be saved and re-used 
later. Head tracking is the process of finding feature templates and determining the head-pose using the 
position of these templates, and it is shown on the screen by an overlay onto the video display (figure 
3.7). The main output for data processing from head tracking is the 3D head-pose. It can be used to 
differentiate head movements from eye movements, which allows a more robust gaze tracking and leads 
to more freedom of the user. 
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   Figure 3.7: Illustration of created feature templates (head model) by faceLAB, overlaid on the video display. 
 
The system originally is composed of the following hardware and software platform: HP laptop (or PC) 
for the calibration and data recording (by faceLAB software), stimuli display and analysis (by gaze 
tracker software, version 07.02.251.192 full for faceLAB, which calculates the fixation data, received 
from the faceLAB, and adjusts it with the stimulus on the screen), a pair of point Gray Flea (or SONY) 
cameras, a Stereo-Head which holds the 2 cameras, designed to be adjustable for different user 
configurations and 2 infrared pods for precise gaze tracking and for tracking at night or in a dark 
environment; with the flea cameras a third IR pod is also provided (figure 3.8). The IR pods are 
powered off the stereo-Head cable or by a separate power cable. Setting the IR pod positions is done 
within the IR pods position wizard and different camera configurations require different IR pod 
configurations. (E.g. good placement of IR pods for precision-gaze tracking produces a triangle of 
reflections in the subject’s eyes – like what ASL mobile eye does). The 3 IR pods emit the IR light 
towards the subject’s eyes and face and the reflection is captured via 2 cameras which determine the 
head model as well as the location of the iris and pupil. The calculation of gaze utilizes the head pose 
and the location of the iris and/or pupil (whichever can be detected more reliably). The system is not 
intrusive in some senses, for instance when the subject moves his head, software can recommence 
tracking whenever he returns and his head is visible to both cameras. However, for raising the accuracy 
it is recommended that user prevent extra movements. The typical accuracy of gaze direction 
measurement is 0.5-1° rotational error, and for head measurement within +/- 1mm of translational error 
and +/- 1° of rotational error (the error of calculating gaze direction without calibration is up to +/- 5°). 
 

                                                    
Figure 3.8: The faceLAB eye tracker with a pair of Flea cameras and three IR pods. 

 
faceLAB is compatible with the gaze tracker analysis software. Although it is possible to run the whole 
set-up on one system, in the system we used, the set-up was split on to 2 computers (figure 3.9): a 
laptop for doing the calibration and recording data (running faceLAB), and a PC for the stimuli display, 
the analysis and saving the data (running gaze tracker). The reason for a 2 computer set-up was that in 
the case of any crashes to the laptop, the data on PC will remain safe. The idea is that the subjects use 
the PC for running the stimuli and performing the tasks, while the experimenter can check the 
calibration on the laptop during the whole test (The experimenter cannot see user’s screen on the laptop 
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during the test). There was also a (keyboard/screen/mouse) splitter for switching the views of the user 
after calibration.  
 

                                                    
Figure 3.9: The applied faceLAB eye tracker running the stimulus. The user’s monitor is captured via an 

external camera as back up. 

Calibration issue 

One of the encountered problems in using faceLAB was the calibration issue. The calibration did not 
provide the same results every time. On average, we did the calibration 3 times for each person. We 
checked the accuracy of calibration before starting the test for each person via the software. The 
software provides the possibility of seeing the eye-cursor in real time for checking the accuracy by 
asking the user to look at some particular points on the screen or to follow the mouse. We noticed that 
the accuracy differs on the different parts of the screen, and it was not the same amount for each user. 
Also, the amount of noise (jumping of eye-cursor) when the eye was fixed was more than when the eye 
was moving (e.g. following the mouse-cursor). In data analysis, the lack of sufficient calibration 
accuracy (e.g. to distinguish which functions the user is looking at, at each moments) is a factor that 
limits detailed analysis of user data. 
 
Another problem is the effect of calibration accuracy on defining ROIs (lookzones). E.g. the accuracy 
was not enough to distinguish 2 close functions from each other; hence big ROIs were defined which 
makes detailed analysis impossible. After finishing the test some obvious systematic shifts were 
removed via software, but for the random shifts, we did find a solution. In order to do this, we 
considered some of the obvious objects of the prototype which a particular user used and fixated on 
them frequently, e.g. the zooming function of the map zone, or the functions of the function zone. 
Looking at such objects, we noticed that for some users there was a systematic shift for the location of 
fixations on the prototype. Then we tried to estimate the amount of correction visually (e.g. 0.5 cm 
vertical and 1 cm horizontal shift), and adjusted it with trial and error via the software (e.g. figure 4.10 
group1, user B1).                                              

Hardware issue  

The PC (Pentium 4, CPU 3 GHz, RAM 1.5 Gb) on which the gaze tracker run was not powerful 
enough to run the gaze tracker software and the application at the same time. Gaze tracker is considered 
a heavy software and it needs a lot of computer’s resources. While gaze tracker was running, the 
application could not run smoothly. This resulted in slowness of the system when a participant was 
using the application. Since eye movements are so sensitive, the slowness of the system will certainly 
affect the eye movements of a subject. E.g when the subject clicks on a function, he will look at other 
parts of the screen while he is waiting for the system’s response. This makes it hard to compare 2 
subject’s eye movements. Another big issue was that the system’s slowness was random, so ET patterns 
were not recorded in an even condition for all users. It means for one subject the system was really slow, 
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while for the other subject it was not that slow. When the system was slow, the user had more time to 
look around the webpage. This problem makes it hard to assess the factor of efficiency (e.g. sometimes 
the user was able to easily give the answer, but he had to wait because the system was slow, and 
sometimes not).  
 
Because of hardware problems, data analysis and exporting the resulting avi files (videos) took a lot of 
time; the system could not respond many times and we had to restart.  

Software issue       

The resulting video-data is not complete and this makes the analyses too complicated. There are 2 
different output videos for a test. One is a simple screen logging of the prototype including audio 
recording, mouse movements and changes of the prototype during the test. The other video output 
contains eye-cursor over the stimulus, however due to hardware problems it did not record the changes 
of the stimulus properly, so we cannot see what is really happening (e.g. when the user clicks on a 
combo box, sometimes the recording shows that a combo box is opened and sometimes the combo box 
does not change at all). It also did not record voice or the mouse cursor and the resolution is low (we 
lowered the resolution to raise the saving speed). The only solution to analyze these 2 videos is to 
synchronize via a software. Even after that we would have to look at 2 cursors (eye- cursor and mouse- 
cursor) at the same time to see ‘what is going on’ and to remove doubts. 

Other issues  

During test execution we noticed some other general issues which removing them improves the resulting 
data. 
 

 To deliver task-related questions during the test to the user, we had 2 options: to give them the 
questions verbally or in a written way. We could read the questions 1 by 1, which was not a 
good solution because during the test, the user sometimes looked at a question several times to 
understand it better, so they needed to see the questions.  To give the questions as text, we first 
decided to simply display them in a text file on the desktop, so the user can open it as an extra 
window and switch between windows (application and text file). Due to the system’s slowness 
and the fact that it may affect eye movements, it was not also a good idea. As a solution we 
wrote down each group of questions (see 3.3.2.5) on a piece of paper and fixed that near the 
monitor, however the user had to move his head to look at them; this may reduce calibration 
accuracy. A better solution may be to use a bigger size computer screen, such that the stimulus 
and the text files can be displayed at the same time. This solution was suggested by 2 users 
during the interview after the test. 

 
 The participant’s chair had wheels and it was not stationary. During the interview some users 

complained about that and said that the chair made it difficult for them to stay in a stable 
position during the test.  

 
Finally, as mentioned in the 1st case study choosing an eye tracker depends on our available facility, and 
the specific application it is used for. According to literature, faceLAB is one of the commonly applied 
eye trackers among other stationed systems. The major reason for analysis failure in our case study was 
due to a hardware problem which can be solved. However, comparing faceLAB more accurately to 
other famous fixed systems like Tobii in practice requires more investigation which is not possible 
during this research. 

3.3.2.3. Test participants 

In this case study there are 2 groups (ET alone and ET combined with TA) of 4 participants, which 
make the total number of 8 users. As mentioned in the previous case study, in usability testing, 
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participants should be selected among the real target groups of users. The actual end users of such a 
prototype (visual exploration of icebergs) usually are the experts and iceberg specialists who have some 
knowledge and background about the icebergs. However, since our objective is to compare different 
methodologies to collect user data (like in the previous case study), and participants are assigned rather 
evenly between the 2 groups, we ignore the bias. Hence, participants are selected among ITC students 
and staff (with more or less similar background information about the icebergs and trajectory data) via a 
pre-selection questionnaire (Appendix E). Also, we noticed in the pilot study that the system is sensitive 
to different eye conditions. E.g. the accuracy for a user who wears contact lenses was not acceptable, 
although for another person who also wears contact lenses it was satisfactory. We also noticed that the 
system worked with a person who wears glasses with acceptable accuracy, while for another person 
who wears bi-focal glasses, it did not work at all. These results were considered in selecting participants 
via the pre-selection questionnaire. 
 
Usually for an ET usability testing around 6 persons are required, however according to (Pernice and 
Nielsen, 2009) even 3 acceptable ET data for a qualitative experiment suffice. For this test, there are 2 
groups of participants and each group includes 4 persons who used the same method. This makes the 
total number of 8 participants. 

3.3.2.4. Test environment 

The test environment in a usability testing should be similar to the real environment of use. For the 
purpose of this case study the environment was an ET lab at the UT (Twente University). It was a small 
room (with normal lighting condition) including one laptop and one PC (eye tracker) linked to 2 cameras 
and 3 IRpods. Since the user of such a prototype (visual exploration of icebergs) usually works in an 
office or lab similar to this room, the environment for testing the prototype was appropriate, except that 
the user was restricted to not to move too much. 

3.3.2.5. Test scenario 

On the day of the test, according to the time schedule for each participant, the researcher meets the 
participant at the ‘Hallenweg’ busstop in front of the ET lab building at the UT. Then a brief 
introduction to the aim of the case study, the ET (and TA) technique, the calibration procedure and the 
prototype under evaluation are provided. In order to provide the same levels of information to all users, 
a written description of icebergs characteristics and the functionalities of the prototype is then provided 
to the user, and he is allowed to ‘play’ with the software for around 10 minutes and to familiarize 
himself with it; he can also ask questions about the whole procedure. Then the calibration is carried out. 
To do the calibration, after running the faceLAB software, the first step is to ask the user to adjust his 
position using the face image provided (by faceLAB) on monitor screen in front of him. The researcher 
helps the adjustment by measuring the user’s head distance from the screen, and checking the acceptable 
distance range with the software. Then the user is asked to look straight and to remain still for a few 
second, while his head model is created by the software by clicking the set model button. The next step 
is to calibrate and adjust the gaze relative to the screen. To do this, 9 lighting up points appear 1 by 1 on 
the screen and the user is required to fixate on the center of each point while they are lighting up; after 
this the eye tracker knows where the user is looking. Finally, we start data log-in, first in faceLAB and 
then in gaze tracker on the other computer (after running the application on that system).  
 
There are 9 predefined questions which require the user to apply almost all views and functions of the 
prototype. The questions are prepared by the prototype developer and are organized into 3 groups of 3 
questions related to main user tasks, namely overview, filtering and zooming, and details on demands 
(Appendix F). In the case of using TA, the user is required to mention what he is thinking while carrying 
out a task. Although the software logs together with the stimulus, a video of the monitor is captured 
during the whole test as a back up via an external camera (figure 3.9). Each group of questions is 
presented to the subjects on a piece of paper which is fixed on the left side near the monitor (after 
finishing the first group of questions, the paper is replaced by researcher with the second group). In 
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order to know when the task execution starts, the user is asked to first read each question aloud. Then 
when he finds the answer for each question, he will say aloud the answer. At the end of the test the gaze 
tracker stops data log-in by pressing F2. Finally, a semi-questionnaire for obtaining extra information 
regarding the objectives of the research is provided to the user (Appendix G). The summary of applied 
techniques for each group is presented in table 3.2. 
 
                                                  Table 3.2: Summary of applied methods and groups 

GROUP 1 GROUP 2 
Questionnaire Questionnaire 

Thinking aloud & 

Eye tracking 
Eye tracking 

   
METHOD 

ADOPTE

D 
semi-questionnaire semi-questionnaire 

3.3.2.6. Test techniques 

The applied techniques in this research include ET, TA, audio-video recording (via an external camera 
or screen log-in) and (semi-) questionnaire. ET is the main applied technique in this case study. TA and 
(semi-) questionnaire are the accompanying methods which, depending on the users’ group, will be 
added to the main technique.  
 

 ET is the main technique which is going to be investigated in this research. 
 

 faceLAB software provides screen log-in with the prototype (including mouse movements and 
prototype changes) along with synchronized audio recording. The same information can be 
obtained via an external camera. Since the eye trackers sometimes fail to record the data, and due 
to the fact that this is our first experiment with the eye tracker, we decided to use an external 
camera as a back-up. 

 
 TA is a powerful technique to get a deeper insight to what a user thinks and what problems he 

encounters while completing a task. Like in the previous case study, the intention of using TA 
here is to assess its negative and positive effects on ET by comparing different methods. 

 
 A questionnaire is applied before the test to collect users’ demographic data, and to organize 2 

homogeneous groups of users regarding their background and experiences for comparison 
purpose.  

               
 A semi-questionnaire is applied at the end of the test to complete the provided information during 

the test and to obtain users’ opinions, complaints or satisfactions in applying different techniques 
(ET and/or TA). 

3.4. Conclusion 

In this chapter we described the design stages of the 2 case studies with 2 different types of eye trackers 
(fixed and mobile) in order to investigate and experience the usability of the ET technique in the geo-
domain in practice. First, for each case study the aims of designing the test, the applied equipments for 
the test and the encountered problems in using the equipments was explained, and then other 
specifications for designing the tests, like environment, participants, scenario and techniques were 
described. The next chapter will describe the test execution, the outcomes and recommendations for the 
improvement of the method for each case study separately. 
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4. Test execution and the outcomes 

4.1. Overview 

In this chapter, we explain the actual procedure of executing each case study, based on earlier 
mentioned methodologies. Then the analysis of the data, the encountered problems during test execution 
and analysis of the data and finally the obtained results of this research will be described. 

4.2. The first case study: mobile ET 

4.2.1. Execution of the test 

The test was carried out from 15th to 19th of February 2010. Before executing the real test, a pilot test 
was held on 12th of February with one of the ITC students as participant, during which ET and TA was 
tested, to check the quality of video, sound and the whole test procedure, in the real test environment. 
During pilot testing it was detected that the sound quality of Mobile Eye was not clear enough in a real 
environment to be analyzed. Due to this, an external microphone was applied for the first group in the 
real test. Every day, the tests started at 9 AM and finished at 5 PM. Each participant did the test 
individually. The average spent time by a test participant for the whole test was about 1:15 hours. Every 
day 3 users participated in the test; because of weather conditions and the temperature it was not 
possible to handle more that 3 user per day, and after finishing each test at the end point, the researcher 
had to walk back to ITC to meet the next user. The analogue ET data of each user was recorded on 
tape. Since data transfer takes the same amount of time as the test, the data for all users was saved 
digitally at the end of each day. As mentioned earlier, users were selected based on a pre-selection 
questionnaire in a way that they form 2 homogeneous user groups and each group uses a different 
method (figure 4.1).  
 

                           
(a)                                                                                              (b) 

Figure  4.1: (a) A participant of group 1 who uses the Mobile Eye and an external microphone, (b) A participant 
of group 2 who uses just the Mobile Eye. 
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The test originally was executed by 14 users (plus 1 pilot), but some of the data was lost due to the 
following problems: 
 

 The main issue which made data unusable was the ‘calibration loss’ and there were a few 
reasons for that. After finishing a test and checking the data it appeared that for some users 
although the calibration was accurate enough at the beginning of the test, it gradually reduced 
and data became totally unusable. The Mobile Eye spectacles are heavier than usual glasses, 
and it is normal that the glasses move a little during the test, while the user is walking. There is 
a headband attached to the glasses which can be adjusted and tightened for different head sizes 
(figure4.2). The design of adjustable headband is not good enough to secure the glasses 
properly, especially if the person has a small nose it moves more. After detecting this issue we 
used extra clips to tighten the glasses for the remaining users. This reduced the amount of shift 
significantly.  

                                                                             
Figure  4.2: The adjustable headband of Mobile Eye. 

 
 Furthermore, because of the low temperatures, most users needed to wear a hat and scarf. We 

did our best not to touch the glasses and the attached wire (SMU) while users were wearing the 
hat and scarf after the calibration and during the test, but still this issue caused some data 
calibration problems. 

 
 One user’s data was lost after the test, due to an error of the eye vision software while saving 

the data. The calibration information for each user is saved in an evi file, which should be 
loaded before saving data. Because of an error of the software, the evi file was corrupted during 
saving.  

 
The remaining acceptable data are for 8 users (4 users, each method), which still creates 2 rather 
homogeneous user groups. All participants are from GFM MSc students. The average age of 
participants was 29 and they were from different nationalities. The summary of background information 
for the 8 subjects is compiled in table 4.1. 
 

Table  4.1: Summary of background information for each user group. 
 
 
 
 
 
 
 
 
 
 
 
 
The other problems were about the temperature, which (despite using gloves) forced some of the users 
to stop the test for a few seconds to warm their hands for handling the PDA. There were other cases in 
which people (e.g. shop or restaurant owners) asked us to move and do not record data there. In another 

Familiarity rate 
with: (percentage ) 

Group 1 
ET-TA 

Group 2 
ET 

Paper map 90 90 
Digital map 65 90 

GPS 65 65 
PDA 65 40 

Navigation systems 65 40 
Study area 90 80 
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case, the police interrupted the test by asking the user about the test. In each case, the researcher 
explained the case to them, so that the user could continue the test. 

4.2.2. Analyzing procedure and results 

The resulting avi data files of the Mobile Eye include the scene (environment) and the point of gaze (eye 
cursor) overlaid on the scene (figure 4.3).  
 

         
 (a)                                                                                   (b) 

Figure  4.3: (a) One of participants is looking at a landmark during the test, (b) The recorded scene with the 
overlaid eye cursor (red cross) for the same participant at the same time. 

 
The created files were large (e.g. 10 Gb), and the host PC was not powerful enough (Pentium 4, RAM 1 
Gb, Hard disk 80 Gb) to display them smoothly. In order to transfer these files from host PC to other 
systems with the same quality, we had to split the files with some software (e.g. HJ-Split) and to merge 
the files in another system. Analysis was manual, since no access to ET software. In order to analyze 
the data, we had to watch the videos in a slow motioned mode to extract the time that users looked at 
LM’s. Some of the usual video players were checked and Apple quick time player was chosen to 
analyze the videos. Because of the file size, other players could not display the slow motioned videos 
properly. In order to analyze the data, first all the main LMs on the pre-defined path were identified and 
coded (Appendix D). This included almost all real worlds’ stationary objects on the path with at least 
one discernible attribute related to their functionality, shape, size, color, etc. Then for each user, the 
spent time on each LM was extracted and written down under the related code. The LMs which the user 
named by TA were recorded separately under their codes. If after looking at a LM, the user looked 
around or turned and then looked at that LM again (i.e. the user looked at the same LM several times), 
the durations were added. But if the user missed the route and he decided to go back to a previous point 
and start from there again, the values for the repetitive path were not included in the calculations. The 
calculations were a very tedious and time consuming procedure, since the path included around 100 
main LMs. The average of total number of the noticed LMs by each user for group1 was around 95, 
and for the group 2 was about 75. Some sections of the videos were watched twice or three times in 
order to obtain the correct durations. The eye tracker provides the time information (in the left upper 
corner of the video frame) with an accuracy of 0.01 second. However, due to time constraints and lack 
of required software, the accuracy of data analysis for this case study is around 1 second. 
 
 
Analyzing the durations that participants looked at different ROIs (LMs) led to some interesting results. 
The results of data analysis for each group separately are illustrated in figure 4.4 and figure 4.5. Each 
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graph shows the number of selected LMs by an individual user per duration (the spent time on each 
LM). Figure 4.5 relates to participants of the ET alone method (group 2). These participants used the 
LMs on the PDA to navigate on the predefined path towards destination without talking. The graphs 
reveal similar patterns. It appears that participants spent limited time looking at most of the LMs, and 
there are relatively few LMs at which they spent more time. 
 
Figure 4.4 illustrates the eye patterns of participants in group 1, who used the ET and TA methods. 
These participants all used the PDA to navigate to the same destination and on the same predefined 
path. Furthermore, they were asked to mention the proper LMs on the path very briefly. The horizontal 
axis in figure 4.4 shows the spent time or the ‘duration’ in which a user looked at a particular LM. The 
vertical axis shows the number of selected LMs by a user per different ‘durations’. All graphs of this 
group show 2 general trends. The first trend relates to the real worlds’ items that were looked at, but not 
mentioned. This trend (visualized by red bars) is comparable to the pattern observed in group 2. It 
means limited time was spent on most of the selected LMs. The second trend (visualized by blue bars) 
relates to LM’s which attracted the user (the user looked at them), and mentioned their names as LM. It 
is observable that almost for all users there are few LM’s on which they spent very limited time; on 
most LM’s, they spent between 3 to 9 seconds durations and then numbers of LM’s  starts to decrease 
again. The summaries of the 4 graphs for all users in each group are presented in figure 4.6 and figure 
4.7. In figure 4.6 the 2 mentioned trends appear more clearly. The major parts of the 2 trend lines 
represent 2 Gaussian curves with a maximum number of LM’s at around 1.5 seconds (they just looked 
at the LMs), and around 6 seconds (for the looked at and mentioned LMs). Comparing these 2 trends 
shows that indeed TA in mobile ET affects ET data. When users TA (even with very short phrases), the 
time spent on ROIs tends to become longer. On the other hand, figure 4.6 shows there are some overlaps 
between the 2 trends. The overlap starts at the duration of 1 second and increases till it reaches the 
maximum overlap at around 4 seconds. Then it starts decreasing again. The overlap area represents the 
extra information which ET can add to the previous field-based methods (Najari, 2009) applied for 
selecting salient LMs (we may call the overlap area the ‘cognitive selected LMs’). E.g. the graph shows 
that there are around 20 objects at which the users looked for 4 seconds and then mentioned them as 
LMs. There are another roughly 20 objects which attracted users’ attentions for 4 seconds, but they did 
not mention their names as LMs. So, it seems logical for selecting salient LMs to investigate the latter 
20 objects further to see for instance whether they are common among users. Since the looking durations 
of the most mentioned LMs here are around 5-7 seconds, it seems logical that the objects with the same 
or shorter durations which are not mentioned have the highest probability of being potential LMs. 
Figure 4.6 shows TA affected ET data by making ‘looking durations’ longer than when users just 
looked at objects. Hence, objects of the red curve with the shorter durations than the maximum point of 
the blue curve may also be the potential LMs. Although it was possible to find out what the mentioned 
and not mentioned LMs were, we did not do it in this analysis, since the type of selected LMs is not 
relevant for this research. Furthermore drawing conclusion about the type of selected LMs requires 
more analysis time and participants. 
 
Likewise, figure 4.7 shows that in group 2, the major part of the trend line represents a Gaussian curve 
with a maximum of around 1 second. Then the trend start to decrease and it reaches zero at around 15 
seconds duration. 
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                     Figure  4.4: Time spent on each LM for the users of group 1 individually. 
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   Figure  4.5: Time spent on each LM for the users of group 2 individually. 
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          Figure  4.6: Time spent on each LM for all members of group 1.  

 

 
 
           

Figure  4.7: Time spent on each LM for all members of group 2. 
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Some of detected limitations of Mobile Eye after the execution of the test which can affect the results 
were: 
 
 Although the gaze data were analyzed with an accuracy of around 1 second, there are some factors 

which reduce data accuracy. For instance, users sometimes get information through peripheral 
vision without looking straight at an object (LMs). If that is the case, we do not know the exact 
duration by which the user is attracted to an object. In some cases, it is not clear enough where the 
user is looking at. Examples of these instances are: 

 
- When a user turns the pupil too much, the cursor falls on the edges of the video frames. 
- Sometimes when a user is looking at the PDA, due to parallax error, the cursor falls on a real 

world’s LM mistakenly. 
 
In such cases, whenever the error is distinguished no data was recorded for those particular LMs. Still 
such cases might have reduced the accuracy. 
 



61 

 Another factor which may affect the accuracy of this methodology is that the calculated durations 
may also depend on the speed with which each individual walks on the path throughout the test. It is 
possible that a user, who walks faster, has less time to look at a LM while he passes that LM. Due 
to existing great differences in gaze data between users on an identical task, in order to make a valid 
comparisons, Hyona (2003) recommends to organize a within-participants design in ET experiments 
whenever possible. So, maybe it would be wise for improving the accuracy, to design the test within 
subjects, instead of between subjects.  

 
 One of the drawbacks of the ET technique is that it does not say why a user is looking at a LM. For 

instance, during the observations the researcher noticed that user D1 in group 1 was looking at one 
of the shops much longer than at surrounding shops without mentioning that shop (see figure 4.4 -
user D1- the red bar at 14.5 seconds). After the test, in answering the researcher’s question about 
the reason of looking at that shop for so long, user D1 said that when he saw that shop, he 
remembered he required to buy something from that shop and he was trying to remember to come 
back to buy that after the test. This is one of the shortcomings of using ET for this application.  
This drawback does not exist in some other user data collection methods which apply audio-video 
recording of the user in which users could be interrupted by researcher for clarifications, at any 
moments during the test. e.g. (Delikostidis, 2007). 

 
 The system had problems with users with long eyelashes (and wearing mascara), and it is not 

possible to apply the system for users with glasses. Usually, it was not sunny during the test. Just in 
one case when there was sun, (at a low angle in February in the Netherlands) whenever user B2 had 
the sun in front of her, the eye cursor disappeared. The design of the adjustable headband should be 
improved to better secure the glasses relative to the head throughout the test. 

 
Analysis of the mental maps 
In order to analyse the results of the mental maps and to find out whether there is any correlation 
between the mental maps and ET data, we first extracted all the LMs illustrated by a user in the mental 
map, we gave them their related codes (Appendix D), and we made a table out of all the LMs in all the 
mental maps for the 2 groups. Then we checked the related videos to each mental map and took notes of 
2 items: first, we checked whether a LM is ‘mentioned’ by the user (this was checked for the 1st  group). 
Second, we wrote down the ‘spent time’ on that LM by that user (this was checked for both groups). 
The illustrations of the spent time on retrieved LMs from the mental maps for each user are presented in 
figure 4.4 and 4.5 with some vertical arrows under each graph. The position of an arrow shows the 
spent time by a user on that LM. The length of the arrow is proportional to the number LMs in related 
mental map with that particular duration (or the spent time on LMs). Interestingly, the results of the 1st  

group showed that almost all the LMs of the mental maps were among the ‘mentioned LMS’ (the 
arrows are mostly under the blue bars). One reason for this could be that when a user verbalizes an 
object, it makes him to remember that object better than the objects he does not talk about and just look 
at them. Table 4.2 provides the summary information of the mental map analysis.  
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Table  4.2: List of the LMs (codes) retrieved from the mental maps, and the related spent time (digits) on each 

LM retrieved from the videos. 
Group 1 (second) Group 2 (second) LM 

A1 B1 C1 D1 A2 B2 C2 D2 
a0 5        
a1   2      
a3 10 13       
b1   2 6   2  
b3 17 16  6   2  
b4 20 17  10   8 9 
b5 13   12  9 6  
b7       6  
c0    2      
c1          
c2 9 12  11 5 9 4  
d1     7    
d2 5        
d3  8  6 5 6   
d4  5       
d5         
e2         
e4    11     
e5   6      
e6 8  15    6  
e7      2   
e8     7    
e9     12   2 
f4       8   
f8         
f9 8 15      5 
g2  3       
g5       6  
h0     7  6  
h9        3 
i0       4  
i2       4  
i4      1 1  5 
i6     2    
i7  5    3  3 
i8      2    
i9 16 9  8  3   
j0        3 
j2   16    3  
j3 7 11 6      

 
The results of table 4.2 (overlaid on the previous information of the 2 groups) are presented in figure 4.8 
and 4.9. Figure 4.8 shows that the distribution of the mental maps’ LMs is more similar to the 
distribution of the blue bars (mentioned LMs) compared to the red bars (looked at LMs). Usually, the 
LMs which a user put in his mental map should be more important for him (since he remembered them 
among others). So, we may conclude that the ‘mentioned LMs’ are more important to user than the 
‘looked at LMs’. Although the ‘looked at LMs’ provide some user extra information regarding the 
selection of LMs, maybe the ‘mentioned LMs’ are the most important for the users.  
 
Figure 4.9 shows the mental maps of the users who used different LMs on the path to navigate without 
talking about them. Here also the trend of the mental map roughly follows the trend of the ‘looked at 
LMs’ (except for the 1 second duration). So, we may conclude here that although a lot of objects are 
observed briefly (for 1 second) in this method, they are not regarded as LMs by the user. The reason for 
observing a lot of objects for only 1 second by the user might be that, he is just scanning the 
environment to find a LM.  Based on the mental maps’ result, if we apply this method (ET alone) for 
selecting LMs, maybe we should only look at the objects with more than 1 second duration.  
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Figure  4.8: Time spent on the LMs which are retrieved from the mental maps for all members of group 1. 
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Figure  4.9: Time spent on the LMs which are retrieved from the mental maps for all members of group 2. 
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4.2.3. Comparing the two methodologies 

In this section, the results of applying two different methodologies (ET alone and ET combined with 
TA) are compared to each other to find out which method is more efficient, effective and satisfactory. 
 
Efficiency is a measure that highly depends on the time spent for completing a task. Table 4.3 provides 
information about the time spent by each user for navigating from the starting point to the ending point 
to complete the task. It appears that users in group 2 (with the average time of 27 minutes) spent more 
time than users in group 1 (with the average time 19.5 minutes). Watching the videos shows that the 
reason for longer test duration for group 2 which only use ET is that they spend more time on PDA to 
continue the navigation. Hence, according to the results in table 4.3 the method of group 1 in this case 
study is more efficient than group 2.  
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Table  4.3: The time spent by each user to complete the navigation task. 
 
 
 
 
 
 
 
 
 
 
 
Effectiveness deals with the informativeness level of a product (here: a method), and the ease with 
which a user (here: the experimenter) cando what they intend to do (here: finding users’ salient LMs). 
When we compare the two groups’ results, group 1 (ET and TA) appears to be more effective than 
group 2 (ET alone). Although group 2 shows the same trend as group 1 (red bars), using it by itself is 
not informative enough for finding the potential LMs. For instance, in figure 4.7 it seems logical to say 
that when a user looks for a longer time at an object, he probably is attracted more by that object than to 
objects at which he briefly looked. So we may draw a conclusion that the potential LMs are the ones 
which belong to longer durations, but we do not have any clue in which duration range users really 
select (or mention) an object as a LM. On the other hand, the graph of group 1 gives us the information 
about the time range in which user really selected (and mention) a LM. The overlap area under the two 
trends lines (the blue bars and the red bars), gives the most probable time range, in which we should 
look for a potential LM that is not mentioned by user. 
 
Satisfaction refers to perceptions and opinions of the user (here: experimenter) about the product (here: 
method). From ther researcher’s point of view, for this particular case study, there was no significant 
difference in satisfaction rates with 2 methods. Both methods had rather similar data collection and 
analysis issues, and the fact that users applied TA technique in the first method did not affect data 
collection and analysis complexities. However, we may say the first method provided more satisfactory 
results. We also assessed the satisfaction factor from users’ points of view during a semi-questionnaire 
after the test. Most users were satisfied with wearing the spectacles (they mentioned they can easily 
tolerate it, at least for 1 hour); 2 users mentioned they did not like the fact that people look strangely at 
them. 1 user had physical problem with wearing the glasses. As mentioned, due to the glasses movement 
during the test, we used extra clips to tighten the headband. The user had long eyelashes, and the fact 
that the glasses were fastened too tight, was inconvenient for him. The glasses contacted his eyelashes 
during the test and generated tear drops in his eyes. The recorder was light, and there were no 
complaints about carrying the waist-bag from participants. Although we had to repeat the calibration, 
several times for some of the participants, there were no major complaints about the calibration process. 
The first group was also asked about their impression on doing TA during the test, and they were all 
satisfied with the technique (ratings were good or very good). 

4.3. The second case study: fixed ET 

4.3.1. Execution of the test 

In order to run the prototype on the eye tracker system, first the required software (Apache server as 
well as PostgiSQL) were installed. Before the execution of the actual test, a pilot testing was held on 
28th of January 2010 during which, the two supervisors carried out the test as participants. However, 
due to calibration problems, one pilot participant could not continue the test. Based on pilot test 
experiments, some modifications to the test questions were made by prototype developer. As already 

Test duration 
(minutes) 

Group 1 
ET-TA 

Group 2 
ET 

1st user 18 29 
2nd user 18.5 29 
3rd user 21.5 28 
4th user 21 22.5 

Total users 19.5 27 
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mentioned, participants were selected based on a pre-selection questionnaire such that they create 2 
homogeneous user groups. There were 4 people in each group. Group 1 comprised of a PhD, a MA and 
a MSc student and a lecturer. Group 2 included 2 PhD and 2 MSc students. The average age of 
participants was 32 and they were from different nationalities. The test was held on the 1st of February 
in the ET lab at UT. It started at 9 AM and finished at 6 PM. Each participant did the test individually. 
The average time spent by a test participant was about 1 hour. The ET data of each subject was 
recorded via the software immediately after finishing each test and before the arrival of the next subject. 
Unfortunately due to saving problem of the software, we lost the data for the 3rd and 5th subjects. The 
remaining subjects comprise 6 participants: 3 participants for the first method (ET and TA) and 3 
participants for the second method (ET alone). The summary of background information for the 6 
subjects is compiled in table 4.4; it can be noticed that the groups are relatively homogeneous. 
 

Table  4.4: Summary of background information for each user group. 
 
 
 
 

 

 
 
 
 

4.3.2. Analyzing procedure and results  

The extracted data files from faceLAB software included: 1) txt files of fixation with their attributes 
including a code for each fixation, x, y, starting time and ending time. 2) avi files including the stimuli 
with the overlaid eye cursor and the synchronized user’s voice. The analysis involved watching the video 
files as well as getting some statistical outputs from the software. Since this user testing was a joint case 
study of the researcher and the developer of the prototype, the data were looked at and analyzed from 2 
different points of view. One of the objectives which is not much relevant to this research is to assess 
usability of the prototype itself as design solution for visual exploration of iceberg data. This section 
describes the characteristics of the prototype which we used for the test and some of the revealed 
prototype issues by the ET technique. Another objective in designing the case study which is more 
relevant to this research is to compare the two different methodologies (ET alone and ET combined with 
TA) in this geo-application to find information regarding their efficiency, effectiveness and satisfaction 
rate in obtaining user data. This comparison is provided in the next section.  
 
Regarding users’ extra information by the ET technique, due to the speed issue in the running 
application no visual or statistical patterns were observed between the 2 groups. The speed problem was 
caused by the limited capabilities of the hardware in running the stimulus. Due to this issue, the 
software could not run the stimulus at an even pace for different questions and different participants 
during the tests. Some of the outputs like distribution of fixations and the times spent in 4 defined look 
zones , for each individual users are provided in figure 4.10 and 4.11. The same results are provided for 
each individual group in figure 4.12 and 4.13. Finally, the same results for all users are provided in 
figure 4.14. Due to inaccuracy because of the speed issue, any comment on these visualizations is not 
definite. Nevertheless, looking at figures 4.10 and 4.11 we realize that look zones 2, 3 and 4 (timeline, 
functions and map view) are the main used areas by all users. None of the users looked much at the 
legend. This shows that during pre-test practice they got familiar with the legend. It also shows that the 
legend is simple and easy to remember. So, maybe it is possible to present more detailed information 
about icebergs via the legend to the user. Figure 4.10 shows that there are many fixations on the upper 
white area (outside the application). Watching the videos revealed that they are mostly because of the 

Familiarity rate 
with: (percentage ) 

Group 1 
ET-TA 

Group 2 
ET 

trajectory data 80 80 
icebergs 45 55 

interactive map 85 80 
animation 80 80 
websites 85 80 
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system’s speed problem which made the users look around the page, and also partly because of error in 
calculating fixation locations by the software. Figures 4.12 and 4.13 show that the 2 groups paid 
attention to the 3 look zones (2, 3 and 4) more or less evenly. Most of the test questions were organized 
in a way that they could be answered by using either the timeline or the map view. Before the test, we 
expected that users would spend most of their attention on the timeline and on the map view. It means if 
a user chose randomly the timeline or the map view to answer a particular question, we can statistically 
expect that users use the timeline and map view almost evenly. If the concentration of fixations in one of 
these 2 look zones were significantly different from the other one, we could think that one the look zones 
had probably some problems to be used, or it was more difficult to understand. Figure 4.14 shows that 
the amount of time (and fixations) which users spend on the map view is roughly similar with the time 
spent on the timeline. The results of the ET data are more or less similar to our expectation; it means the 
timeline and map view both work rather well.  
 
Finally, the amount of time (and fixations) that participants spend on lookzone 3 (functions) is also 
roughly similar with the timeline (or map view). However, the expectation was that users would apply 
the functions more efficiently. Normally when users want to perform a filtering or animation function, 
they should look at the function zone and then click on the required function; this process should go very 
fast.  According to  Poole and Ball  (Poole and Ball, 2005) if participants pay attention at one item 
longer than expected, it indicates that this item may lack meaningfulness and probably needs redesign. 
Based on the result, we think that the interface functions may be difficult for users to understand. 
Watching videos shows that there are some problems with the functions which sometimes confuse the 
user. For instance, some filtering options (e.g. lifetime, average speed, travel distance) can only be 
applied for the overview data set. Another example is that the combo-boxes in the filtering functions did 
not refresh by themselves. For instance, if the combo-box of lifetime already shows the value ‘long’, and 
if we want to filter the icebergs that have a long lifetime, we should change the combo box to another 
value (e.g. medium) and then choose a long value again. 
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Figure  4.10: Fixations locations (circles) and their durations (circle’s diameter) for each test after shift correction. Due 
to a speed problem in running the application on the available hardware, no different visual or statistical patterns were 
observed between the 2 groups. There are many fixations on the upper area (outside the application), mostly because of 

speed problem, which made user look around while waiting for a system’s response. 
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Figure  4.11: Percent time in the 4 defined lookzones: lookzone1= legend, lookzone2=timeline, 
lookzone3=functions, lookzone4=map. 
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Figure  4.12: Average of total fixations in different lookzones for each group individually. It appears that 2 
groups paid attention to the 3 lookzones (2, 3 and 4) rather evenly. 
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Figure  4.13: Average of total spent time in different lookzones for each group individually. It appears that 2 
groups paid attention to the 3 lookzones (2, 3 and 4) rather evenly. 
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Figure  4.14: (a) Average of total fixations and, (b) Average of total spent time in lookzones for all users.  It shows that 
the amounts of time (and fixations) which all users spent on the 3 lookzones (2, 3 and 4) are rather even. 

.  
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4.3.3. Comparing the two methodologies 

Efficiency relates to the spent time for solving a task. As mentioned in section 3.3.2.2, due to a 
hardware problem, the system was randomly slow, and the software could not run the stimulus at an 
even pace for different users as well as questions. Analyzing the videos shows that a longer spent time 
does not necessarily mean the user is busy with finding the answer to a question. Sometimes the user is 
doing nothing and just waiting for a system’s response to take the next action. Because of this issue, no 
conclusion regarding efficiency can be derived in comparing the 2 methods. Also, due to the speed 
problem assessing a hypothesis like ‘fixation durations in ET and TA are longer than in ET’ (because 
‘when a user is talking, he may look for a longer time on an object.’) is not possible. Assessment of this 
hypothesis could provide the answer to one of the research questions which is ‘how does TA affect ET?’  
 
Effectiveness as mentioned, deals with the assessment of how much a product (here: a method) is 
informative, and the ease with which a user (here: the experimenter) does what he intends (here: finding 
the prototype’s problems). The statistical analysis of ET data (e.g. fixation calculations, durations, etc) 
is usually done by ET analyzing software automatically. Statistical analysis can also be done manually 
or via statistical packages. In either case, there is no difference in analyzing ET data to be with or 
without TA data in providing more user information. However, as it comes to animated data (eye cursor 
over stimulus), ET data combined with TA are more revealing than ET alone. In replaying the videos of 
the tests of the first group (ET and TA), we see that while the user tries to find an answer we have a 
step by step explanation for each eye movement. For instance, when he says I want to go to this specific 
date, and at the same time he is looking at the animation and jump-to-time function alternatively, we 
know that he cannot understand which function works more properly for this question. For the second 
group (ET), although looking at the eye cursor gives some clues about what the user is trying to do, it is 
not clear enough how finds the answer. 
 
Satisfaction as mentioned, is about user’s judgments (here: experimenter) and opinions about the 
applied product (here: method). From the researcher’s point of view, since ET and TA make the analysis 
simpler, it is a more satisfactory method than ET, provided that TA does not affect much the eye 
movement patterns. Since we could not compare eye patterns on an even pace, we do not know how 
much eye movement patterns are really different in ET compared to ET and TA. Hence, a more accurate 
comment about this is not possible. Satisfaction rate was also assessed from the users’ point of view via 
the semi-questionnaire. It was revealed that all 8 users were satisfied with the using the ET technique 
(they all rated applying the technique as good or very good). They found the method interesting. They 
suggested that they were comfortable during the test, and said the fact that they had restricted 
movements during the test did not bother them. The only complain was from the Dutch lecturer about 
not having a comfortable position during the test, probably because he was taller than other users, and 
we could not reduce the chair’s height more to make him more comfortable. The first group was also 
asked about TA experience. They were all satisfied with applying TA (ratings were good or very good). 
They suggested that talking about what they thought did not bother them during task completion. 

4.4. Conclusion  

Chapter 4 described the actual test execution for the 2 earlier defined case studies with the mobile and 
stationed eye trackers. Then data analyses for the 2 case studies based on the objectives of the research 
and considering the existing limitations regarding the analysis procedure are described. Due to these 
limitations (especially for stationed system) analyses could not done completely. Finally, the results of 
data analyses of the 2 different methodologies were compared for each system separately. In the 1st case 
study, the results showed that ET revealed some extra information (or LMs) which was unconsciously 
selected by users, although they were not mentioned. Due to some technical problems, data analyses in 
the 2nd case study were not complete. However, the results showed much more intensity of gaze data 
than expected in the functions zone which made us think that the interface functions create some 
difficulties for users. Regarding the comparison between different data collection methods (ET, and ET 
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with TA), in both case studies ET with TA was recognized as the preferred method. The next chapter 
describes a summary of whole research, conclusions and further required enhancements which were not 
applicable during this research. Finally, some recommendations for the usability of ET systems in the 
geo-domains will be suggested.  
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5. Conclusions and recommendations 

5.1. Summary and conclusions 

The present thesis investigated the usability of ET as a user research technique in geo-information 
processing and dissemination. For a long time in the past, there was no attention towards users as part 
of investigating developed technologies, and it was not clear whether created products were indeed 
usable. Usability, however, proved to be an important part of investigating new technologies in different 
fields including geo-informatics. Today, there is gradually more attention towards testing the usability of 
different products as well as methods and techniques for doing use and user research. ET is one of these 
techniques which tracks and records eye movements of a person via an eye tracker, while they see, for 
instance, an interface. It usually works by reflecting IR light onto an eye, recording the reflection, and 
calculating point-of-regard by a geometrical model. ET has been applied to some extent in usability 
researches in geo-informatics, and there are reports of ET enhancing conventional usability testing by 
revealing hidden cognitive processes of human beings. However, there are some uncertainties about its 
usability such as the availability, costly performance, intrusiveness, robustness, handling data and 
analysis complexity with no warrant of getting extra user information, etc. There is also the issue of 
combining the ET technique with other techniques of usability such as TA. Due to the sensitive nature 
of eye movements, TA can change gaze durations, since users need time to verbalize ongoing cognitive 
processes. On the other hand, some researchers proved that concurrent use of TA with ET could lead to 
valuable results. Assessments of these issues were the main motivations behind this research. 
 
In chapter 2, we discussed all general characteristics of the ET technique. First, concepts of usability 
testing and its different methods and techniques applied for evaluation of different (geo-) applications 
were investigated. Then the ET technique, some history, and some applications (including in the geo-
domains) were briefly described. A typical ET study usually consists of different stages of data 
collection, data clustering, data analysis and data interpretation. The rest of chapter 2 was devoted to 
review and assessment of various existing methods applied in different stages of an ET study. In the end 
the main benefits, drawbacks and limitation of ET are identified. 
 
Considering the cost-benefit perspective, in Chapter 3 we tried to apply this technique in two case 
studies to observe its usability, potentials and limitations in geo-domains in practice. For this purpose 
and in order to get a general overview regarding the usability of ET with different systems, we designed 
2 case studies with 2 main types of ET systems (mobile and stationed) to investigate the selection and 
use of different methodologies for the usability testing of 2 geo-applications. Also, in order to assess the 
effects of conventional techniques (TA) on ET and find the most resultful combinations of these 
techniques, we applied 2 user groups with different methods of usability in each case study.  These 
combinations were the use of ET alone and ET with TA (together with mental map and questionnaire) 
for the 1st case study, and using ET alone and ET with TA (together with questionnaire) for the 2nd case 
study. During data collection and analysis of these 2 case studies, some issues related to clustering, 
analyzing and interpreting the data were discovered and discussed in chapters 3 and 4. 
 
The main results of this research are summarized by answering the respective research questions, 
framed in the first chapter, as follows: 
 
 General questions: 

 
1. What is ET? What is it applied for? What are possible applications and capabilities in 

different domains? What are the related experiences in the geo-domain what were the 
comments upon the usability of the resulted data? 
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The answers to these general questions are provided in chapter 2. Sections 2.2 and 2.3 define the 
ET user research technique and its position in usability testing. Possible applications in different 
domains and in the geo-domain were described in sections 2.4 and 2.5. The known obtained 
experiences in the geo-domain show that ET can enhance conventional methods by giving new 
insights into the usability issues. 

 
2. What are the advantages, disadvantages and current pitfalls of the technique? Are the 

disadvantages manageable? 
 

Section 2.7 provides detailed information regarding the advantages, disadvantages and pitfalls of 
ET found in literature. During the 2 case studies we experienced some of these (dis)advantages 
regarding data collection, analysis and interpretation. All the weak points and encountered issues as 
well as the potentials and obtained results for the 2 case studies are described in details in chapter 
3, 4 and 5.   

 
3. In which stages of the UCD process of the geo-information domain can the technique be 

applied?  
 

According to literature, ET is often used in the prototype and evaluation stages (2nd and 3rd ovals in 
UCD process) of a (geo-) application. During the 2 case studies we experienced the applicability of 
ET in the 1st stage (for the 1st case study), and at the 2nd stage (for the 2nd case study) of UCD. The 
results of the 1st case study confirmed the possibility of applying ET in the 1st (requirements 
analysis) stage of UCD in designing a prototype for a pedestrian navigation system. The 1st case 
study proved that extra user info can be obtained via ET. As it comes to the 2nd case study due to 
the hardware problems of the system for analyzing ET data, the analysis was not completely done. 
However, analysis of the ET data confirmed that there were usability problems with the functions 
of the prototype regarding problems related to the functions. If the hardware problem could have 
been solved, the 2nd case study would most likely lead to some extra user information. 

 
4. What other factors can affect (improve or bias) the results? Does a learning effect, 

environmental condition, test duration or other factor modify the test results?  
 

Depending on the application and the type of applied device, there are some factors which can 
affect the results. During the 1st case study we experienced some of these factors. For instance, we 
had to tighten the glasses firmly to prevent its movement during the test which was not so 
convenient for users. Although users did not complain about that, during the semi-questionnaire 
almost all users mentioned they can tolerate the glasses for 1 hour. This will most likely affect the 
results for longer tests. Weather conditions can also affect ET results. For instance it was noticed 
that when it was very cold, that users made more mistakes in navigation and they could not 
concentrate properly. Also, the lighting condition was a factor which affected data analysis. Due to 
this we had to organize the test in brighter hours of the day. As it comes to the 2nd case study, we 
observed that a hardware problem led to the software problem in running the application. Also, 
during saving the data of some users, due to a software problem we lost the data (this, also 
happened in the 1st case study ). Finally, the familiarity rate of the users with the study area (the 1st 
case study), or the prototype (the 2nd case study) are other factors which can bias the outcomes. 
Due to the selection of users with roughly the same background information, we ignored this bias 
for our tests.  

 
 Data collection questions 
 

1. What kinds of raw data are collected by an ET system?  
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2. How is the ET system applied? What is a typical test procedure? What does the test 
person/experimenter typically do during the test? Does the device type (mobile/fix) effect the 
executing procedure? 

3. What kind of different components do ET systems include? Do the equipments differ for 
different systems (mobile/fix)? What do all components do? 

4. What are the different capabilities of the two (mobile/fix) systems? Can mobile systems be 
applied for document based and computer screen studies as well?  

5. What is the general workflow of ET systems in order to record the track of the eyes? 
 

Section 2.6.1 provides the answers to all of these questions in details. The types of raw data, 
different components of different systems and their functions, different capabilities of the 2 main 
eye trackers, and a comparison between them and remaining questions were answered in this 
section. Also, the different stages of a typical ET test procedure are explained in section 2.6.1.4. 

 
6. Should ET be combined with other usability techniques?  Which method (alone/combined) is 

preferred as a user research technique? How should ET be combined with other usability 
techniques? 

 
Our experiments showed that combination of ET with TA (if applied correctly) provides extra user 
information: in the 1st case study, the results of the 1st group showed we can apply TA with mobile 
ET, provided that it is applied correctly, depending on the application (e.g. using short phrases for 
this application). As we saw in the 1st case study, TA affected ET data. However, the outcome 
showed that TA had roughly the same effect on gaze data for different users (the blue Gaussian 
curve in figure 4.6). This makes it possible to compare the results of different users who made use 
of ET combined with TA. We can simply say that TA pushed the original normal distribution 
graph towards longer times that participants looked at LMs. For the 2nd group (although the same 
pattern as the 1st group is observed), we do not have any clue to distinguish in which duration range 
we may identify a ‘looked at’ object as a LM. In fact, TA gave us some clue to obtain extra user 
information regarding the test objective.  

 
Also, in the 2nd case study when we used ET combined with TA, data analysis (videos) was easier 
than when we analyzed ET data alone.  

 
The way ET should be combined with TA depends on application and test objectives. For instance 
in the 1st case study, in order to collect user data (which were the mentioned LMs and the looked at 
LMs) on an even pace, we asked users to use short phrases. However, in the 2nd case study for 
analyzing gaze-over laid videos, there was no such limitation.  

 
7. What is the use and the effectiveness of using the ET technique compared to other 

comparable user techniques like audio-video recording? And which method is preferred? 
 

Choosing a proper method for usability testing also depends on the application and test objectives. 
The results of the 1st case study showed that ET (for this particular application which is selecting 
salient LMs) is preferred over some other already applied methods, e.g. (Najari, 2009), since it 
provides information about ‘human cognitive aspects’ in selecting salient LMs which are closer to 
reality than the ‘logical reasoning’ (in which user were asked to say why they selected an object as 
a LM). The main shortcoming of ET is that we do not know why users choose a particular LM. It 
was not possible to ask users about their motivations in ET during this test. The reason was that 
users usually looked at a particular LM several times, even after they mentioned a LM they often 
turned to look at it again several times. Any communication to the user could interrupt the duration 
and the number of times a user may spend to look at a LM. The researcher’s proposed solution for 
this shortcoming is that we use RTA (retrospective thinking aloud) added to concurrent TA, and 
ask the user about their motivation on selected (mentioned or longer looked at) LMs immediately 
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after the test. This probably requires using shorter routes in order to help the user to remember 
what he did throughout the test. 

 
8. Which preparatory activities, assistance, further equipments or other material are required? 

What are the costs involved (in terms of manpower, equipment, time)?  
 

ET is a very sensitive usability technique. Before implementing an ET test we must be sure about 
any details regarding the test, since any trivial issue may affect the results. E.g. if possible the pilot 
testing should be done with more than 1 or 2 users (most of the issues could have been revealed 
earlier if we had time for more pilot testing). The questions (in the 2nd case study) should be placed 
so that it does not require head movements. To prevent wasting time of the user and researcher, 
there should be more time space between the sessions of 2 subsequent users than in a usual 
usability testing (due to potential problems like calibration, or saving data), specially if the lab is 
rented.  

 
Regarding manpower for both systems, it was noticed that if everything is scheduled, one person 
(researcher) will be enough to manage the test and no assistance is required. 

 
 Data clustering and analysis questions  
 

1. What are the impediments of clustering data? What (visual/automatic) clustering and 
analyzing tools are currently available? Can available softwares meet the needs of clustering 
and analyzing data in the geo-application domain? Do the softwares differ regarding the 
system types (mobile/fix)?  

 
The type of clustering algorithm can have dramatic effects on analyses and interpretation of the 
data. There are many available algorithms and the outputs of different clustering methods are not 
identical. In practice, usually only a few of many available clustering algorithms are applied (which 
are briefly described in section 2.6.2.2), however, the same algorithm will produce different outputs 
by changing its parameters. According to literature and our experience, there is a lack of open 
processing methods regarding clustering algorithms in available ET software. If existing, such 
information will provide options for users to choose and will give them outlooks about what results 
they can expect and why. This leads to more accurate data analyses and interpretation. Due to time 
limitations of this research, no further research regarding proper algorithms for different 
applications was done.  

 
Presently, there are many clustering and analysis software tools available from different developers 
and ET companies, that each provides different features and visualization tools to support one or 
more ET systems. Also, different software is used for mobile and fixed systems, however, some 
software can support both. For instance, the gaze tracer which we used for the 2nd case study could 
also handle the data from the 1ST case study. The classifications of these tools with their different 
specifications are provided in literature e.g. (Špakov, 2008). Still, the available tools are not 
completely able to respond to the requirements for different (geo-) applications. During the 1st case 
study we experienced some of these limitations: 

 
Due to limitations of this research in the 1st case study, we analyzed the data manually. To speed 
up the analysis procedure in Mobile ET, it is necessary to use an ET software which enables us to 
define ROIs, and then the software calculates the gaze data in each ROIs. The relevant software 
(e.g. gazemap) for such applications use some feature extraction object processing algorithms to 
map fixation points to user defined ROIs. However, in communicating with ET companies like 
ASL, we found out that the present software is not suitable for our application. This software is 
still in early stages and works properly for more categorized ROIs like the shelves of a supermarket 
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and not for selecting LMs for a walking user (figure 2.10). It seems the ET software for 
applications like ours require to be developed further. Since we did not apply the software for our 
analysis, we cannot comment on this further. 

 
2. What are the defined ET metrics for analyzing the data? Which metrics (fixation, saccade, 

AOI and etc) are proper to be analyzed in different geo-applications?  
 

There are many available ET metrics (and several non-gaze related metrics like pupil diameter) 
used in literature. Different attempts in ET studies have led to a heterogeneity regarding the 
terminologies and definitions of ET measurements. A thorough discussion regarding ET metrics 
and the ones typically applied in the geo-domains are provided in section 2.6.2.1. Although some of 
these metrics are much more common for data analysis, the types of applied metrics depend on the 
application and required results. 

 
3. What other measures (video, sound, mouse click, etc) can be combined with ET metrics to 

improve analyzing the data via available software? Can we use combinations of these 
measures via available software?  

 
Some recent ET systems (e.g. Tobii) provide the opportunity to integrate gaze data and other data 
from the operating system like key strokes, mouse clicks, document scrolling, window sizing and 
web page URL recording, along with other user data like voice, facial expression and behaviour 
through audio and video recording during and even after the test. All these data along with the test 
set-up information reside in a built-in database that could be used later to extract relevant data for 
some particular processing. Using combinations of these measurements (off-line or real-time) 
provides a deeper insight into users motivations while carrying out a task and raise the quality of 
data analysis. The software we applied in the case study (gaze tracker) was able to integrate gaze 
data with user’s voice, key strokes, mouse clicks, document scrolling, and web page URL 
recording. However, due to hardware problem, the obtained data quality was low. Integration of 
facial expression via video recording was not possible with this software. 

 
 Data interpretation questions  

 
1. What kind of results can be obtained with this technique in order to improve the usability of 

geo-information applications? 
 

The types of obtained results of an ET study (which often are confirmatory or extra user 
information), depending on application vary. ET can reveal valuable information about hidden 
cognitive processes of human behaviors by recognizing where, when and what exactly users have 
looked at, which cannot be reached by conventional techniques. In the 1st case study we experienced 
the usability of ET for selecting salient LMs in the ‘requirements analysis phase of a geo-
application (pedestrian navigation system) which is supposed to be designed later. The result 
showed that ET (like other already applied methods) was successful in finding user selected LMs. 
Furthermore, ET could reveal some extra information (or LMs) which was unconsciously selected 
by users, although they were not mentioned. Although possible, further analysis regarding the 
‘types’ of LMs was not done during this research. 

 
ET can assure the design quality of a prototype, by revealing relative intensities of a user’s 
attention to various parts of a prototype. During the 2nd case study we experienced the usability of 
ET in the ‘produce design solutions’ phase of a geo-application (prototype for visualization of 
icebergs), and assessed its design solution for visual exploration of iceberg data. Although the 
analyses were not complete, the results showed much more intensity of gaze data than expected in 
functions zone. This makes us think that the interface functions create some difficulties and that 
users do not easily understand them, so they probably need to be redesigned. 
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5.2. Recommendations 

In this section, based on available resources as well as our experiences, we propose some usability 
recommendations for the applied systems and the resulting data and also for the method in the geo-
domains, in general.  

5.2.1. Mobile ET systems 

 Due to the parallax error, using Mobile ET for pedestrian navigation tasks with the present 
technology seems impossible. Due to this issue, it is recommended that ET companies find better 
solutions for improving the accuracy for near and distant foci in Mobile eye trackers and for 
navigation applications (which is probably the most important mobile geo-application). 

 
 Since the objective of this case study was to assess the usability of ET by comparing different 

methodologies (and the effects of TA on ET), and also because of the time constraints we did not 
assess the types of LMs users selected by each method. This analysis may lead to finding some 
trends about the types of potential selected LMs by different users, especially in the ‘overlap area’ 
(figure 4.6). 

 
 During analysis there was some trend noticed between the mentioned LMs by different users and the 

number of fixations (or looking at the same object again), which also because of time limitation, 
was not included in analysis. It means whenever users mentioned the name of a LM, they usually 
looked at that object, several times (before, during and after mentioning its name). This did not 
necessarily happen to the ‘just looked at’ objects. This correlation may be used to confirm the 
potential LMs. 

  
 Since the calibration may decrease after some time for different reasons, it is always necessary to 

have a laptop with installed calibration software in order to do the calibration at the starting point 
and in the field.  

 
 We executed the test under no time constraint, and in an environment that was rather familiar to all 

users. The test may be repeated under different conditions like under time pressure (in which users 
are forced to complete the task as quickly as possible), or in an environment which is totally new to 
the users, to see whether the results would be the same or not, and how these factors affect ET data. 

 
 Due to system’s problems and time constraints, each method was completed for 4 users. We also 

used ITC GFM students (which all have a high level of familiarity with maps, navigation task and 
LMs) as users for executing this test. It would be wise if the test can be repeated with more 
participants including other usual end users of a pedestrian navigation system. 

 
 As mentioned in section 4.2.2, we can extract the potential LMs which are not mentioned, from the 

overlap area with the highest probability. However, determining the exact boundary between an 
object to be regarded as a user’s selected LM or not, requires more experiments and investigations.   

 
 It is better to always have a back up of evi file (which keeps the calibration information) for each 

user. If something happens to evi files, related avi data files cannot be used.  

5.2.2. Stationed ET systems 

 ET is a proper technique to add extra user information to usability testing if it is applied properly 
and with proper devices. Regarding the quantitative data of ET which relates to measurement of 
spent time on different objects; system’s speed is a very important factor in obtaining reasonable 
data. The faceLAB eye tracker we applied for the test was not new and probably applied before for 
many other usability tests. During an introduction to the system by the owners, they did not say 
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anything about the system’s slowness in running an application. It seems the system had better 
speed and accuracy for previous tests which were shorter and used simpler applications like slides, 
images, texts, etc. Eye trackers are developing day by day, both regarding hardware and software, 
using advanced technology. However, the new applications which require usability testing are also 
becoming more complicated every day and they require more speed and accuracy regarding ET data 
collection and analysis software. The prototype we used was developed for an MSc work, and we 
used just a subset of the real data for the test. Fully developed applications will definitely need a 
much better ET hardware and software, especially in the new geo-applications, since they mostly 
deal with using web, interactive maps, animations and complicated functions. 

 
 The minimum of 3 participants for an ET test, even if they produce acceptable data may not reveal 

a pattern that can be compared to another groups or lead to a conclusion. It is better to use more 
participants. The main factor that affected the results of our test was the slowness of the system; 
however, the number of users can also influence finding a pattern in the 2 user groups. 

 
 The applied ET software (faceLAB) for this case study did not provide clear information regarding 

the applied algorithms for data clustering. According to literature, other ET software also has this 
limitation. For our case study the analysis was not done completely, however, having more 
knowledge regarding the applied clustering algorithms and their effects on resulting data can 
provide options to choose, which leads to more accurate results for different applications. 
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Appendices 
Appendix A: Pseudo-codes for common ET clustering algorithms (Salvucci 
and Goldberg, 2000) 

A. The VT algorithm: 
 

1. Calculate point-to-point velocities for each point in the protocol. 
2. Label each point below velocity threshold as a fixation point, otherwise as a saccade point. 
3. Collapse consecutive fixation points into fixation groups, removing saccade points. 
4. Map each fixation group to a fixation at the centroid of its points. 
5. Return fixations. 
 
B. The HMM algorithm: 
 
1. Calculate point-to-point velocities for each point in the protocol. 
2. Decode velocities with two-state HMM to identify points as fixation or saccade points. 
3. Collapse consecutive fixation points into fixation groups, removing saccade points. 
4. Map each fixation group to a fixation at the centroid of its points. 
5. Return fixations. 
 
C. The DT algorithm: 
 
1. While there are still points. 
2. Initialize window over first points to cover the duration threshold. 
3. If dispersion of window points <= threshold. 
4. Add additional points to the window until dispersion > threshold. 
5. Note a fixation at the centroid of the window points. 
6. Remove window points from points. 
7. Else. 
8. Remove first point from points. 
9. Return fixations. 
 
D. The MST algorithm: 
 
1. Construct MST from protocol data points using Prim’s algorithm. 
2. Find the maximum branching depth for each MST point using a depth-first search. 
3. Identify saccades as edges whose distances exceed predefined criteria. 
4. Define the parametric properties (µ, ) of local edges, identifying saccades when an edge length 

exceeds a defined ratio. 
5. Identify fixations as clusters of points not separated by saccades. 
6. Return fixations. 

 
E. The AOI algorithm: 
 
1. Label each point as a fixation point for the target area in which it lies, or as a saccade point if 

none. 
2. Collapse consecutive fixation points for the same target into fixation groups, removing saccade 

points. 
3. Remove fixation groups that do not span the minimum duration threshold. 
4. Map each fixation group to a fixation at the centroid of its points. 
5. Return fixations. 
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Appendix B: Pre-Selection Questionnaire for Potential Test Participants 
 
Dear participant, 
My name is Rozita Razeghi and I am a Geoinformatics MSc student who is currently completing my 
thesis under the title of ‘usability of eye tracking as a user research technique in geo-information 
processing and dissemination’. This announcement is to request for your kind participation in a case 
study for my research. The followings include (A): a brief introduction to my research, and (B): some 
background information which I need in order to create your profile as one of the test participants. 
   
(A) An introduction to the research: 
This thesis investigates a rather new user research method called ‘eye tracking’ in the geo-domains. Eye 
tracking is done with a device which tracks people’s eye movements to show where they are looking at. 
In this thesis a case study is performed which contributes to improving the usability of a pedestrian 
navigation system.  
 
For this purpose, different methodologies can be applied during different phases of developing the 
system. One of the methods that can be applied in the first phase of design, is eye tracking. This case 
study applies and evaluates eye tracking and another new method for usability testing of a geo-mobile 
application to find the most usable method for development of this application. However, this case study 
does not aim at testing the mobile geo-application itself, but the combination of different methods and 
techniques in order to come up with the most informative usability testing methodology which could be 
later used for development or evaluation of the prototype of a mobile geo-application. In this survey, 
users are categorized into three different groups. Each group includes six participants who use the same 
method. Participants will be asked to do a navigation task using a PDA (geo-mobile application) 
through a predefined path e.g. going from ‘A’ to ‘B’. The task will clearly be explained to the 
participants. The gathered user data will be analyzed later to determine the most informative method. 
Depending on the group that the participant is assigned to, different techniques will be used. The main 
techniques include eye tracking and video/audio recording which are combined with thinking aloud, 
questionnaire and interview depending on the participant’s group. 
 
All the surveys will take place in Enschede, not much far from ITC. Participants have to walk there 
from ITC and they will participate only once. The whole procedure will not take longer than 1.15 hours. 
 
(B) Participant background information: 
This questionnaire is aimed at selection of users such that they can form three homogeneous groups for 
comparison purposes. The personal information provided here and through the whole experiment 
process will be kept confidential.  Each participant would be referred to via an ID.  
 
I would like to thank you in advance for taking part in this questionnaire and I would like to know about 
your kind participation. In case you agree to participate in this research user experiment, please indicate 
the following information: 
 

1.  
a) Name / Surname: 
b) Sex:   □ M    □ F 
c) Age: 
d) Nationality: 
e) Current education status: 
f) Do you wear contact lens:            YES   /    NO 

 



85 

2.  How long have you been in Enschede? 
 

3.  How much are you familiar with central part of Enschede? Please indicate your familiarity rate 
based on the template:           

       □ Poor     □ Modest     □ Good 
4.  Do you have any experience with paper map?    
    □ Yes     □ No 
5.  If the answer to the previous question is positive, please rate your knowledge: 

       □ Poor     □ Modest     □ Good 
6.  Do you have any experience with digital map?    
    □ Yes     □ No 
7.  If the answer to the previous question is positive, please rate your knowledge: 

       □ Poor     □ Modest     □ Good 
8.  Do you have any experience with GPS systems?          
    □ Yes     □ No 
9.  If the answer to the previous question is positive, please rate your knowledge: 

       □ Poor     □ Modest     □ Good 
10. Do you have any experience with hand held devices like PDA or Smartphone? 
    □ Yes     □ No 
11. If the answer to the previous question is positive, please rate your knowledge: 

       □ Poor     □ Modest     □ Good 
12. Do you have any experience with a mobile navigation application (like PDA or smart phon)? 
    □ Yes     □ No 
13. If the answer to the previous question is positive, please rate your knowledge: 

       □ Poor     □ Modest     □ Good 
14. If the answer to question 12 is positive, please explain what application did you use? □     

□TomTom     □ Route 66      □ iGo my way      □ Destinator      □ Others 
15. If the answer to question 12 is positive, please indicate what you used it for? 
 
16. If the answer to question 12 is positive, please mention the drawbacks you found in the 

application. 
 
 Please leave your email and phone number, so that I can contact you in order to arrange a survey 

date/time comfortable for you.  
   Participant phone number:                                      Participant email address: 
 
 If you have any question related to research, please contact me at:  
   My cellphone:                                                        My email: razeghi21756@itc.nl 
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Appendix C: Post-Test Semi-Questionnaire  
 
Please answer the following questions: 
 
1. Describe your impression on using this field-based method (ET and TA technique) for the navigation 

and selection of salient LMs. Please rate your satisfaction with using the technique based on 
template. 

    (1= very poor; 2= poor; 3= normal; 4= good; 5= very good) 
    □1    □2    □3    □4    □5   
 
2. Did you experience any limitations or drawbacks in the test, due to using the ET technique? 
 
3. Were you satisfied with using the ‘thinking aloud’ technique? 
    □1    □2    □3    □4    □5   
 
4. Did you experience any limitations or drawbacks in the test, due to using the ‘thinking aloud’ 

technique? 
 

5. What suggestions do you have to improve the applied technique for obtaining user data information? 
 



87
 

A
PP

E
N

D
IX

 D
: L

is
t o

f t
he

 L
M

s o
n 

th
e 

Pr
e-

de
fin

ed
 P

at
h 

 
C

= 
C

af
é 

b5
: S

N
S 

ba
nk

 
d4

: S
-D

yn
ab

yt
e 

f3
: C

hu
rc

h_
 R

ev
el

at
io

n 
h2

: S
- K

oe
lin

k 
R

= 
R

es
ta

ur
an

t 
b6

: P
ar

ki
ng

 p
la

ce
 

d5
: S

-M
ob

ile
 a

ct
io

n 
f4

: R
- B

uu
vr

ow
  

h3
: C

- M
ix

 
S=

Sh
op

 
b7

: S
ne

ld
er

zi
jls

tra
 

d6
: C

-T
al

am
in

i 
f5

: S
- C

ap
el

li 
ka

pp
er

s 
h4

: S
- S

to
lk

er
 

 
b8

: M
ev

r b
ae

ke
n 

d7
: S

-H
ea

d 
&

 s
m

ar
t 

f6
: E

m
pt

y 
sp

ac
e 

h5
: S

- ?
  

a0
: S

ax
io

n 
U

ni
ve

rs
ity

 
b9

: U
itz

en
bu

re
au

 
d8

: C
-B

la
ck

 s
ea

 
f7

: S
- L

am
pe

np
al

ei
s 

h6
: S

- S
co

ot
er

 
a1

: D
TZ

 z
ad

el
ho

ff 
c0

: U
nd

er
-g

ro
un

d 
bi

ke
 re

pa
ir 

   
   

   
   

   
   

   
   

   
   

   
 

d9
: C

-S
ah

ar
a 

f8
: R

-?
 

h7
: S

- N
op

pi
es

 
a2

: N
ot

ar
is

ka
nt

oo
l 

c1
: B

ra
m

m
et

er
   

   
   

   
   

   
   

   
   

  
e0

: R
-F

re
d 

&
 d

ou
w

e 
f9

: C
hu

rc
h 

h8
: S

- P
la

to
 

a3
: S

ta
tio

np
le

in
 

c2
: B

oo
ks

ho
p 

e1
: C

in
ea

st
 b

io
sc

oo
p 

g0
: R

- P
in

oc
ci

ou
 

h9
: S

- A
ve

nu
e 

a4
: J

PR
 a

dv
oc

at
io

n 
c3

: C
-T

im
el

es
s 

e2
: A

TM
 b

an
k 

g1
: S

- V
an

 d
or

 p
oe

l 
i0

: J
um

bo
-m

ar
ke

t 
a5

: O
os

te
rh

ui
s 

c4
: C

- X
ot

ix
 

e3
: R

-H
um

ph
ra

ys
 

g2
: S

- F
ar

es
ju

ew
el

er
 

i2
: S

- C
hi

na
 1

00
0 

a6
: N

A
R

 a
ky

la
 

c5
: C

- P
jip

 
e4

: C
-D

an
ce

 b
ar

 
g3

: S
- R

os
ee

 
i3

: S
- I

ta
lia

na
 

a7
: E

m
te

s 
c6

: A
pr

es
 s

ki
 c

lu
b 

e5
: M

uz
ie

kc
en

tru
m

 
g4

: S
- M

 
i4

: S
- B

rit
ai

n 
 

a8
: A

TC
L 

c7
: C

- B
ie

re
n 

e6
: 2

 o
ld

 tr
ee

s 
g5

: S
- G

un
ne

s 
i5

: S
- H

et
 b

ro
ek

en
hu

is
 

a9
: T

em
po

-te
am

 
c8

: C
- S

at
e 

e7
: M

uz
ie

kc
en

tru
m

 
g6

: S
- H

ip
 

i6
: S

- E
m

m
a 

b0
: D

e 
gr

oo
te

 s
ch

eh
uu

r 
c9

: R
- D

et
ro

pe
n 

e8
: S

-A
m

er
ic

an
 g

ita
r 

g7
: S

- T
ab

ito
  

i7
: S

- T
ok

o 
b1

: N
at

uu
r m

es
eu

m
 

d0
: C

- C
ha

pl
in

 
e9

: B
an

k 
g8

: S
- M

er
kk

le
di

ng
 

i8
: C

-?
 

b2
: V

itv
aa

rtc
en

tru
m

 v
re

de
ho

t 
d1

: R
-L

os
 P

on
ch

os
 

f0
: C

-T
he

 e
dg

e 
 

g9
: S

- u
p=

op
 

i9
: C

hu
rc

h 
b3

: S
ta

al
 b

an
ki

er
s 

d2
: R

-T
ur

ki
sh

 ..
 

f1
: S

- C
ha

pl
in

 
h0

: S
- C

hi
na

 s
ho

p 
j0

: S
- S

ea
 d

es
ig

n 
b4

: F
or

tis
 b

an
k 

d3
: B

oo
ks

ho
p 

f2
: R

-J
ou

r M
ij 

W
ijn

hu
rs

 
h1

: S
- L

ax
im

i 
j1

: C
-?

 



 88
 

  



89 

Appendix E: Pre-Selection Questionnaire for Potential Test Participants 
 
Dear Sir / Madam, 
We are two Geoinformatics MSc students (Hoang Long Nguyen and Rozita Razeghi) who are currently 
completing our thesis under the titles of: 1. ‘Web visualization of trajectory data using open source web 
visualization library’ and 2. ‘Usability of eye tracking as an user research technique in geo-information 
processing and dissemination’. This announcement is to request for your kind participation in a common 
case study required for our researches. The followings include (A): a brief introduction to our 
researches, and (B): some background information which we need in order to create your profile as one 
of the potential test participants. 
   
(A) An introduction to the research: 
 
1. The main objective of the first MSc research is to propose a framework for visual exploration of 
trajectory data on the Web using existing visualization libraries. Iceberg data are used as a case study. 
The result of this thesis is a Web application for visual exploration of iceberg data. This usability 
testing aims to investigate the usability of a prototype design solution for visual exploration of iceberg 
data.  
 
2. The second thesis investigates a rather new user research method called ‘eye tracking’ in the geo-
domains. Eye tracking is done with a device which tracks people’s eye movements to show where they 
are looking at. In this thesis, a case study is performed which contributes to improving the usability of a 
website designed for the visualization of the icebergs’ trajectory data. For this purpose, different 
methodologies can be applied and one of the methods that can be applied is eye tracking. This case 
study applies and evaluates eye tracking alone, and also eye tracking combined with audio-video 
recording, in an usability testing to find the most usable method for the improvement of this application. 
However, this case study does not aim at evaluating the geo-application itself, but the combination of 
different methods and techniques in order to come up with the most informative usability testing 
methodology. 
 
In our joint case study users are categorized into two different groups. Each group includes 4 
participants who use the same research method. Participants will be asked to do some tasks using the 
website. The tasks will be clearly explained to the participants. The gathered user data will be analyzed 
later to determine the most informative method. Depending on the group that the participant is assigned 
to, different techniques will be used. The applied techniques include eye tracking, thinking aloud, 
questionnaire and interview. 
 
The test will take place in Enschede, at the Campus of Twente University. Participants will go there 
from ITC and come back by bus, and they will participate only once. The whole procedure including the 
transportation will take around 1:30 hours. The user research will take place on Monday, 1st of 
February at a time that suits you most. You will help us with your participation, but we also think this 
is a nice opportunity for you to become acquainted with modern ways of doing user research. 
 
(B) Participant background information: 
 
This questionnaire is aimed at selection of users such that they can form two homogeneous groups for 
comparison purposes. The personal information provided here and throughout the whole experiment 
process will be kept confidential.  Each participant would be referred to via an ID.  
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We would like to thank you in advance for taking part in this questionnaire and we would like to know 
about your kind participation.  
 
Are you willing to participate in this user research?             YES   /    NO 
 

1. Personal information 
a) Name / Surname: 
b) Sex:   □ F    □ M     
c) Age: 
d) Nationality: 
e) Current education status: 
f) Do you wear contact lens:            YES   /    NO 
g) Do you wear bi-focal glasses:      YES   /    NO 

 
2. How familiar are you with trajectory data or movement data? Please indicate your familiarity 

rate based on the template: 
         (1 = very poor; 2 = poor; 3 = normal; 4 = good; 5 = very good) 

       □1    □2    □3    □4    □5   
3. How much do you know about icebergs and their characteristics?  
       □1    □2    □3    □4    □5   
4. How familiar are you with using an interactive map?          
       □1    □2    □3    □4    □5   
5. How familiar are you with using animation?          
       □1    □2    □3    □4    □5   
6. How familiar are you with using websites application?          
       □1    □2    □3    □4    □5   

 
 
 Please leave your email and phone number, so that we can contact you in order to arrange a date/time 

comfortable for you.  
   Participant phone number:                                       

Participant email address: 
 
 If you have any question related to research, please contact us at:  

   Our emails: razeghi21756@itc.nl, nguyen17801@itc.nl 
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Appendix F: Test Questions 
 
The evaluation is based on the use of functions and views while the participants try to answer questions. 
The questions are separated into 3 groups according to the Visual Information Seeking Mantra 
‘overview, zoom and filter, details on demand’: 
 
Group 1: Questions related to overview 

1. In which zone there were more icebergs appearances, zone 1 (inside the blue box) or zone 2 (inside 
the yellow box) (see figure below)?  

 
2. In which year were more appearances of icebergs? 
3. Which iceberg has the longest lifetime? 
 
Group 2: Filtering and zooming 

1. List 3 icebergs that had slow average speed (less than 10 km/per day)? 
2. Where is the iceberg A01 at 11/01/1979? (provide the latitude and longitude position) 
3. Compare the sizes of icebergs A20A and A20B at their appearances. Is A20A bigger than A20B? 
 
Group 3: Details on demand 

1. Where and when did the iceberg A15 disappear? (Provide the latitude and longitude position) 
2. How much did the size of iceberg A19 decrease between its appearance and its disappearance? 
3. Did the iceberg A20A’s movement cross the A20B’s movement? 
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Appendix G: Post-Test Semi-Questionnaire 
 
Please answer the following questions: 
 
1. Were you satisfied with using the ET technique? Please rate your satisfaction with using the 
technique based on template. 
    (1= very poor; 2= poor; 3= normal; 4= good; 5= very good) 
    □1    □2    □3    □4    □5   
2. Did you experience any limitations or drawbacks in the test, due to using the ET technique? 
 
3. Were you satisfied with using the ‘thinking aloud’ technique?  
    □1    □2    □3    □4    □5   
 
4. Did you experience any limitations or drawbacks in the test, due to using the ‘thinking aloud’ 
technique? 

 
5. Do you have any suggestions for the improvement of this user research method? 

 




