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Abstract 

Geoscience Laser Altimeter System (GLAS) aboard Ice, Cloud and land Elevation 

Satellite (ICESat) is a new generation of spaceborne LiDAR which was launched in 

January, 2003. It is the first spaceborne instrument which can digitize the 

backscattered waveform and offer global coverage. Among others, scientific 

objectives of the mission include precise measurement of land topography and 

vegetation canopy heights. GLAS waveforms are affected by within-footprint 

topographic variations. This leads to uncertainty in accurate ground detection from 

the waveform which, in turn, is reflected in canopy heights. Existing approach of 

waveform processing suggests Gaussian decomposition of the waveform to a 

maximum of six modes. Peak of the last, out of six, mode is considered to be 

representing the ground return. Six modes, however, are not always sufficient to fit 

the waveform, resulting in discrepant information. This emphasizes the need of 

efficient waveform processing for accurate estimation of vegetation height. 

 

This study investigated GLAS elevation products, insights from which were inputs 

in canopy heights estimation from ‘raw’ waveforms. Further, canopy height 

estimates from GLAS were compared with those of airborne LiDAR heights 

acquired under similar environmental and topographic conditions. 

 

Digital elevation models were created from GLAS point elevations and compared 

with Ordnance Survey elevations. Possible reasons of uncertainties were analysed, 

on the basis of which a new method of waveform processing was developed.  An 

automated method, applying Fourier Transformation technique, was used for the 

efficient detection of ground peak from ‘raw’ waveform. 

 

Canopy heights retrieved from GLAS waveforms were validated with field 

measured heights. The new method was able to explain 79% of variation in canopy 

heights with an RMSE of 3.18 meters, in the study area. In the premises of the study 

area, a non-coincident airborne LiDAR explained 80% of variation in canopy 

heights with an RMSE of 2.76 meters. 

 

The unexplained variation in canopy heights retrieved from GLAS data can be due 

to the possible sources errors; such as, footprint eccentricity, decay of energy 

between emitted and received energy, clinometric measurements in the field and 

limited number of sampled footprints. 

 

Results achieved with the new method were encouraging and demonstrated the 

potential of full-waveform large footprint spaceborne LiDAR in estimating canopy 

height. 

 

Keywords: GLAS/ICESat, Canopy height, Waveform processing, Full waveform, 

LiDAR 
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1. Introduction 

1.1. Background 

Global concerns like climate change, global warming and greenhouse effect can 

undoubtedly be assigned to anthropogenic activities modifying Earth’s atmosphere 

at a global scale (Malhi and Grace, 2000). Crucial in this context are the emissions 

from various carbon sources, as well as sinks when they are disturbed, which 

underscores the importance of vigilance to global carbon budget. The United 

Nations Framework Convention on Climate Change (UNFCCC, 1997) came up with 

the realization to reduce carbon emissions and greenhouse gases concentration to 

prevent unsafe anthropogenic interference with the climate. Linked to this was the 

Kyoto Protocol, obliging the member countries to reduce their carbon emissions 

utilizing their forest ecosystems (UNFCCC, 1997). Recently, the Copenhagen 

Summit (December 2009) also recognized the crucial role of forests in reducing 

emission of green house gases (UNFCCC, 2009a), as the forest ecosystems are 

significant pools of global carbon. By estimating the structural attributes (e.g. 

aboveground biomass) of these ecosystems, the amount of carbon sequestered can be 

calculated as half the dry weight of biomass (Drake et al., 2002, Houghton, 2008, 

UNFCCC, 2009b, IPCC, 2003). This highlights the importance of precise 

knowledge on the carbon capacity of these ecosystems for addressing the issue of 

global warming. In general, aboveground biomass (AGB) is estimated by using the 

diameter of a tree at breast height (DBH) (Keller et al., 2001). Though 

straightforward, direct estimation of biomass (through DBH) on ground is time 

consuming as well as expensive (Houghton, 2005) and sometimes involves 

destructive sampling (Hiratsuka et al., 2003).  

 
On the other hand, due to its aesthetics of spatial and temporal coverage, Remote 

Sensing has an edge over conventional field measurement methods. Remote Sensing 

techniques commit to save time and money in estimating biomass. Its performance is 

limited by fact that DBH cannot be directly measured from it. However, other 

biophysical parameters like canopy height and canopy cover can serve as a proxy for 

estimating the amount of AGB. Several studies have attempted to use remotely 

sensed data (passive optical as well as active microwave (RADAR)) for estimating 

the biophysical parameters of vegetation and in turn, to estimate AGB e.g. (Dobson 

et al., 1992, Kaufman et al., 1990, Muukkonen and Heiskanen, 2007). However, the 

accuracy and sensitivity of these two data types drops-off in areas of closed canopies 

and high-biomass (Waring et al., 1995). RADAR is reported to achieve a desired 

accuracy level only in structurally homogeneous vegetation with relatively low 

biomass (Boudreau et al., 2008). Also, data derived from optical (passive) sensors 

are confined to two dimensions (x, y) only, and the vertical diversity (z-component) 

of vegetation is oversighted. Lack of ample information on the vertical component 
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results in complexities, when one is interested in canopy height estimation for 

quantifying AGB. 

 
On the contrary, Light Detection and Ranging (LiDAR) directly measures the 

vertical component of vegetation, thus has the potential to measure the structural 

attributes of vegetation (Lefsky et al., 2002b, Dubayah et al., 2000). Though the 

working principle of LiDAR is the same as RADAR, the former operates in shorter 

wavelength and has less beam divergence (Gerck and Hurtak, 1992). These qualities 

enable LiDARs to capture local variation and conduct regionally focussed studies on 

reliable and short-term basis. Moreover, for ecosystem management, tree heights 

and vegetation density derived from LASER altimetry prove to be important inputs 

for modelling processes in the biosphere. 

1.2. LiDARs and LASER Altimetry 

Light Amplification by Stimulated Emission of Radiation (LASER) is a device that 

emits electromagnetic radiations through simulated emission in which light of 

narrow wavelength channels is emitted. These laser pulses are used to detect and 

determine range of object through a technology known as Light Detection and 

Ranging (LiDAR). LASERs are active sensors, since they emit their own radiations. 

When used to workout the height of targets, it is termed as LiDAR or LASER 

altimetry (Dubayah et al., 2000). 

 
A LASER altimeter produces short pulses of LASER light, which are captured by a 

telescope, after bouncing back when they are intercepted by a target. The time delay 

between the pulse emission and reception, when it returns, is translated to distance 

and represents the range of the target. The underlying principle is a simple distance, 

speed and time relationship, which is given by equation 1.1: 

 

S (distance) = v (speed) x t (time)     (1.1) 

 

The speed here is the speed of light (c) and hence always taken as 3x10
8
 m/sec. 

Since the distance travelled is a round trip distance, half of it is the range of an 

object or target. 

1.2.1. LASER Altimetry and its application 

Due to its unique capability to capture elevation information, LASER altimetry has 

been used for various purposes, such as, Digital Elevation Model (DEM) generation 

(Ma, 2005), canopy (Næsset, 1997a, Næsset and Bjerknes, 2001) and cloud height 

(Gondal and Mastromarino, 2000) estimation,  and elevation changes in polar ice 

sheets (Slobbe et al., 2008). Both airborne and spaceborne altimeters are giving 

promising results, with improved accuracy, as the technology advances. St-Onge et 

al. (2003) reported the typical absolute vertical accuracy of LiDAR data to be 10-40 

cm from an airborne platform and 1000 cm from a spaceborne LiDAR system. 

However, Suárez et al. (2005) noted that airborne LiDAR is capable of achieving an 

accuracy of  15-20 cm in vertical and 20-30 cm in horizontal. 
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In addition to its accuracy, the third dimension (z-axis) of LASER altimetry is used 

for topographic mapping, where it substantially reduces the time and effort as 

compared to traditional field measurement methods. As LASER altimetry contains 

the least amount of obscuration and shadowing, it can also be used to generate 

accurate 3D city models (Ackermann, 1999). Similarly, precise terrain height 

information can, for example, be used to optimize water distribution and drainage 

processes, which are of prime importance in precision farming (Geolas, 2007). 

 
Apart from these, in Forestry, one of the applications of LiDARs is canopy height 

and crown cover estimation as they are of direct interest to the foresters (Suárez et 

al., 2005) for forest management. Because canopy height has a strong relationship 

with other biophysical parameters, such as biomass and volume (Lefsky et al., 

2002a, Næsset, 1997b, Nilsson, 1996), its accurate estimation is imperative. 

 
Essentially, LASER systems are categorized (Dubayah et al., 2000) on the basis of: 

 

a) Method of recording the return pulse – discrete return or full-waveform 

systems; 

b) Size/area of the illuminated spot – small (few centimeters) or medium to 

large footprint (tens of meters); and 

c) Sampling rate/scanning pattern 

 

In forested environment, small-footprint discrete-return LiDAR will only record 

portions of the canopy structure (because of smaller sampling area). On the other 

hand, combination of large-footprint and full-waveform LiDARs will be able to 

record information of canopy as well as sub-canopy level rather than individual trees 

(Lim et al., 2003). Figure 1.1 illustrates that full-waveform LiDARs digitizes the 

return pulse as a complete wave; whereas, discrete return records the return pulse at 

a maximum of five instances. In Figure 1.1, the transmitted pulse is shown in top left 

corner. 
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Figure 1.1: Comparison of full-waveform and discrete return LiDARs (adapted from 

Lim et al. (2003)). 

 

Forestry related, small-footprint airborne laser scanning is well-documented in peer-

reviewed literature e.g. Carson et al. (2004) and Lim et al. (2003). However, studies 

related to estimation of vegetation parameters using large-footprint full-waveform 

LiDAR are afoot and has a great potential for further exploration, especially in case 

of Geoscience Laser Altimeter System (GLAS) (see Section 2 for details). 

 

GLAS is a new generation spaceborne LiDAR onboard the Ice, Cloud and land 

Elevation Satellite (ICESat) mission, which was launched on January 13, 2003. 

GLAS is the first spaceborne instrument which can digitize the backscattered 

waveform (Wagner et al., 2006). Moreover, it is the first polar-orbiting sensor which 

combines high precision surface LiDAR with a sensitive dual wavelength cloud and 

aerosol LiDAR (NASA, 2003) – a characteristic which distinguishes it from other 

altimeters. Orbiting at about 600 km, GLAS offers global coverage by carrying three 

lasers (Laser 1, 2 and 3) with only one operational at a time. After the failure of 

Laser 1, GLAS followed a modified plan of 33 days sub-cycle with a 91 days repeat 

orbit (Abshire et al., 2005). Under the revised plan, Laser 3 acquired data during 

February-March, May-June, and October-November (Schutz et al., 2005), until its 

failure in October, 2008. The latest updates are that Laser 2 has also unexpectedly 

stopped functioning since October 11, 2009 (NASA, 2009a). However, attempts to 

restart Laser 2 have recently been initiated, which will be followed for the other two 

lasers. 

 

Originally, ICESat was launched to monitor polar ice-sheet dynamics and its role in 

changing the global sea-level (Zwally et al., 2002). However, other scientific 

objectives of this mission also include surface reflectivity, precise measurement of 

land topography, ocean surface elevations and vegetation canopy heights. GLAS 

transmits short pulses (4 ns width equivalent to 60 cm in surface elevation) of 

infrared (1064 nm) and visible green (532 nm) light at a rate of 40 shots a second 
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(40 Hz). GLAS documentation assumes that the transmitted pulse is almost a 

Gaussian and so will be the shape of returned waveform (Brenner et al., 2003). The 

reflected photons are collected by a telescope of 1 meter diameter and binned at each 

nanosecond. Each of the 40 shots is telemetered in 544 bins over ice-sheet and land, 

corresponding to a height of 81.6 m (Brenner et al., 2003). In steeply sloped areas 

and/or areas where feature heights exceed 81.6 m, GLAS waveform would truncate, 

making it inconvenient to derive range information. For this reason, in later 

operations height extent was increased to 150 m (1000 bins) over land, using a 

‘waveform compression scheme’ (Harding and Carabajal, 2005). 

 

The nominal diameter of a GLAS footprint is 70 m (spaced at 172 m on along the 

track); however, its size and ellipticity have varied through the course of mission 

(Pang et al., 2008). It is equally important to note that footprints of laser 3, laser 2 

and laser 1 are moderately elliptical, very elliptical and very elliptical with a side-

lobe, respectively (NSIDC, 2008). Varying footprint sizes and ellipticity make 

delineation of the incident area a challenging task and also introduce uncertainties in 

estimates (Nilsson, 1996). However, contrary to the findings of St-Onge et al. 

(2003), GLAS commits to horizontal and vertical accuracies of 3.7 m and 10 cm, 

respectively (Zwally et al., 2002, Junjie, 2008). 

 

For surface ranging, GLAS uses the TOPEX/Poseidon ellipsoid and the Earth 

Gravitational Model 1996 (EGM96) geoid as reference. Spacecraft position is 

determined by a dual frequency Global Positioning System (GPS) in International 

Earth Rotation Service Terrestrial Reference Frame (ITRF). At the same time, 

pointing information is given by onboard Instrument Star Tracker (IST) and 

Hemispherical Resonator Gyroscope (HRG). Combination of spacecraft position and 

the pointing information yield precise location of the illuminated spot in ITRF, 

which can be translated to geodetic latitude, longitude and ellipsoidal height (Schutz, 

2001, Schutz et al., 2005) (see Section 3.3.1). Figure 1.2 gives diagrammatic 

representation of the footprint location method. 
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Figure 1.2: Determination of spot geolocation using the resultant vector of position 

and altitude vectors. Position vector is obtained from Precision Orbit Determination 

(POD) while the altitude vector is given by Precision Attitude Determination (PAD) 

of the spacecraft (Schutz, 2002). In cases where no echo is recorded, the geolocation 

is calculated from predicted orbit, instead of precision orbit, which assumes nadir 

pointing (NSIDC, 2008). 

 

With this state-of-the-art instrumentation, GLAS acquires global data as a raw 

waveform (level 0) which is processed by ICESat-Science Investigator-led 

Processing System (I-SIPS) to produce higher level products (level 1 and 2). Further, 

from level 0 products, Level 1 A and 1 B products are generated where the latter 

contains various corrections used to derive level 2 products (Schutz et al., 2005). In 

total, GLAS offers fifteen data products (GLA01 through GLA15) out of which 

three (GLA01, GLA06 and GLA14) are of interest in this study (see Section 3.2 for 

further details). 

1.3. Problem statement 

GLAS data, due to its unprecedented accuracy, have been used in multiple 

disciplines which come under the domain of GLAS science objectives (e.g.  land 

topography, cloud heights, hydrology, monitoring of polar ice-sheets, vertical 

distribution of aerosols and vegetation canopy heights). In this study, vegetation 

canopy height is of interest which involves processing of level 1 A data product. In 

studies conducted so far, the underlying assumption is that the transmitted and 

received signals resemble a Gaussian; and hence use Gaussian functions to 

decompose the waveform for estimating vegetation height. The ancillary variables 

accompanying level 1 A product offer a maximum of six Gaussian peaks to be fitted 

to the waveform (Brenner et al., 2003). However, six modes may not be sufficient to 

fit the waveform and will lead to discrepant information. Figure 1.3 depicts the 

actual waveform (top) and six Gaussians (shown in red) fitted to it (bottom), where 
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the last mode (in red circle) is not captured. The last mode is vital because, 

principally, canopy height is the distance defined by the time difference between the 

signal start after noise and the centroid of the last peak (Sun et al., 2008). 

 
Figure 1.3: Possible discrepancy in Gaussian fitting, where last peak (in red circle) 

of the waveform is not captured 

 

In similar cases, there is a need to explore robust possibilities of signal processing in 

order to capture useful information carried by the waveform. This will allow 

accurate retrieval of canopy height and decrease uncertainties in modelling other 

variables such as AGB and the amount of carbon in it. 

 

Furthermore, as explained earlier, level 1 B product contains various corrections 

which are used to derive level 2 products.  Apparently, it can be assumed that level 2 

products have enhanced accuracy as compared to level 1 B data because of the 

applied corrections. Thus far, comparison of these two products has not been 

documented, which asserts their in-depth investigation. This comparison will 

provide useful insights about the suitability of these products for DEM generation.  

 

Besides, studies on comparison of GLAS/ICESat with its airborne counterpart are 

still underway. Recent studies on LiDAR, for example Duong et al. (2007) and 
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Kurtz et al. (2008), present comparative analysis of airborne and spaceborne 

LiDARs. However, validation of similar studies using ground data is yet a rare 

attempt. 

 

Significance of canopy height demands its accurate quantification and 

understanding, especially from GLAS (because of its accuracy and global coverage). 

In this context, evaluating the potential of GLAS to estimate canopy heights has 

been set as the main aim of this study, which is further divided into specific 

objectives. Objectives and associated research questions of this study are given 

below: 

1.3.1. Research objectives and questions 

1.3.1.1. To investigate the accuracy of level 1 B and level 2 altimetry 

products in comparison to reference data 

Research questions: 

a. How consistent are GLAS elevations with the ground elevations? 

b. What are the conditions affecting the accurate height estimation from 

GLAS data? 

c. Which data product (level 1 B or level 2) has a higher correlation with 

the reference data under different topographic conditions? 

1.3.1.2. To develop a new methodology which accounts for the 

discrepancies in canopy height estimation 

Research questions: 

a. What are the uncertainties involved in canopy height estimation? 

b. What are the possibilities of analyzing the LiDAR waveform? 

c. How can ground be detected from raw waveform (level 1 A)? 

d. What is the accuracy of height estimates as compared to the field 

data? 

1.3.1.3. To compare the performance of airborne and spaceborne 

LASER altimeters in estimating canopy height, under the same 

geographical and environmental conditions 

Research questions: 

a. Are the two datasets spatially coincident and cover the same area? 

b. Which dataset (airborne or spaceborne) has higher correlation with the 

reference data? 
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1.3.2. Research approach 

The general research approach followed to meet the abovementioned objectives is 

shown in Figure 1.4. 

 

 
Figure 1.4: General work flow of the study 
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2. Literature review 

Realization of the role of forests in global climate has incited the need of qualitative 

and quantitative analysis of forest structural parameters for scientific management 

(Kwak et al., 2005). Structural parameters include canopy height, crown closure, 

Diameter at Breast Height (DBH), tree volume, basal area and biomass. Existing 

remote sensing techniques have limited capability to exploit the relationship between 

canopy height and the remaining parameters (Popescu et al., 2004). Laser altimetry 

has supplemented the existing remote sensing techniques because of its high 

precision and capability to estimate canopy height. Moreover, all LiDAR systems 

provide information on canopy, as well as, subcanopy level which is crucial for 

understanding forest health and regeneration capacity (Stone et al., 2000, Todd et al., 

2003), forest fires (Andersen et al., 2005, Riaño et al., 2003) and present and future 

carbon accounting (Dean et al., 2004). 

2.1. Airborne LiDARs in Forestry 

Research on LiDARs for forest inventory started in early 1980s (Hyyppa et al., 

2004), which focused mainly on tree heights, species composition, stand density and 

biomass estimation. Such studies led to the practical application of discrete-return 

small-footprint airborne LiDARs in forestry during the next decade. It is worth 

mentioning that earlier Airborne Laser Scanning (ALS) systems separately recorded 

the first and last returns (Hyyppa et al., 2004). However, the currently available 

systems do it simultaneously, and more advanced systems can efficiently record up 

to 5 returns from illuminated surfaces (Leckie et al., 2003). The number of laser 

shots per squared meter is referred to as point density and is directly proportional to 

the resolution. This means that high point density will have finer resolution, offering 

better representation of the target. Pulse repetition frequency, on the other hand, 

refers to the number of shots fired per second by the laser instrument. The swath 

width of a laser is defined by the scan angle of the sensor. Diameter of the laser spot, 

the footprint size, is defined by the beam divergence (in milliradians) and the flight 

height. Accuracy of LiDAR data depends on point density, scan angle, pulse 

repetition frequency and nature of incident surface (Hyyppa et al., 2005).  

 

In forested areas, LiDAR pulses represent the vertical strata between canopy top 

(first return) and ground (last return). Typically, two variables are extracted from 

laser scanner data: 1) Digital Surface Model (DSM) from the first return which 

represents the crown surface and 2) Digital Terrain Model (DTM), from last return, 

representing the ground (Hyyppa et al., 2004). The difference between DTM and 

DSM, results in the so called canopy height model (CHM). Stand-wise mean canopy 

height can be obtained from CHMs in many ways, e.g. by applying different 

statistical operations like simple and weighted averages (Næsset, 1997a) and 
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percentiles (Magnussen et al., 1999). Because height is more precisely estimated 

than other canopy parameters, it is preferably used in tree growth studies and the 

associated changes (Kato et al., 2009). 

 

Increased pulse frequency and higher point densities allow more detailed 

parameterization of forest attributes, particularly, at an individual-tree scale. Because 

LiDAR data provides information in three dimensions, canopy heights and their 

locations can be estimated from CHMs using ‘local maximum’ filtering approach 

(Popescu et al., 2002). Also, image segmentation techniques can be applied on 

rasterized point cloud to delineate tree canopies and estimate their diameter, area and 

location (Hyyppa, 2000).  DBH is reported to have a correlation with both crown 

diameter (Hemery et al., 2005, Ilvessalo, 1950) and height (Hyyppae et al., 1999, 

Kwak et al., 2005). Based on this relationship, stem diameter is estimated from 

crown diameter and tree height using regression models. Further, from stem 

diameter and height, other variables like basal area, volume and biomass can be 

worked out (Hyyppa, 2000, Lefsky et al., 2002a, Næsset, 1997a, Lefsky et al., 1999, 

Lucas et al., 2008). Individual tree parameters are then extrapolated to get stand-

level variables. 

2.2. Problems with airborne LiDARs 

Several studies have achieved good agreement between LiDAR-derived and ground-

based estimates, although they are site, instrument and species specific (Lovell et al., 

2005). It should be noted that the accuracy of CHM is influenced by errors in both 

DTM and DSM which has been quantified in many studies e.g. Gaveau and Hill 

(2003), and Hyyppa et al. (2001).  

 

Forest canopy and subcanopy vegetation intercepts most of the laser pulses, resulting 

in lesser penetration to the ground surface. This complicates the retrieval of DTMs 

from airborne LiDAR data, especially in forested environment (Kraus and Pfeifer, 

1998, Takeda, 2004). In dense forests, Takeda (2004) reported errors up to 10-20 

meters in DTM estimation. Different data processing techniques, however, have 

effect on these accuracies (Sithole and Vosselman, 2004). Moreover, due to low 

point density, it was noticed that the LiDAR derived mean canopy heights were 

underestimated (Aldred and Bonnor, 1985). With low sampling density, probability 

of the laser to hit the canopy top is lower than hitting the ‘tree shoulder’ which 

introduces biases in DSMs (Lefsky et al., 2002b).  

 

In relevance to this study, limitations of airborne systems are divided under three 

headings, which loosely follow the classification of LiDARs by Dubayah et al. 

(2000): 

2.2.1. Nature of echo recording 

Advanced airborne LiDARs are capable of recording up to 5 returns from incident 

surfaces such as forests (Leckie et al., 2003). These recorded returns are 

discontinuous or discrete. Discrete returns are not capable to capture the complete 
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vertical profile of canopies and the resulted representation is at lower resolution. For 

this reason, vertical profiles generated from airborne data are reported to have 

possible biases (Harding et al., 2001, Lovell et al., 2003). Alternatively, full-

waveform has detailed record of the vertical architecture of vegetation; therefore, 

increasing confidence in assessment of subcanopy elements (Lee and Lucas, 2007). 

2.2.2. Footprint size 

Airborne laser scanners have a footprint size in order of few centimetres and are 

referred to as small-footprint LiDARs. Although small-footprint LiDARs have 

demonstrated success in forestry applications, larger footprints will enhance 

accuracy of the estimated parameters e.g. canopy height (Næsset, 1997a). Another 

factor which has a direct relationship with footprint size is beam divergence. 

Increased beam divergence is reported to reduce bias in stand height estimates 

(Aldred and Bonnor, 1985). 

2.2.3. Spatial coverage 

Due to low flying height, airborne LiDARs have detailed but low spatial coverage. 

For sites of interest, special flights have to be planned which makes it expensive if 

investigations are desired many times a year. Cost effectiveness also depends on the 

spatial extent of an area in question. Regional or global studies with airborne 

LiDARs will involve high financial inputs. Additionally, on larger spatial scales 

airborne LiDAR will acquire huge amount of data, processing of which will be 

extremely time demanding. 

 

Large footprint full-waveform LiDARs account for these limitations, showing 

increased probability of hitting both the tree top and ground (Mallet and Bretar, 

2009). Additionally, they circumvent the biases related to small footprint LiDARs. 

Earlier experiments on medium footprint (<25 m) full-waveform airborne LiDARs 

e.g. Scanning LiDAR Imager of Canopies by Echo Recovery (SLICER) (Lefsky et 

al., 1999) and Laser Vegetation Imaging Sensor (LVIS) (Blair et al., 1999) have 

shown promise for vegetation characterization on larger extents. However, being 

airborne, their application is limited to local scales and currently confined to North 

America (Lee and Lucas, 2007). Global studies on vegetation dynamics necessitate 

the use of large footprint full-waveform LiDAR aboard a spaceborne platform e.g. 

Multi-Beam Laser Altimeter (MBLA) and Geoscience Laser Altimeter System 

(GLAS). The former was part of the Vegetation Canopy LiDAR (VCL) mission 

which was due to be launched in 2003, but was indefinitely postponed (Mallet and 

Bretar, 2009). GLAS, on the other hand, was launched in 2003 and offered global 

coverage until it stopped functioning on October 11, 2009 (NASA, 2009a). 

2.3. Spaceborne LiDAR in Forestry 

Since its launch, GLAS data have been used in various disciplines e.g. land 

topography (Carabajal and Harding, 2005, Carabajal and Harding, 2006), cloud 

distribution (Wylie et al., 2007), hydrology (Carabajal et al., 2006), monitoring of 

ice-sheets (Kwok et al., 2006, Slobbe et al., 2008), aerosol distribution (Spinhirne et 
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al., 2005) and vegetation attributes (Harding and Carabajal, 2005, Lefsky et al., 

2005, Lefsky et al., 2007). GLAS products, particularly GLA01 and GLA14, have 

been used for land cover classification and biomass estimation (Boudreau et al., 

2008, Lefsky et al., 2005, Ranson et al., 2004), and seasonal changes in vegetation 

(Duong et al., 2008), where most of the information is retrieved from GLA01 (the 

‘raw’ waveform).  

 

Ranson et al. (2004) explored the capability of GLAS products (GLA01 and 

GLA14) to classify land cover types on the basis of their response to the incident 

LiDAR beam. They noted the sensitivity of front slope angle to canopy density and 

vertical variability of the upper canopy. Front slope angle is the angle, with the 

vertical, from signal start to the peak of canopy return. It was observed that conifers 

and mixed forests had higher front slope angles, implicating higher heights due to 

broadened pulse. On the other hand, smaller front slope angles were showed to 

indicate lower concentration of the returned energy, which resulted in higher peaks 

e.g. the ground return. 

 

Also, aboveground biomass estimation has been demonstrated to have agreement 

with field based or airborne measurements of the same variable (Boudreau et al., 

2008, Helmer and Lefsky, 2006, Lefsky et al., 2005). Important variable in biomass 

estimation is canopy height (Lefsky et al., 2002a) which is commonly reckoned in 

vegetation studies. Extraction of canopy height from raw waveform is complicated 

in areas of varied topography due to slope effects (Harding and Carabajal, 2005). 

Pronounced slopes within the GLAS footprint cause mixing of returns from ground 

and vegetation canopy, making it difficult to calculate the difference between the 

two returns. 

 

To account for such complication, Lefsky et al. (2005) derived canopy height as a 

function of waveform extent and terrain index. Waveform extent was taken as the 

difference between the first and last threshold crossings of the waveform; whereas 

terrain index was calculated as the difference between minimum and maximum 

elevations within a footprint. In order to identify signal start and signal end, certain 

level of threshold is needed to be applied, which discards noise from the signal. 

Generally, the histogram method is used for defining threshold level (Helmer and 

Lefsky, 2006, Lefsky et al., 2005, Sun et al., 2008). In this method, a Gaussian 

distribution is fitted to the peak of the lowest energies in the waveform. From the 

Gaussian curve, mean, mode and standard deviation of noise are calculated and used 

to define the noise threshold level. Further, ancillary data such as DEMs are used to 

derive terrain indices. Having both waveform extent and terrain index identified, 

canopy height can easily be modelled. With their method, Lefsky et al. (2005) were 

able to explain a maximum variation and minimum RMSE of 68% and 4.85 meters 

in canopy heights. Using a multivariate regression model, aboveground biomass was 

estimated from GLAS derived canopy height which explained 73% of variance in 

tropical broadleaved forest. In addition to the regression coefficients of the model, 

they attributed the unexplained variance in canopy height estimation to the 
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‘measurement’ of waveform extent. This underscores the importance of dextrous 

detection of signal start and signal end, especially the ground return (or peak). 

 

For efficient ground peak detection, Gaussian components are fitted to the raw 

waveform (Brenner et al., 2003) and iteratively reduced to six (Sun et al., 2008). 

Harding and Carabajal (2005) suggested that out of the six peaks, the last peak with 

highest amplitude is a representative of the ground. However, in densely vegetated 

areas, due to energy attenuation through the canopy (Parker et al., 2001) the ground 

peak may have lower amplitude than adjacent peaks (Boudreau et al., 2008). In such 

cases, Boudreau et al. (2008) suggested to consider the peak with highest amplitude 

as the ground peak, even if it is not the last one. Nonetheless, this will lead to 

inaccuracies in estimating ground and will, ultimately, be reflected in canopy height. 

Rosette et al. (2008) reported an underestimation of 1.20 meters in canopy height by 

considering the first or second highest amplitude peak as ground return. 

 

Height quartiles have also been found as good indicators of forest vertical structure 

and means of canopy height estimation (Sun et al., 2008). Quartiles H25, H50, H75 

and H100 are calculated on the basis of percentage of reflected energy. Quartile 

H25, for example, represented the aboveground level at which 25 % of the reflected 

energy is accumulated. Similarly, H100 is the distance between signal start and the 

ground return, which is in essence the canopy height. Because ground peak is used 

as a reference for calculating quartiles, it is important to detect the ground peak 

efficiently. 

 

Sun et al. (2008) presented an automated method for ground peak detection. They 

used a search window moving from signal end to signal start which would compare 

the bin values (or signal strength) with the two neighbouring values. If the distance 

from signal end to the first peak was less than the half width of the transmitted laser 

pulse, that peak was discarded. In this way, the first ‘significant peak’ was taken as 

the ground peak. Their method explained a maximum variability of 83% in canopy 

height. It should be noted here that signal strength or amplitude of the peaks were 

not taken into consideration. This automated method may label the first ‘significant 

peak’ as ground even if it has a lower energy. Ground or flat surfaces, however, tend 

to register stronger responses. 

 

Another automated approach for peak identification was proposed by Duong et al. 

(2008) where a search window of 5 bins (1bin=1ns=15cm) was used. The search 

window would operate on the normalized and smoothed waveform, moving from 

beginning through end at a step of one bin. A peak was identified if the central bin 

had a higher value than the immediate neighbouring bins on left and right, which 

further had higher values than the two boundary bins. In this way, all major peaks 

were detected in the waveform. Further, Gaussian components were fitted to the 

resulting waveform in a way that the minimum distance between neighbouring peaks 

was 10 bins (1.5 m) and the sigma of an individual peak was 2 bins (30 cm). Also, 

the number of fitted Gaussian components was limited to six. The last Gaussian 

mode was considered as the ground return and can be used for determining canopy 
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height. However, it is reported that some noisier waveforms could not be 

decomposed by the limited number (six) of Gaussian peaks and such fitting may 

miss the last mode (Duong et al., 2009). This calls for the need of fitting methods 

which can circumvent such complexities. Although Gaussian fitting has shown 

considerable promise in various studies, its efficiency is ‘less satisfactory’ for pulses 

with high amplitudes (Wagner et al., 2006). Furthermore, in cases of low amplitude 

pulses, the extracted parameters are less accurate which demands stringent 

consideration of the waveform processing algorithms (Mallet and Bretar, 2009). 



17 

3. Material and method 

3.1. Study area 

The study was selected within the New Forest National Park in Hampshire, UK (50
o
 

51’ 59” latitude and 01
o
 40’ 50” longitude) covering an area of 29262.36 hectares. 

This site was designated as Special Area of Conservation in April 2005. Also, it 

holds the status of Site of Community Importance since December 2004 (JNCC, 

2006). Area covered with deciduous broadleaved (oak/beach) and coniferous 

woodland is 29% and 17 %, respectively. The remaining area is a mix of bogs, 

marshes, scrub and heath. It is under the active management of the Forestry 

Commission of Great Britain on compartment and sub-compartment level. A 

Compartment is a managerial unit which has similar characteristics within the area; 

such as, soil types, vegetation, productivity and topography (Hubbard et al., 1998). 

Among others, management objectives of the Forestry Commission include heritage 

preservation and landscape conservation due to which oak plantations as old as 1810 

can be found. Most of the compartments have pure and even-aged stands; however, 

in some compartments age-diversity exists. In this study, suburbs of the New Forest 

National Park were also included which were not under the management of Forestry 

Commission. Figure 3.1 shows the GLAS data projected over the New Forest 

National Park. 
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Figure 3.1: Representation of ICESat tracks projected over the study area. 

 

3.2. Description of data 

After having the objectives and study area identified, it is important to get 

acquainted with the data used in this study. The sources from which data were 

acquired are mentioned in the succeeding text. It should be noted that data were 

primarily in different reference systems. Necessary description of the data used is 

given below: 

3.2.1. Shuttle RADAR topography mission (SRTM) data 

SRTM is an international project mainly lead by National Geospatial-Intelligence 

Agency (NGA) and the National Aeronautics and Space Administration (NASA). 

The mission obtained near-global elevation data to generate the most complete high-

resolution digital topographic database of Earth (NASA, 2009b). Consultative Group 

on International Agriculture Research – Consortium for Spatial Information 

(CGIAR-CSI) provides an easy access to SRTM data at 90 meters resolution. SRTM 

DEM was procured from the CGIAR-CSI database for the study area. The data were 
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registered to WGS1984. It is hereinafter referred to as DTM_SRTM and was used to 

compare its performance against GLAS derived DTMs. 

3.2.2. Intermap Digital Terrain Model 

Using Interferometric Synthetic Aperture RADAR (IFSAR) technology, Intermap 

creates digital elevation models for entire UK under its NEXTMap® programme. 

NEXTMap terrain models commit to 1 m vertical accuracy with 5 m spatial 

resolution. The data used in this study were already procured from National 

Environmental Research Council (NERC) Earth Observation Data Centre, through 

NCAVEO project. The data were registered to Ordnance Survey National Grid. It is 

hereinafter referred to as DTM_NF and was used to compare its performance against 

GLAS derived DTMs. 

3.2.3. Ordnance Survey Colour Raster Data 

Ordnance Survey of Great Britain (OSGB) distributes topographic sheets of various 

scales through Edinburgh University Data Library (URL1, 2009). For this study, 

‘colour raster data’ scaled 1: 50,000 were obtained in the form of 20 km
2
 tiles (each) 

from the same source. The colour raster maps are generalized products created by 

cartographers (personal communication Charlotte Phillips, Ordnance Survey). The 

data give comprehensive landform information, including contours digitized at 10 

meters interval with a vertical accuracy of 3 meters (OSGB, 2009). Elevation 

information retrieved from Ordnance Survey data was used as reference in this study 

because of its considerable accuracy. The data were registered to Ordnance Survey 

National Grid. 

3.2.4. COoRdinate INformation on the Environment (CORINE) 

Land cover Classification data 

Another dataset used in this study was the CORINE land cover Classification 2000 

(CLC2000), which is the European land cover database for the year 2000. In 

essence, it is a mosaic of national datasets of land cover, categorized into 44 classes 

under CORINE nomenclature, where the minimum size of a mapping unit is 25 

hectares. Based on this dataset, the grid-based product of 100 meters resolution is 

created by the European Environment Agency (EEA). The latest version (12/2009) 

of this grid-based product has ‘excellent’ positional, temporal and thematic 

accuracies with good completeness and ‘excellent’ logical consistency (EEA, 2009). 

From these accuracies of the secondary product, the accuracy of the primary product 

is evident. The data were registered to European Terrestrial Reference System 1989 

(ETRS89). This dataset was used for identifying forest patches in the study area. 

3.2.5. Landsat Image 

For the purpose of data visualization, a cloud-free Landsat 7 (ETM+) image of 

April, 2003 was procured from U.S. Geological Survey (USGS) (URL2, 2009). Data 

are distributed in GeoTIFF format which enables referencing a raster to a known 

geodetic model or map projection. The image was registered to Universal Transverse 
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Mercator (UTM) zone 30. True colour composite was used for the purpose of 

visualization. 

3.2.6. Forestry Commission data 

The Forestry Commission in England is recognised as international leader in 

sustainable forestry (FCGB, 2009) which manages timber forests as well as the 

native woodlands. The New Forest National Park comes under the jurisdiction of 

Forestry Commission authorities in Hampshire. A database of various compartments 

under its management is accessible for research purposes which contains necessary 

information. This includes planting year, area of the compartment, type of species 

and yield class on compartment as well as sub-compartment level. Data for the study 

area were collected from Forestry Commission which was registered to Ordnance 

Survey National Grid. The Forestry Commission has also designed Yield Tables to 

aid forest management in British conditions (Hamilton and Christie, 1971). From the 

species-specific Yield Tables and General Yield Class curves, crop height can be 

estimated if yield class and planting year of the crop are known. Validity of the 

provided data was confirmed by Forestry Commission authorities (personal 

communication Jane Smith, FCGB). 

3.2.7. Airborne Laser Altimeter data 

As one of the study objectives was to compare the performance of airborne and 

spaceborne LiDARs, results of a study conducted in the New Forest National Park 

were used for this purpose. The project was carried out at the University of 

Southampton in 2009, using Leica ALS50-II LiDAR which is a small-footprint 

discrete-return instrument (Sumnall, 2009). LiDAR data were provided by Natural 

Environment Research Council (NERC) Airborne Research & Survey Facility 

(ARSF). After preliminary processing by ARSF, data is delivered to clients. Details 

of further processing techniques, along with the software packages, can be found on 

ARSF webpage (URL3, 2009). Since airborne LiDAR data was obtained from a 

secondary source, it is important to reflect on its quality as follows (see Sumnall 

(2009) for details). 

 

The data were acquired by NERC research aircraft flown over a subset of 3 x 3 km 

(in the New Forest National Park) on June 11, 2007 during leaf-on condition. The 

flight height was about 900 m above ground-level and the instrument operated in 

1064 nm channel with a scan angle of 20
o
. Pulse frequency was 30 kHz and the 

resulting point density was 1.2 points per m
2
. For those points where the difference 

between first and last return was less than 0.6 m, they were assumed as bare-ground 

(Sumnall, 2009). After ‘filtering’ the non-terrain points, DTM was interpolated at 1 

m spatial resolution, using Inverse Weighting Data (IDW), resulting in RMSE of 

about 0.38 m. Further, DSM was created from first return using 3 x 3 low-pass filter 

for smoothing and 3 x 3 high-pass filter for highlighting boundaries tree crowns. On 

the rasterized DSM, a set of multi-resolution segmentation techniques was applied to 

delineate tree crowns as image objects. Maximum height within each crown image 

object was considered as canopy height. The LiDAR derived canopy heights were 

within ±3 m of the field measured heights.  
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3.2.8. GLAS/ICESat data 

Out of 15, three data products of release 28 and 29 were used in this study, which 

were GLA01, GLA06 and GLA14. Data were procured from National Snow and Ice 

Data centre (NSIDC) through ICESat/GLAS data subsetter (URL4, 2009). It is 

suggested to refer to the GLAS data as ‘Zwally et al. (2006)’. Description of these 

datasets is as follows: 

3.2.8.1. GLA01: 

This is level 1A global altimetry product which contains intensities of transmitted 

and received waveforms. GLAS digitizes these intensities as counts which are 

afterwards converted to volts (by users) using calibration tables (Appendix-I) in 

GLA01 header records. Moreover, the transmitted pulses were arranged in time 

order, which means that the value of the first sample is for the sample closest to the 

spacecraft in time. Contrarily, the received echo is in time-reversed order, which 

means the the value of the first sample is for the sample farthest from the spacecraft 

in time (NSIDC, 2008).  

 

Most importantly, GLA01 stores index number, shot time, shot number, number of 

shots of the pulse and echo intensity. However, GLA01 also contains information on 

various variables such as latitude and longitude of the spot from ‘Predicted’ orbit, 

peak values of transmitted pulses, type of echo compression and other correction 

flags. Details of these variables can be found in GLAS altimetry dictionary (NSIDC, 

2009a). 

3.2.8.2. GLA06: 

This is level 1B global elevation data which is derived from GLA01 (actual 

waveform). The product gives information about surface elevation, surface 

roughness assuming no slope, surface slope assuming no roughness and atmospheric 

and geodetic corrections for range measurement. GLA06 is intended for research 

purposes from which region-specific level 2 elevation products are derived (Brenner 

et al., 2003). GLA06 is used in conjunction with GLA05 to create level 2 products 

which are GLA12 through GLA15 (NSIDC, 2008). GLA05 is level 1B waveform-

based range correction product containing all parameters of waveform 

characteristics and those parameters required to calculate physical properties of the 

surface (Brenner et al., 2003). Elevations are given in meters with respect to a 

reference ellipsoid accompanied by geoid elevations which allow users to calculate 

orthometric heights. In addition, various correction flags are also provided with this 

product at least twice per 40 shots (40 shots make one ‘record’). Important flags 

include saturation elevation correction and gain values used for the received echo. 

Similar to GLA01, GLA06 also contains geolocation of footprint centroid, unique 

record and shot numbers, and a time stamp with Universal Coordinated Time (UTC) 

in J2000 (referenced from noon on January 1, 2000). However, unlike GLA01, 

geolocation of footprints are determined from ‘Precision’ orbit for GLA06 and 

GLA14. 
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It is important to note that geodetic latitude, longitude and surface elevations from 

GLAS products are calculated using different methods, i.e. standard 

parameterization and alternative parameterization. In standard parameterization the 

driving algorithms are specifically designed for ice-sheets. On the other hand, 

alternative parameterization refers to calculating geodetic latitude, longitudes and 

surface elevations using algorithm designed for land (NSIDC, 2008). Surface 

elevations given by GLA06 have been retrieved using standard parameterization. 

These elevations are also referred to as ice-sheet specific ranges. Moreover, GLA06 

product contains a long list of other additional variables, details of which can be 

found in GLAS altimetry dictionary (NSIDC, 2009a). 

3.2.8.3. GLA14: 

This is level 2 region-specific land surface altimetry data which is derived from level 

1 products (GLA05 and GLA06). GLA14 has almost the same variables as GLA06 

except that GLA14 elevations, geodetic latitude and longitude are calculated using 

land-specific range. Land-specific range means that these variables are derived using 

alternative parameterization which uses algorithm specifically developed for land 

surfaces. 

 

Two important variables associated with GLA06 and GLA14 are saturation 

elevation correction flag and gain value of the receive pulse. Since GLA14 is a 

processed product obtained from GLA05 and GLA06, elevation correction is not 

recommended to be applied to GLA14 (NSIDC, 2008). However, this correction 

should be added to GLA06 elevations. Gain value of the echo, which ranges from 0-

250, indicates the level of pulse saturation. A high gain value refers to high level of 

saturation; whereas negative gain value (-999) denotes that the waveform is distorted 

and cannot be used for analysis (personal communication with David Korn, 

NSIDC). As the transmitted and received pulses are assumed to resemble a Gaussian 

shape (Brenner et al., 2003), a Gaussian pulse is fitted to the waveform during 

processing. For this purpose, GLA14 variables also include amplitudes, areas and 

standard deviations of 6 Gaussians if the user is interested in Gaussian fitting.  

 

It may be noted that GLA01 carries the signal strength while GLA06 and GLA14 

contain geolocation of the incident LiDAR beam. The record number, shot time and 

shot number are common fields across GLAS products which are used for time-

stamping raw waveforms. Other variables, of relevance to this study, are described 

in Table 3.1. 
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Table 3.1: Summary of GLAS variables used in this study 
Output Data 

Column 

Element 

of 

Description 

Record Number GLA01, 

GLA06, 

GLA14 

GLAS digitizes forty echo signals per second. Each set of 

forty shots is assigned a unique record number during 

processing of level 0 data 

Shot Number GLA01, 

GLA06, 

GLA14 

In each record, there are forty shots and each is assigned a 

number called the shot number  

Date GLA06, 

GLA14 

Date of transmitted pulse in mm/dd/yyyy format (e.g. 

25/10/2003) 

Time GLA06, 

GLA14 

Time of the transmitted pulse in hh:mm:ss.sss format (e.g. 

07:57:58.320) 

i_lat GLA06, 

GLA14 

Geodetic latitude of the laser shot in degrees. It has been 

computed from Precision orbit and Precision attitude. All 

instrument corrections, atmospheric delays and tides have 

been applied 

i_lon GLA06, 

GLA14 

Longitude of the laser shot in degrees, computed after all 

instrument corrections, atmospheric delays and tides have 

been applied 

i_elev GLA06, 

GLA14 

Surface elevation (in meters) of the laser shot from the 

reference ellipsoid 

i_gdHt GLA06, 

GLA14 

Height of the geoid above the reference ellipsoid (in meters) 

i_satElevCorr GLA06, 

GLA14 

Correction to elevation for saturated waveforms. High-

amplitude returns from flat and/or bright surfaces cause 

waveform saturation which results in negative surface 

elevation bias. Saturation elevation correction has not been 

applied to GLA06, which can be over a one meter correction 

i_gval_rcv GLA06, 

GLA14 

Gain value of the received pulse. It ranges from 0-250 

i_UTCTime GLA01, 

GLA06, 

GLA14 

Transmit time in UTC of the 1st shot in the 1 second frame 

referenced to noon on January 1, 2000 (J2000). The first 

item is the whole number of seconds; the second item is the 

fractional part in microsecond (e.g. 

120340678.321) 

i_rng_wf GLA01 Strength of echo waveform in count which ranges from 0-

255 

i_Gamp GLA14 Amplitude of each Gaussian solved for (up to six) waveform 

processing (in 0.01 volts). These values are derived using 

alternate parameters 

i_Garea GLA14 Area of each of Gaussian solved for (up to six) waveform 

processing (in 0.01 volts*ns). These values are derived using 

alternate parameters 

i_Gsigma GLA14 Width (standard deviation) of each of Gaussian solved for 

(up to six) waveform processing (in 0.001 ns). These values 

are derived using alternate parameters 

 

In essence, first objective of this study was comparison of surface elevations derived 

from GLA06 and GLA14. Due to different parameterization used in obtaining these 

two altimetry products, their estimated surface elevations do not coincide. Even the 

same spot location has height variation because of the different methodologies 
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involved. In order to meet this objective, both GLA06 and GLA14 data were 

compared with the reference data (OSGB). In addition, comparative analysis of two 

other elevation products (i.e. DTM_SRTM and DTM_NF) was also performed 

relative to OSGB data. This informed on the accuracy of GLAS data with respect to 

other available elevation products. For this purpose, digital terrain models were 

created from GLAS point elevations. 

 

Similarly, for objective two a methodological approach was adopted to extract tree 

heights. This approach involved waveform processing using Fast Fourier Transform. 

Due to the possibility of Gaussian to leave out the last peak of the signal, Fourier 

method was applied to capture all major peaks and circumvent the intricacies 

involved. Field data were required for validation of the new method. GLAS 

footprints, for which field data were not available from other sources, were visited to 

collect the same. 

 

Realizing the need of comparing GLAS results, from the second objective, with its 

airborne counterpart, it was addressed by the third objective. 

3.3. Methodology 

The methodology was divided into four phases as shown in Figure 3.2: 

 

 
Figure 3.2: Breakup of methodological steps is shown in red boxes: 1) Data pre-

processing, 2) Field work, 3) Waveform processing and 4) final Data analysis. 

Details of step 3 are given in its respective section. 
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These phases (shown in Figure 3.2) are described in detail as follows: 

3.3.1. Data pre-processing 

It should be noted that the datasets used in this study were registered to different 

reference systems. To have the datasets coherent, they were all re-projected to a common 

reference system, the World Geodetic System 1984 (WGS1984). 

3.3.1.1. Extraction of GLAS Elevation data (GLA06 & GLA14): 

The elevation products (GLA06 and GLA14) are distributed in binary format (*.DAT) 

which were converted to ASCII format. Moreover, GLAS elevations are referenced to 

the TOPEX/Poseidon ellipsoid which is 70 cm smaller than WGS84 ellipsoid. For GLAS 

data to be coherent with the other datasets used in this study, ellipsoid correction from 

TOPEX to WGS84 was applied. This correction is necessary to augment the latitudinal 

and elevation accuracy. For all these conversions Interactive Data Language (IDL) 

programmes, developed by NSIDC (NSIDC, 2009b), were used. As latitudinal and 

longitudinal information give point locations, they were buffered to footprints using 

footprint information. Depending upon the varying footprint sizes of GLAS lasers (1, 2 

and 3), different sizes of buffers were used (Table 3.2). Further, by subtracting geoid 

height from corrected surface elevation, orthometric height of each footprint was 

calculated. 

3.3.1.2. Extraction of GLAS Waveform data (GLA01): 

GLA01 waveforms are originally in counts which were converted to voltages using IDL 

codes provided by National Snow and Ice Data Centre (NSIDC, 2009b). The codes 

utilize calibration tables (Appendix-I), available in GLA01 header, for this conversion. 

GLA01 waveforms were then linked to GLA14 on the basis of record and shot numbers. 

To continue, GLAS footprints over the study area were identified and waveforms with 

high level of echo saturation were filtered out. Further, CORINE land cover 

classification was used to identify forest patches in the study area and extract GLAS 

footprints over forest were extracted for further analysis. The total number of footprints 

over forests was 202. As GLAS collects data three times a year for about a month long 

period, it is designated with respective month, year and the laser used. GLAS data used 

in this study along with its relevant details are given in Table 3.2. 

 

Table 3.2: GLAS data used in this study with its year and campaign identity 

S. No. Data 

Year 

Month Laser 

Campaign 

Footprint Size 

(m)* 

Number of 

Footprints 

1.  2003 October L2A 73.5 36 

2.  2004 February L2B 73.5 25 

3.  2004 May L2C 73.5 16 

4.  2004 October L3A 54 23 

5.  2005 February L3B 54 05 

6.  2005 May L3C 54 25 

7.  2006 March L3E 54 02 

8.  2006 June L3F 54 37 

9.  2006 November L3G 54 33 

 Total 202 
*averages of semi-major and semi-minor axes (L2=95&52, L3=61&47) 
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It is important to mention that the footprints used for evaluating elevation (GLA06 

and GLA14) and altimetry (GLA01) products were not necessarily the same. If 

generalized, the study area had eastern and western GLAS tracks. Due to 

accessibility issues, only eastern tracks were used for waveform analysis, which 

comprised of 145 footprints. 

3.3.1.3. Digital Terrain Models: 

For comparing GLAS elevations with Ordnance Survey elevations, digital terrain 

models of 2 m resolution were interpolated from GLAS point elevations (DTM_06 

and DTM_14). Two small test sites, within the study area, were selected as 

representatives of low and high lying topography. Also, the site with higher 

elevations was covered with dense forest. Location of these two test sites is shown in 

Figure 3.3. 

 

 
Figure 3.3: Selected sites for comparative analysis of GLA06 and GLA14 elevation 

products. Test Site A covered the coastal plain; whereas, Test Site B was covered 

with dense forest. Due to lesser GLAS coverage, test site B has a smaller area. 
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Furthermore, DTM_SRTM and DTM_NF were resampled to 2 meters spatial 

resolution. Since GLAS gives mean elevation of the footprint, 2 meters resolution 

for these terrain models was chosen so that their mean elevations within the incident 

beam can easily be worked out. Similarly, contours from the Ordnance Survey 

colour raster were digitized and interpolated to create digital terrain model 

(hereinafter referred to as DTM_OS), with the same spatial resolution, for these test 

sites. Figures 3.4 and 3.5 show the digital terrain models of test sites A and B, 

respectively. Test site B did not have DTM_NF coverage. 

 

 
Figure 3.4: Digital terrain models of Test Site A, with spatial resolution of 2 meters 

(Area= 16.25 km
2
). 
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Figure 3.5: Digital terrain models of Test Site B, with spatial resolution of 2 meters 

(Area= 0.65 km
2
). 

 

Using GLAS footprints, the mean elevations within footprints were calculated from 

different terrain models and compared with DTM_OS. Coefficient of correlation 

was used as indicator of goodness of fit; however, to quantify the uncertainty, root 

mean squared error was used. 

3.3.2. Field work 

Before proceeding with the field work, it was important to identify the footprints 

which will be sampled for canopy height estimation. Out of 145, 50 points were 

randomly selected for field data collection to avoid bias and obtain representative 

samples (Lefsky et al., 2005). Further, out of these 50 identified points, 23 fell in the 

management boundaries of the New Forest National Park for which the Forestry 

Commission data was readily available. For the remaining 27 points, field work was 

conducted in mid-October, 2009. Along with any field work comes the issue of 

inaccessibility. Four footprints falling on privately owned agricultural lands could 

not be visited. In addition, 03 footprints were over peat bogs and one over a blank 

area. In the remaining 19 footprints, canopy heights were recorded. Figure 3.6 
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illustrates the distribution of field measurement, Forestry Commission and 

inaccessible GLAS points. 

 

 
Figure 3.6: Representation of GLAS footprints selected for field data collection 

using random sampling 

 

Details of these selected footprints are presented in Table 3.3. 
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Table 3.3: Summary of footprints used for waveform analysis 

 Data 

Year 

Month Laser 

Campaign 

Number of 

Footprints 

Field 

Measurements 

2003 October L2A 5 

2004 February L2B 4 

2004 October L3A 1 

2005 May L3C 2 

2006 June L3F 3 

2006 November L3G 4 

Forestry 

Commission  

2003 October L2A 4 

2004 February L2B 1 

2004 October L3A 1 

2005 May L3C 8 

2006 June L3F 5 

2006 November L3G 4 

Inaccessible 2003 October L2A 1 

2004 October L3A 7 

Total 50 

 
A handheld Garmin eTrex GPS receiver was used, with an accuracy level of 7 

meters or below, to locate the footprint centres. Within each footprint, angle of 

elevation (top) and depression (base) of trees greater than 10 cm DBH were recorded 

with a clinometer. Also, horizontal distance from trees, ground elevations, species 

and description of footprint were recorded in the ‘field data form’ (Appendix-II).  

 

Data collection was flexible in terms of the sample size; however, variability was 

taken care of. In compartments with homogeneous cover, fewer trees were measured 

than in uneven-aged plots. In uneven-aged areas, within footprints, data was 

collected in 4 annular plots, one in centre and three on the footprint margin at 

approximate azimuths of 0
o
, 120

o
 and 240

o
. Radius of central plot was 10 meters 

while the radii of smaller marginal plots were 5 meters each. Radius of the central 

plot was kept more than the marginal ones, to account for the reflected LiDAR 

energy which has a central maximum and fades away radially outwards (Duong et 

al., 2006b). Figure 3.7 gives the conceptual sampling design for a footprint.  
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Figure 3.7: Conceptual layout of sample plot for measuring canopy heights in the 

field 

 

3.3.3. Waveform processing 

This section forms the core of this study where application of a new method, Fourier 

Transform, for waveform fitting is introduced for obtaining canopy heights.  

3.3.3.1. Fourier Transform: 

Fourier transform is a combination of analysis and synthesis of a wave. It converts 

the waveform from time domain to frequency domain and decomposes it into two 

components, i.e. the real and the imaginary part (cosine and sine, respectively). A 

spectral estimator is used to measure the signal strength per unit of frequency. Power 

Spectral Density (PSD) was used as a spectral estimator, which was in angular units 

(radians), to find the region of maximum signal strength. The angular units (ω) were 

converted to the number of waves (harmonics) using equation 3.1, which 

represented the signal strength.  

 

ω = 2π/T      (3.1) 

 

where, ω is power per unit frequency, 2π=360
o
, T is the time duration. The number 

of harmonics was used for synthesizing back a waveform from the decomposed one. 

 

Figure 3.8 and 3.9 exemplifies the PSD analysis. Figure 3.8 shows an actual 

waveform in time domain over which PSD analysis was performed. Figure 3.9 

shows the decomposed waveform in frequency domain where the red dotted line (at 

15
th

 frequency) marks the range of maximum signal strength. 
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Figure 3.8: Actual waveform in time domain 

 
Figure 3.9: Decomposition of waveform in Figure 3.8 into frequency domain, using 

PSD analysis. Red dotted lines mark the range of maximum signal power. The signal 

has been zoomed for better visualization 

 

By substituting 15 in equation 3.1, we get 24 harmonics in this particular case, 

which will be used for synthesizing the fitted waveform. 

 

As canopy height is the distance between signal-start after noise and the centroid of 

the last peak, it was crucial to detect these points efficiently. A MATLAB code was 

used to identify waveform parameters, which was developed by Dr. Jadunandan 

Dash. Various steps, taken to arrive at canopy height estimation (Figure 3.10), are as 

follows: 
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Figure 3.10: Flow diagram of waveform processing 

3.3.3.2. Waveform Normalization: 

Since different waveforms have different amplitude intensities, it is inconvenient to 

apply a single threshold value to all waveforms. Figure 3.11 shows two different 

waveforms on the same scale. Due to difference in amplitude intensities, a single 

threshold value cannot be used for noise discrimination. 
 

 
Figure 3.11: Comparing two waveforms before normalization 
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Waveforms digitized at different times can be compared after they are normalized. 

This was achieved by dividing the received energy at each instance (Ei)  by the total 

received energy (ET) , where total energy is  (Duong et al., 2006a). 

Mathematically, it is expressed as: 

 

Normalized waveform= Ei /    (3.2) 

 

Having normalized the waveforms as shown in Figure 3.12, their comparison and 

processing is convenient, especially in defining the noise level. 

 

 
Figure 3.12: Comparing two waveforms (from Figure 3.11) after normalization 
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3.3.3.3. Waveform smoothing and fitting: 

The normalization step was followed by smoothing the normalized waveform and 

fitting a modelled waveform to it. For this purpose, Fast Fourier Transform (fft 

function in MATLAB) was used which is an efficient algorithm (Zadiraka and 

Igisinov, 1973) to compute discrete Fourier transform (analysis) and its inverse 

(synthesis). The number of harmonics, in essence, is the number of fitted peaks to 

the actual waveform. In this study, 30 harmonics were used for smoothing of and 

model-fitting to the normalized waveform.  Figure 3.13 shows the normalized 

waveform (top) in blue along with the Fourier fitted waveform (bottom) in red. 

 

 

 
Figure 3.13: Normalized waveform before (top) and after (bottom) Fourier fitting 
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Fundamentally, frequency domain was obtained from time domain using the Fourier 

algorithm as given in equation 3.3: 

 

   (3.3) 

 

Where, a0, an and bn are the coefficients of amplitude of the fitted wave (sinusoids), 

n is the number of time instances and t is the position of respective fitted wave. 

 

3.3.3.4. Threshold and background noise: 

The GLAS echo telemetered in 544 bins corresponds to a height of 81.6 meters over 

land. Out of 544, the first 200 bins (30 m) were used to define the noise level. The 

remaining 344 bins (51.6 m) were sufficient to represent the vegetation structure 

without truncation. A noise threshold level was used to single out the signal from 

noise and identify locations of signal-start and signal-end. Start and end of the signal 

are threshold crossings of the leading and trailing edges (Harding and Carabajal, 

2005). As stated in Lefsky et al. (2005), the threshold level was set to the sum of 

mean noise and 4 times the noise standard deviation. The resulting waveform from 

this step is shown in Figure 3.14. 

 

 

 Threshold level= mean noise + 4* noise standard deviation (3.4) 

 

 

In this study, the first 200 bins were used to calculate the threshold parameters as 

shown below: 

 

 

Mean noise =  = /200    (3.5) 

 

Noise standard deviation =   (3.6) 

 

Where,  is the received energy at time i. 
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Figure 3.14: Using a defined threshold level to discriminate between noise, signal-

start and signal-end (as in equation 3.4)  

 

3.3.3.5. Identification of peak locations: 

Most important was the detection of points of inflection, from which other variables 

like ground, canopy top and canopy height can be worked out. First, all peaks were 

identified by a search window (1 nanosecond) which moved from start to end of the 

waveform. The window calculated the difference between two succeeding 

amplitudes, and stopped until it found the point where the first derivative changed 

from positive to negative or vice versa. In this way, all the peaks and troughs were 

identified and marked as shown in Figure 3.15. Further, the peak with maximum 

amplitude was observed, which was used for ground, canopy point, canopy top and 

finally canopy height. 
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Figure 3.15: Identified peaks (in red circles) and troughs (in green circles) on the 

fitted waveform. Peak with maximum amplitude is also marked for determining 

ground, canopy top and canopy height. 

 

3.3.3.6. Detecting Ground, Canopy-top and Canopy height: 

To detect these parameters, the maximum amplitude was used as a reference. From 

this point, the window moves towards the signal-end and searches for a ground 

return peak. Peak with amplitude one-fifth the maximum amplitude, above the 

defined threshold, was detected as the ground return. It was assumed that due to 

reduced penetration and decay of energy through the canopy (Parker et al., 2001), 

the return energy can be as low as one-fifth of the maximum amplitude. If these 

conditions were not met, the maximum amplitude peak was designated as the ground 

return. 

 

After detecting ground, again, the window moves from the maximum amplitude 

peak towards the signal start to search for canopy point. Canopy point is defined 

here as the first peak after the signal-start which is above the threshold level. 

Leading edge of the canopy point indicates the canopy-top, because as soon as the 

signal interacts with the uppermost foliage and/or branches, it is excited. Further, 

canopy height was calculated as the distance between ground return and canopy top 

(Figure 3.16). In case the ground return and the canopy top peaks coincided, the 

canopy height was zero. 
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Figure 3.16: Representation of final parameter detection (using the MATLAB code). 

Red and green circles show the waveform peaks and troughs, respectively. 

 

Similarly, canopy heights were calculated from all selected waveforms and 

compared with their respective field data using coefficient of correlation. Heights 

retrieved from GLAS were also compared with the airborne laser altimeter data. 

3.3.4. Data analysis 

Surface elevations from different DTMs were categorized into three classes which 

are described below: 

a) Accurately estimated elevations: Elevations with ±2 meters difference from 

DTM_OS 

b) Over estimated elevations: GLAS elevations are above 2 meters from 

DTM_OS 

c) Underestimated: GLAS elevation are below -2 meters from DTM_OS 

 

Angles of elevation and depression of tree top and bottom (respectively), and 

distance of tree from the point of observation were used to calculate tree heights 

(equation 3.7). 

 

 Canopy height (field) = d*tanθ + d*tanΦ   (3.7) 

 

Where, d is the distance between the tree and the point of observation (in meters), θ 

is the angle of elevation of the canopy top in degrees, and Φ is the angle of 

depression of the tree bottom in degrees. Because the waveform is sensitized by the 
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uppermost foliage and/or branches, it represents the maximum canopy heights inside 

the footprint. For this reason, field canopy heights of dominant trees were used for 

analysis. Moreover, there was a time lag between GLAS acquired data (see Table 

3.3) and field collected data, during which heights increments were expected. 

Annual height increments for each species were worked out from yield tables and 

subtracted from field calculated canopy heights, to get adjusted canopy heights. 

 

Canopy heights for the footprints falling in Forestry Commission sub-compartments 

were estimated from Yield Class curves in Hamilton and Christie (1971). Forestry 

Commission data contained planting year and yield class on sub-compartment level. 

Crop age was estimated as the difference between planting year and GLAS data 

acquisition year. With these parameters at hand, canopy height was worked out as 

shown in Figure 3.17. Crop Yield classes are illustrated in red box. The red dotted 

lines show the intersection (at red cross) of age-axis and the Yield class. Canopy 

height can readily be obtained from the vertical axis. In Figure 3.17 Yield class 12, 

for example, refers to timber volume of 12 m
3
/year/hectare. 

 

 
Figure 3.17: An example of Yield Class curves adapted from (Kilpatrick and Savill, 

1981). 

 

Maximum height (e.g. 18 m in Figure 3.17 for a crop with 30 years of age and Yield 

class 16) was taken as canopy height of the sub-compartment. 

 

As the study involved comparative analysis and validation, scatterplots were used to 

display the relationship between two quantitative variables. This was to visualize the 

overall form of relationship and look into striking deviations, if any. Further, 
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Pearson’s coefficient of correlation (R) was used as a numerical supplement of linear 

relationship between two datasets. Nevertheless, R-value does not inform on the 

magnitude and direction of associated errors. For this purpose, root mean squared 

error (RMSE), which is the absolute measure of the distance between the estimate 

and the reference (Sumnall, 2009), was calculated to quantify these errors. 
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4. Results and discussion 

Two tailed Pearson’s correlation in Statistical Package for Social Scientists (SPSS 

v.16) was used to compare any two datasets resulting from the adopted 

methodology. Scatter plots were produced with the same software package for 

analysis. R-value and RMSE were used as indicators of ‘goodness of agreement’ 

between corresponding variables. For the purpose of convenience, objective-wise 

results are presented in this section, followed by respective discussion. 

4.1. Relationship of GLAS elevation products  

Results of correlation of different DTMs used in this study with the Ordnance 

Survey DTM (DTM_OS) in Test Site A are shown in Figure 4.1 (a, b, c & d). All 

four figures are captioned under Figure 4.1 (d).  
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45 

 
Figure 4.1: Relationship of (a) DTM_SRTM, (b) DTM_NF, (c) GLA06 and (d) 

GLA14 elevations with DTM_OS at Test Site A. Points in red indicate over and 

under estimated elevations. The red dotted line represents 1:1 line. 

 

Figure 4.1 shows that DTM_OS is comparatively well correlated with DTM_SRTM 

(R=0.969) and DTM_NF (0.965) than with DTM_06 (0.958) and DTM_14 (0.960) 

for the given GLAS footprints.  Because of coarser resolution of DTM_SRTM and 

DTM_NF, there is not much variation observed in Figure 4.1 (a) and (b), resulting in 
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higher correlation (Shafique et al., 2010). On the other hand, GLAS DTMs were 

interpolated at 2 m spatial resolution from point elevations. Apart from resolution, 

the lower coefficient of correlation of GLAS data can be attributed to linear but large 

scatter (in red). Similarly, the RMSE of DTM_14 is higher than the other three 

DTMs (DTM_SRTM, DTM_NF and DTM_06), which is because of the possible 

‘errors’ it might have inherited during processing of GLA06 to get GLA14. ‘Errors’, 

here, refer to the uncertainties involved in ground peak detection using the 

correction flags in GLA06 and the associated method. It is important to mention that 

GLA06 elevations are obtained from the ‘centroid’ of the full-waveform (Brenner et 

al., 2003). On the contrary, GLA14 elevations are taken as the last peak of the 

waveform with maximum amplitude (Harding and Carabajal, 2005). 

 

The lowest RMSE is depicted by DTM_06 which shows that the elevations 

predicted by GLA06 are more in agreement with DTM_OS (Figure 4.1 (c)). 

Additionally, DTM_06 elevations fall almost over the 1:1 line, showing the least 

bias compared to DTM_SRTM, DTM_NF and DTM_14. Contrary to DTM_06, 

DTM_14 has a higher upward bias but smaller scatter, resembling that of 

DTM_SRTM. These results show disagreement with Harding and Carabajal (2005), 

suggesting the waveform centroid as an indicator of ground height. 

 

Moreover, a clear pattern can be noticed (red circles) in the correlation between 

GLAS data and DTM_OS (Figure 4.1 (c) & (d)). The pattern shows higher over-

estimations than under-estimations, both in magnitude and number, unlike the 

findings of Duong et al. (2009). According to Duong et al. (2009), comparison of 

GLAS and airborne LASER elevations reported slight underestimation of terrain 

height by GLAS. To have an in-depth understanding of GLA06 and GLA14, spread 

of the residuals is shown in Figure 4.2. 
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Figure 4.2: Comparative analysis of accurate, over and under estimated elevations 

obtained from GLA06 (top) and GLA14 (bottom) at Test Site A 

 

In Test Site A, 53.1% of the GLA06 retrieved elevations accurately (±2 m) 

represented true ground, compared to the reference DTM. Nevertheless, 30.7% (>2 

meters with a mean value of 6.6 m) was over-estimated and 16.2% (<2 m with a 
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mean value of -3.2 m) under-estimated. Similarly, 43.7% of the GLA14 predicted 

elevations accurately (±2 m) represented true ground; whereas, 46.4% (mean value 

of 6.1 m) of the predictions were over-estimated and 9.9% (mean value of -3.1 m) 

under-estimated. Furthermore, as shown in Figure 4.2, GLA14 has a slightly lower 

standard deviation (3.685) than GLA06 (3.868); however, when GLA14 is created 

using ‘alternative parameterization’, the percentage of accurately estimated 

elevations is compromised. This again indicates that the last peak with maximum 

amplitude is not the true representative of ground, as noted by Boudreau et al. 

(2008). 

 

Results from similar analysis over Test Site B are presented in Figure 4.3, showing 

correlation of DTM_SRTM, DTM_06 and DTM_14 with DTM_OS. It should be 

noted that test site B did not have DTM_NF coverage and was not included in this 

analysis. 
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Figure 4.3: Relationship of (a) DTM_SRTM, (b) GLA06 and (c) GLA14 elevations 

with DTM_OS at Test Site B. Points in red indicate over and under estimated 

elevations. The red dotted line represents 1:1 line. 

 

Figure 4.3 shows that GLAS data have lower coefficient of correlation (R-GLA06= 

0.929 and R-GLA14=0.954) than DTM_SRTM (R-value=0.967); however, they 

have a slightly lower RMSE. Additionally, GLAS exhibits a lower intercept than 

that of DTM_SRTM, implying lower upward bias in elevations. However, GLAS 

highly exaggerates some of the elevations as shown in red circles in Figure 4.3 (b) 

and (c). Also, similar to test site A, the magnitude of over-estimation is significantly 

higher than that of under-estimation. On the other hand, DTM_SRTM elevations 

have a controlled spread, unlike GLAS data, showing more reliability in height 

prediction. However, GLAS predicted elevations cluster around 1:1 line, with few 

exceptions, showing more consistency with DTM_OS. 

 

By comparing ground elevations predicted by GLA06 and GLA14, it seems that the 

two datasets almost follow the same pattern. At identical instances (red circles in 

Figure 4.3 (b) & (c)), the elevations are highly over-estimated, which correspond to 

thick vegetation cover with no or very little canopy gaps. Over test site B, GLA14 

agrees with DTM_OS than GLA06 does, which indicates significance of considering 

the last peak as ground return. However, coefficient of correlation and RMSE alone 

are not explaining spread of the errors which is shown in Figure 4.4. 
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Figure 4.4: Comparative analysis of accurate, over and under estimated elevations 

obtained from GLA06 (top) and GLA14 (bottom) at Test Site B 
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Histograms in Figure 4.4 show that alongside improving the coefficient of 

correlation, RMSE and standard deviation, the processing has compromised the 

elevations which were accurately predicted in GLA06. On one hand, the under-

estimated elevations have been accounted for while on the other hand the over-

estimation has increased considerably. The pattern of shift in errors is similar to that 

at test site A. 

4.1.1. Discussion 

Investigations revealed that biases in GLAS derived DTMs occur over thick forest 

cover and/or where the canopy structure is coarser. However, in cases of sparse 

vegetation, deciduous trees with low canopy density, small built-up areas with clear 

surroundings and agricultural fields, GLAS elevations are consistent with DTM_OS 

(±2 m), because of minimal obstruction (Takeda, 2004). 

 

Interestingly, irrespective of the forest type (conifer/broadleaved/mixed) in test site 

A and B, GLAS elevations are biased (either positively or negatively). 

 

It can be inferred that high canopy density obstructs the LiDAR beam to penetrate 

and reach the ground. The energy which succeeds to reach the ground is weak and 

does not register a high intensity peak on reception. Alternatively, the peak with 

high amplitude is detected as ground and the remaining weak signal is binned closer 

to noise. If the trailing edge is assumed as ground, then it complies with the 

Ordnance Survey elevations. Figure 4.5 (a) & (b) shows two cases where GLAS 

derived surface elevations were over-estimated by 12.7 m and 7 m, respectively. In 

Figure 4.5 (a), the difference between ‘GLAS ground’ and ‘DTM_OS ground’, if 

calculated from the waveform is 9.2 m. Similarly, in Figure 4.5 (b), the difference is 

6.15 m which are close to the over-estimation (12.7 m and 7 m, respectively) at these 

footprints. Trailing edge (in Figure 4.5 (a) and (b)) is possibly the response of litter 

scattered on forest floor which causes delay and decay of signal due to multiple 

scattering (Brenner et al., 2003, Mallet and Bretar, 2009). Over and under 

estimations due to litter depend on its thickness, three-dimensional distribution and 

spectral properties (Kimes et al., 2006). After multiple scattering, a strong signal will 

under-estimate the ground; whereas, weaker signal after multiple scattering will 

cause over-estimation due to increased path length (Brenner et al., 2003). 
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Figure 4.5: Processed waveforms of surfaces which are 12.7 m (a) and 7 m (b) over-

estimated by GLAS, as compared to DTM_OS. In (a), the difference between 

DTM_OS and GLAS is 9.2 m ((539-478)*0.15). Similarly, the difference calculated 

from (b) is 6.15 m. Waveform peaks and troughs are shown in red and green, 

respectively. 

 

In the test sites, GLAS estimated ground elevations are on average 6.6 meters higher 

than true ground heights with extreme cases up to 20 meters. It can be argued that 

since DTM_OS is a result of interpolated contours at 10 meters interval, it is 
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possible to have high topographic variations between two contours. Although, this 

argument may hold true in case of differences up to few meters; however, in cases 

where the difference is higher, the argument may not resist. Possible reason behind 

high over and under-estimations is within-footprint heterogeneity which is averaged 

by GLAS. 

 

Furthermore, soil moisture may also be a factor which causes decay in the return 

pulse by absorbing some of the incoming energy (Brenner et al., 2003). 

 

Above discussion indicates that there are complexities involved in estimating 

absolute ground elevation from GLAS waveforms which will be reflected in canopy 

height estimation. An over-estimated ground will result in under-estimated canopy 

height and vice-versa. This was addressed by objective 2 (Section 4.2 underneath). 

4.2. Accuracy of GLAS derived canopy heights 

Canopy heights calculated from field and Forestry Commission data correlated with 

those obtained from GLAS waveforms showed a correlation of 0.59, with an RMSE 

of 5.18 meters (Figure 4.6). Heights derived from GLAS waveforms are hereinafter 

referred to as ‘GLAS Estimated Height’. Individual comparison of field and Forestry 

Commission heights with those derived from GLAS data is given in APPENDIX-III. 

 

 
Figure 4.6: Correlation of canopy heights obtained from waveform analysis and 

those collected from field and Forestry Commission data. Outliers are shown in red. 

Red dotted line shows 1:1 line. 

 

The offset of about six meters represents positive bias in GLAS estimated canopy 

heights. Also, the data has a wider spread around the correlation line. Low 
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correlation between the two datasets is because of few outliers, as shown in Figure 

4.6 (in red). At these outliers, the over and under estimation of canopy heights were 

up to 11 and 13 meters, respectively. Analysis of these outliers revealed that over 

mixed and/or multiple canopies, the algorithm derived heights were positively 

biased. In cases of thick vegetation cover, the heights were under-estimated. 

Uncertainties in ground detection, as discussed in Section 4.1.1, further justify the 

bias in canopy heights. 

4.2.1. Discussion 

Waveforms of two extremely biased heights (11 m and -13 m) are presented in this 

section one after the other. 

4.2.1.1. Extreme Over-estimation: 

Figure 4.7 represents the waveform of a footprint which covered a sparse patch of 

oaks (196 years of age) dominated by low canopies. In the study area, oaks are not 

managed for commercial purposes; hence, height variations are expected. The 

LiDAR signal was excited by foliage of higher but few canopies, resulting in slight 

amplitude rise (red arrows in Figure 4.7); however, a strong response was registered 

from the lower canopies. For similar conditions, waveforms behaved the same way, 

resulting in over-estimated canopies. Vegetation structural heterogeneity is 

documented to complicate the relationship between LiDAR-derived and ground-

derived canopy heights (Clark et al., 2004). Because the waveform behaviour was 

dictated by few trees, it was not a true representative of all vegetation within the 

footprint. 

 

 
Figure 4.7: Extreme case of over-estimation up to 11 meters. Red and green circles 

show waveform peaks and troughs, respectively. 
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Figure 4.8 gives an aerial view of the location represented by waveform in Figure 

4.7. The area is covered with old oaks, in which canopy heterogeneity can be 

noticed. The red circle represents the approximate footprint size. 

 

 
Figure 4.8: Footprint location of waveform (in Figure 4.7).  Red dot shows the 

footprint centre, labelled with record and shot number. Image taken from  Google 

Earth (NOAA, 2009). 

 

4.2.1.2. Extreme Under-estimation: 

Figure 4.9 is a representative waveform where high under-estimation (13 m) in 

canopy height determination was observed. This footprint covered a young crop (29 

years of age) of Douglas Fir with dense canopy, because of which the signal was 

obstructed. The signal, that penetrated the canopy, was weak and could hardly 

register a high amplitude peak. Another factor could be soil moisture, which is 

expected to be more under dense canopy cover, causing signal decay. Such 

conditions introduce uncertainties in precise ground detection, as discussed in 

Section 4.1.1., and ultimately result in biased canopy height estimates. 
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Figure 4.9: Extreme case of under-estimation up to 13 meters. Red and green circles 

show waveform peaks and troughs, respectively. 

 

Figure 4.10 gives an aerial view of the location represented by waveform in Figure 

4.9. The area is covered with young crop of Douglas Fir (29 years of age). The red 

circle approximates the footprint size. 

 

 
Figure 4.10: Location of waveform (in Figure 4.9). The footprint, centred at red dot, 

covered young Douglas Fir crop. Image taken from  Google Earth (NOAA, 2009). 



58 

Another important factor, to which GLAS data is reportedly sensitive, is crop age 

(Helmer and Lefsky, 2006, Sun and Ranson, 2000) which might have introduced 

bias in canopy heights estimated from waveforms. It should be noted that Figure 4.7 

and 4.9 are representatives of footprints covered with old oaks (196 years) and 

young Douglas Fir (29 years), respectively. 

 

It is interesting to note that four out of the six outliers fall within the Forestry 

Commission compartments, for which canopy heights were estimated from the Yield 

class curves. Only by removing these four outliers from analysis, the correlation 

improved from 0.59 to 0.72 and lowering RMSE from 5.18 m to 4.07 m, as shown in 

Figure 4.11. 

 

 
Figure 4.11: Improvement in R-value and RMSE, compared to Figure 4.6, after 

removal of four data points estimated from Yield class curves. 

 

Figure 4.11 gives insights about the Yield class curves which were used to estimate 

canopy heights. Yield tables are species-specific generalized models created for 

compartments and sub-compartments, covering larger spatial extent than covered by 

GLAS footprint (about 70 m in diameter). There is a possibility that variation in site 

qualities exist on (sub) compartment level, which affects tree growth. Furthermore, 

Forestry Commission Yield models are not dynamic and depict a mean trend on 

(sub) compartment level (Rosette et al., 2008). This seems to be a valid reason for 

biases in canopy heights extracted from Yield class curves and those estimated with 

Fourier method. Moreover, this analysis demonstrates robustness of the new method 

of waveform processing for canopy height estimation, showing ‘good’ agreement 

with field measured heights. 
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Further, waveforms in Figure 4.7 and 4.9 are representatives of all the six outliers 

(Figure 4.6). Due to the uncertainties explained in Sections 4.2.1.1 and 4.2.1.2, these 

waveforms were removed to see the effectiveness of the Fourier method. Fourier 

heights obtained from the remaining waveforms showed an improved correlation 

with field measurements as shown in Figure 4.8. 

 

 
Figure 4.12: Correlation of field and GLAS estimated (Fourier) heights after 

removal of all six outliers. 

 

Removal of six outliers (4 from Forestry Commission and 2 from field data) 

noticeably improved the coefficient of correlation from 0.59 to 0.79, and lowered the 

RMSE from 5.18 m to 3.18 m. With an  automated method of ground identification 

based on iterative Gaussian fitting, Rosette et al. (2008) were able to explain 74 % of 

the variance in canopy heights in Forest of Dean, UK. It is logical to compare results 

from Rosette et al. (2008) with this study, because the two study sites (Forest of 

Dean and the New Forest National Park) have almost similar environmental 

conditions and are managed by Forestry Commission of Great Britain. It is 

important to mention that using DTM corrections, Rosette et al. (2008) were able to 

explain 89 % of variability in canopy heights. The method applied in this study, 

however, does not need topographic correction. This implies the advantage of 

Fourier method of waveform analysis to automatically estimate canopy heights in 

the absence of DTM. 

4.3. Comparison of airborne and GLAS canopy heights 

Canopy heights estimated from GLAS data and those from the airborne LiDAR were 

separately correlated with field measured heights as shown in Figure 4.13. 

Coefficient of correlation and RMSE were used as indicator of ‘goodness of 
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agreement’ between estimated and field-based measurements. Although the two 

areas were not spatially coincident, they had similar environmental and topographic 

conditions and were within the New Forest National Park. 

 

 
Figure 4.13: Comparison of performance of spaceborne/GLAS (top) and airborne 

(bottom) sensors under similar environmental and topographic conditions. Red 

dotted line indicates the 1:1 line. 
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From Figure 4.13, it is quite evident that airborne and GLAS height estimates are 

highly correlated with ground-based canopy heights with R-values of 0.80 and 0.79, 

respectively. GLAS estimated heights, however, have slightly higher RMSE (3.18 

m) than airborne LiDAR (2.76 m). 

 

Furthermore, GLAS estimated heights have a slightly lower intercept, showing a 

lower bias as compared to airborne data. Keeping in view the intricacies involved in 

GLAS estimated canopy heights from Section 4.2, the comparative lower bias might 

have been caused by its low sample number. It should also be noted that GLAS 

waveforms give maximum canopy height of the whole footprint. On the other hand, 

airborne LiDAR gives individual tree height because of high point density (1.2 

points per m
2
). This generalization of GLAS data has a smoothing effect on the 

overall bias, yielding lesser precision (Carabajal and Harding, 2001).  

 

For the purpose of better visualization, GLAS and airborne heights are graphically 

compared with respective field measurements, as shown in Figure 4.14, and 

explained underneath. 

 
Figure 4.14: Graphical representation of field (blue) and estimated (maroon) 

heights measured from GLAS (top) and airborne (bottom) systems. 
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In Figure 4.14, field measured heights are represented by blue bars and 

GLAS/airborne estimated heights by maroon bars. The vertical axes (tree height) are 

in meters. Horizontal axes are labelled with point identities. Analysis of the two 

datasets revealed that 30.5% and 54% of canopy heights were under-estimated by 

GLAS and the airborne LiDAR, respectively. 

4.3.1. Discussion 

Results presented in Section 4.3 show that airborne LiDAR has under-estimated 

54% of the canopy heights. There are two possible reasons for this under-estimation. 

Firstly, in discrete return systems the probability of hitting the canopy top is lower 

than hitting the ‘tree shoulder’ (Lefsky et al., 2002b, Dubayah et al., 1997). 

Secondly, limited pulse penetration to the ground through the canopy is reported to 

introduce errors in ground detection (Gaveau and Hill, 2003, Hyyppa et al., 2001). 

Approximately 25% of returns were considered as terrain points (Sumnall, 2009), 

which might have lowered the accuracy. However, with high point density (1.2 

points per m
2
) the airborne system was able to capture higher variability than GLAS. 

 

Canopy heights estimated from GLAS data in the study area, had a general trend of 

over-estimation (69.5%) as compared to field measured heights. This exaggeration 

can be attributed to the uncertainties discussed in Sections 4.1 and 4.2. Nevertheless, 

the closer relationship between airborne and GLAS results shows the ability of the 

latter in global studies. 

 

Other studies have also demonstrated good agreement between GLAS and airborne 

LiDARs; however no field data were used for validation. Duong et al. (2009), for 

example, reported a difference of 1.89 m between airborne LiDAR and GLAS height 

estimates over vegetated land cover. Similarly, Sun et al. (2008) were able to explain 

a maximum of 82% of variation in canopy height derived from LVIS. 

 

Recently, indirect validation of GLAS derived biomass with field data was 

attempted, using airborne data as a link (Boudreau et al., 2008). A two-step approach 

was followed. First, Portable Airborne LiDAR system (PALS) was used for biomass 

estimation, resulting in an R
2
 of 0.65 with field calculated biomass. Secondly, with 

the PALS results GLAS biomass estimates were evaluated. The agreement between 

PALS and GLAS was 0.54 (R
2
). This result seems to be low due to dependency on 

PALS estimates, which are not true representation of the field measured biomass. 

 

Specific studies on field-validation of airborne LiDAR and GLAS derived estimates 

are limited. Several studies, however, have shown good agreement of GLAS derived 

variables with field measurements. 

 

In general, because of its high point density, airborne LiDAR has a higher spatial 

resolution than GLAS. This results in detailed and accurate information on 

vegetation structure, canopy height in this case. However, due to its discrete return 

and small footprint size, airborne LiDAR only records portions of the canopy. On 
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the other hand, full-waveform large-footprint LiDAR (such as GLAS) is capable of 

digitizing complete vertical structure of the canopy. In addition, full-waveform 

LiDARs offer information on canopy density which is represented by the amplitude 

strength. 

 

Lastly, application of airborne and spaceborne LiDARs is more objective driven. 

Having global coverage, GLAS data can be used to extract regional and/global 

information. On the other hand, airborne LiDARs provide detailed local information. 

This marks a trade-off between the quality and spatial extent of information. 
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5. Conclusion and recommendation 

5.1. Conclusion 

Overall aim of the study was to evaluate the potential of ICESat/GLAS to estimate 

canopy height in the New Forest National Park, UK. Since GLAS derived height 

greatly depends on correct detection of ground return (Carabajal and Harding, 2001), 

it was of critical concern to analyse GLAS elevation products. Specific objectives of 

the study were to explore GLA06 and GLA14, estimate canopy height from GLA01 

and compare the GLAS derived heights with an airborne LiDAR canopy height 

estimates. The study was successful to meet all the set objectives and answer the 

associated research questions. 

 

To explore GLAS elevation products, two test sites were selected for this analysis. 

Test site A represented low land; whereas test site B had relatively higher elevation 

ranges. Raster surfaces (2 m resolution) created from GLA06 and GLA14 point 

elevations were individually compared with the reference surface (2 m resolution) 

created from Ordnance Survey maps. Additionally, SRTM (90 m) and an 

Interferometric Synthetic Aperture RADAR (IFSAR) (5 m) were also used to 

compare their performance with GLAS data. Despite different spatial resolutions, 

high correlation of all DTMs with DTM derived from Ordnance Survey data was 

indicative of low topographic variations and flat terrain in the study area. For this 

reason, slope factor was not included in analysis. 

 

Two GLAS altimetry products (GLA06 and GLA14) were compared with the 

reference DTM to investigate their accuracy in estimating surface elevation. It was 

observed that thick and/or coarser canopies introduced bias in GLAS derived surface 

elevations. However, in areas where signal obstruction was minimal, GLAS 

elevations were consistent (±2 m) with DTM_OS. Possible reason for these biases is 

presence of litter on the forest floor, causing multiple scattering which attenuates the 

return pulse. Soil, in the study area, is most often damp due to the nature of forest 

type and weather conditions. Because GLAS operates in NIR (1064 nm) channel, 

pulse weakening due to soil moisture is also expected. 

 

Individual analysis of GLA06 and GLA14 was also carried out which had interesting 

outputs.  It was observed that at test site A, GLA06 had the lowest absolute error 

(RMSE=4.04 m) than the other DTMs. At test site B, however, GLA14 resulted in 

lower RMSE (4.89 m) than the other DTMs. Response of GLA06 and GLA14 to test 

sites A and B was logical. GLA06 is ‘designed’ for ice-sheet elevations where 

within footprint relief is not pronounced. GLA06 performed well at test site A 

because of its relatively flat terrain. GLA14, conversely, is derived for land altimetry 

accounting for surface properties such as relief variations. Test site B had 
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comparatively higher elevation ranges than test site A, which allowed GLA14 to 

perform well. 

 

Further analysis of error distribution showed a positive shift in error from GLA06 to 

GLA14, at both sites. The frequency of over-estimation was higher in GLA14 as 

compared to GLA06. Although, the exact reason for this difference could not be 

investigated in this study; possible reason is the processing method by which 

GLA14 is obtained from GLA06. The unexplained variation may be due to GLAS 

positional errors (Duong et al., 2009, Carabajal and Harding, 2005). 

 

Inaccuracies in ground peak detection have been reported to introduce uncertainties 

in canopy height estimation (Boudreau et al., 2008, Carabajal and Harding, 2005, 

Sun et al., 2008). This study demonstrated the ability of Fourier Transform to tackle 

such issues. Also, an automated method for detecting major peaks in the ‘raw’ 

waveform was developed. Due to signal attenuation, it was assumed that the actual 

ground return can be the peak with energy 20% lower than the peak of maximum 

amplitude. Effects of forest litter and soil moisture are possible reasons for signal 

weakening. With the methodology adopted, this study succeeded to explain 79% of 

the variation in canopy height estimation compared to field data. Justifications for 

the unexplained variance may be due to other factors like footprint eccentricity, 

representation of field measured height in GLAS data and energy decay between 

transmitted and received pulses, which were not investigated in this study. 

  

Finally, results from airborne and spaceborne (GLAS) LiDARs were compared with 

field measured canopy height which showed high correlations. Although the two 

datasets were not spatially coincident, they represented similar environmental and 

topographic conditions and were within the New Forest National Park. GLAS and 

airborne LiDARs were able to explain 79% and 80% of variation in canopy height in 

the study area, respectively. GLAS estimated canopy heights, however, had a 

slightly higher RMSE (3.18 m) than airborne LiDAR (2.76 m). These results 

indicated the potential of GLAS in canopy height estimation over larger spatial 

extents. 

5.2. Study limitations 

a) Weather conditions and time limitation were the factors affecting the 

number of trees sampled in the field. It was attempted, however, to capture 

within-footprint canopy height variations. 

b) Footprints used in terrain (DTM) and canopy height analysis were not the 

same. Should they be the same, this could have given supplementary 

insights on the biases in DTMs, reflected in canopy height using the so-

called waveform-to-DEM matching analysis (Carabajal and Harding, 

2001). 

c) In this study, clinometer was used in the field for recording angles of 

elevation and depression of tree top and bottom, respectively. Tangent 

method was applied to workout canopy height. The tangent approach is 
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expected to introduce an error  of about 1.1 m for an average maximum 

canopy height of 26.6 m (Rosette et al., 2008). 

d) FC yield models are not dynamic and depict a mean trend on (sub) 

compartment level (Rosette et al., 2008). In this study, the highest 

deviations were observed between GLAS estimated and Yield model 

derived canopy heights. This suggested careful use of Yield curves for 

extracting height. 

5.3. Recommendations 

In future work, effect of footprint eccentricity, slope and energy decay between 

transmitted and receive pulse may be taken into account. Also, being beyond the 

scope of this study, the underlying processing method of GLA06 to get GLA14 was 

not investigated. Future work on this will expand understanding of the latent errors 

between the two products.  The study succeeded to achieve encouraging results with 

minimum GLAS parameters. This implies that application of other ancillary 

variables and correction flags may enhance the results. Moreover, due to the 

possibility of losing some ‘significant’ peaks, the existing assumption of fitting six 

Gaussian modes to the raw waveform may be relaxed to include more Gaussian 

peaks. 

 

There is a dearth of literature regarding comparison of airborne and spaceborne 

LiDAR estimates with field data. Studies on validation of spatially coincident 

airborne and spaceborne LiDARs data with field data are needed to evaluate these 

sensors.  

 

Last but not the least, application of the presented methodology in other similar 

studies is strongly recommended to validate its repeatability and transferability. 
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Appendices 

Appendix-I  
Calibration tables in GLA01 header: 

Calibration table 1 which is used by IDL programme to convert ‘counts’ to ‘volts’. 

The count values ranges from 0-255. Each corresponding count has its own 

calibration value.  
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Appendix-I, Contd. (Calibration table2: Count to volt) 
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Appendix-II 
The following format was used for recording field data. Tangent method was applied to 

convert angles (elevation and depression) to tree height.  

 
Elev = Elevation of footprint recorded with GPS (m) 
C = Circumference (girth) of samples tree (cm) 

D1 = Distance from sampled tree (m) 
ϴ1 = Angle of elevation of tree top (degrees) 

ϴ2 = Angle of depression of tree base (degrees) 
 

Appendix-III 
These graphs show that most of the over-estimations in tree heights were observed in 

footprints for which data was taken from Yield curves. 

 
Top graph= GLAS height (maroon) and Field height (blue) 

Bottom graph= GLAS height (maroon) and Forestry Commission height (blue) 
Vertical axis= height in meters, Horizontal axis= point ID 


