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Abstract

Earth Observation (EO) data products are required for environmental monitoring and
for use in various ecosystem and climatological models that are essential for the
advance of Earth system science in securing our planet’s future. They are often used
in combination within-situ measurements for long term monitoring and modelling.

To have confidence in such remotely sensed data in accurately estimating geo-bio-
physical parameters, they need to be validated and quality assured. This requires
establishing relationship between field measurements and imagery through up-
scaling and data aggregation. This up-scaling is non-trivial when the effect of the
atmosphere and the very different scales are considered. For example, surface
reflectance are scattered and absorbed by the atmosphere before reaching the sensor
placed within or at the top-of-atmosphere (TOA). In order to address such issues,
this research uses an imaging spectrometer as a transfer standard to account for the
effect of atmosphere between field measurements taken on the ground to that
measured by a high resolution satellite sensor placed at TOA. Specim AlISA-Eagle
imaging spectrometer was used as the transfer standard and SPOT-HRG as the high
resolution satellite data. All data were obtained as part of the NCAVEO 2006 field
campaign. The objective was to use the imaging spectrometer as a transfer standard
for atmospheric correction of SPOT-HRG data in order to provide a validated,
guality assured data product.

Imaging spectrometers in hyperspectral mode have the capability of resolving the
intensity of minor atmospheric absorption features and scattering curve, allowing
correction of spectra to values of reflectance (Céd. 2002). Calibration quality

and radiometric linearity of the Eagle sensor was checked with the NERC-CASI-2
sensor, taken to be the standard in this research. A hybrid atmospheric correction
method known as the RTGC (USGS) was applied on the Eagle data to obtain a fine
resolution reflectance map. It was then validated using two approaches, (i) direct
validation with measured ground targets and (i) indirect validation with an
independent reflectance map produced from the EA-CASI-3 sensor. Direct
validation agreed to about within £2 units of absolute reflectance and indirect
validation agreed to about £1.5 units. The Eagle reflectance map was then used to
atmospherically correct the SPOT-HRG data using the ELM model to produce the
SPOT reflectance map. It was then validated with the Eagle reflectance map and
compared with another independent SPOT reflectance map. The results from this
research established the potential use of the Eagle imaging spectrometer as a transfer
standard in atmospheric correction of SPOT-HRG in providing accurate, validated
and quality assured data, which is traceable with known uncertainty.
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1. Introduction

1.1. Scientific Context

Remote sensing (RS) is uniquely suited to monitoring the Earth at a global scale. No
other surveying method is equipped to measure at such scale and estimate the geo-
bio-physical parameters, so important for understanding and securing our planet’s
future. The communities of researchers interested in the carbon cycle, ecosystem
and climate modelling are increasingly interested in measuring “Essential Climatic
Variables” (ESA, 2004) which are representative of specific biomes, in order to
improve Earth system models at global scale. These variables act as indicators and
their accurate measurement would help in understanding global functioning, carbon
cycle and vegetation dynamics of the Earth (ESA, 2004). One fundamental
constraint within this existing framework is that observations accurate enough to
allow parameterisations of such models are only available at a much local spatial
scale. On a global scale however, a significant source of error lies in properties
estimated from coarse spatial resolution data (Strahler, 2006). Because biosphere
parameters determined through field measurements do not represent the appropriate
scale, they are therefore inadequate to be used directly in global models.
Environmental change metrics at global scale can be very subtle and with the
increasing need for accurate parameterisations of global models, there lies a clear
knowledge gap between what is known empirically through local measurements and
the abstractions inherent in parameterisation used in global models (ESA, 2004).

Establishing relationship between field measurements and imagery is known as up-
scaling (Morisettest al. 2006). Remote sensing can complement field investigations,
offering capability to address spatial scaling issues, characterising environment and
improving the parameterisations in models where details of individual processes
cannot be explicitly represented. This requires observation to be acquired at
appropriate spatial, temporal, spectral and angular resolutions. Even with sufficient
temporal resolution and capability of global coverage coarse resolution satellites
such as MODIS, MERIS, MISR, AATSR (Strahletral. 2006) are inadequate to
characterise spatial variability and non-linearity of biosphere process owing to
limited spectral, spatial and angular resolutions (Plattet. 2003). High accuracy
spectro-radiometric measurements representating spatial variability and non-
linearity of biosphere process can be used in bridging the gap between observations




made at field and global satellite data by the use of transfer functions. This concept
is central to some of the most ambitious and forward-looking research programmes
in global RS (e.g. VALERI, BigFoot, CEOS WGCV/LPV, MODIS cal/val, CCRS,
US EPA and many others). Most groups use high spatial resolution images often in
combination with geostatistical methods as transfer functions to scale up local field
measurements to global datasets (Morisetteal. 2006; Strahleret al. 2006;
http://Ipvs.gsfc.nasa.gov/; http://landval.gsfc.nasa.gov/).

Teillet et al. (2004) in one of their reports to the Committee on Earth Observation
Satellites — Working Group on Calibration and Validation (CEOS-WGCV)
mentioned that monitoring by satellite sensors combined with networkssifi
observations is the only feasible approach for measurement and long-term
monitoring of terrestrial parameters. The challenge lies in providing reliable RS data
to the users and ensuring that measurements and methods yield self-consistent and
accurate geo-bio-physical parameters made from different sensors under varying
observation conditions using dissimilar methodologies. Data standardisation and
product validation are critical aspects of Earth Observations (EO) data if they are to
reflect terrestrial processes as they really are, and not compromised by sensor and
data processing artefacts. With the advent of new, varied and advanced sensors also
comes the responsibility to deliver products, brought to the same standard of
physical units, calibrated to the same standard and validated with field
measurements if they are to contribute to the much needed global products (Teillet
et al. 2001). Two important issues need to be addressed in data validation and up-
scaling: (i) the atmospheric effect on RS data within the atmosphere and (i)
accounting for different spatial resolution between sensors for data aggregation
generally at the Top-of-Atmosphere (TOA). Atmospheric correction assumes
knowledge of the first transfer function in removing the atmospheric influence;
statistical computation assumes knowledge of the second transfer function in
accounting for spatial resolution in this whole framework of up-scaling and data
aggregation for deriving validated global data products.

Airborne imaging spectrometers have very high spatial and spectral resolution, and
so have tremendous potential to act as transfer standards addressing the atmospheric
transfer function in the up-scaling process from field measurements to high
resolution satellite data at TOA. The second transfer function at TOA which is
beyond the scope of the present study deals with transferability of measured
radiance amongst varying spatial resolution of sensors through rigorous statistical
computations. The final validated product can be used for any quantitative analysis
with much confidence. This research aims to evaluate the newly introduced AISA-
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Eagle imaging spectrometer in the UK as a potential transfer standard for
atmospheric correction of SPOT-HRG data. The process can be replicated in future
to similar scientific and operational endeavours.

1.2. Why atmospherically correct SPOT?

SPOT-5 is the fifth satellite in the SPOT (Syste ' me Probatoire d'Observation de la
Terre) series designed by Centre National d’études Spatiales (CNES) of France with
partnership from Belgium and Sweden. The on-board High Geometric Resolution
(HRG) sensor of SPOT-5 offers a ground spatial resolution of 10 metres in
multispectral mode in green, red and near infra-red (NIR) bands of the
electromagnetic spectrum. (Appendix-A. SPOT-5 HRG specifications). Within the
European context, SPOT is probably the most widely used satellite sensing system
as it offers an effective ground resolution small enough to resolve the typical field
sizes. The Validation of Land European Remote Sensing Instruments (VALERI)
project initiated in 2000 supported mainly by CNES and the Institut National de
Recherche Agronomique (INRA), has focused on the development of an effective
methodology to generate high spatial resolution maps of biophysical variables from
satellites and the use of those maps for the validation of moderate-resolution global
products. SPOT was chosen as the main high resolution EO data before comparing
with moderate resolution products could be carried out (Morisette 2006). The
Ordnance Survey has also identified SPOT as the most suitable system for
monitoring land cover change in the UK (Anandakumar, 2008). Demand for better
land surface characterisation using remotely sensed data is ever increasing, resulting
in improved models and algorithms. These in turn require accurately derived
products of the surface material from space borne imageries. This mutually
benefiting and reinforcing cycle, challenges how accurately physically meaningful
data can be extracted from satellite imageries and SPOT occupies an important role
in this segment of high resolution space borne RS sensor.

1.3. Research Problem

There is an acute need for EO data products in combination iwititu
measurements for up-scaling and validation to provide quality data product for Earth
system science and long-term modelling and monitoring. Up-scaling field data and
validating EO product is crucial when the effects of atmosphere are considered
between measurements taken on the ground which may have a spatial support of few
centimetres to a pixel size of kilometres taken from a space sensor. Addressing such
a problem within the scope of this research, required downscaling of the project to
look at how a high resolution SPOT-HRG data can be validated by up-scaling field
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measurement using an Eagle imaging sensor as a transfer standard. Often
atmospheric correction of satellite products such as SPOT are achieved using an
empirical transfer function which assumes that the atmosphere remains constant
over the site which is rarely the case (&hal. 1991 in Smith and Milton, 1999).
Therefore there is need for a transfer standard which can accurately account for the
local scale spatial variability in the atmosphere. Specim AISA-Eagle is an imaging
spectrometer relatively new in the United Kingdom (UK), and therefore its quality
as a potential transfer standard is unknown. It is quite similar to the Itres Compact
Airborne Spectrographic Imager (CASI-2) sensor which has been flown for about
twenty years by the UK Natural Environment Research Council’'s Airborne
Research and Survey Facility (NERC-ARSF) (Appendix-B. CASI-2 specification).
Calibration of the CASI-2 is routinely checked in the laboratory and the instrument
is subjected to annual re-calibration by the manufacturer, Itres Instruments
(Riedmann, 2003). Within this scaled down framework, the research problem seeks
to evaluate the Specim Aisa-Eagle as a potential transfer standard in atmospheric
correction of SPOT-HRG data to provide a validated product. Discussion with Gary
Llewellyn, the Science Coordinator for NERC-ARSF, revealed that NERC intends
to retire the CASI-2 sensor after the last flying season in 2008. (Llewellyn, pers.
Comm. Nov, 2008). With CASI-2 being phased out and AISA-Eagle becoming the
next default sensor for the NERC-ARSF an evaluation of the AISA-Eagle sensor
and an assessment of its potential as a transfer standard to atmospherically correct
SPOT-HRG would be of great practical importance to users of the ARSF facility.

1.4. Novelty and Rationale of the research

Much effort and millions of euro are spent by mapping agencies all over Europe for
retrieving accurate, reliable and lasting data products from satellite imageries with
varied resolutions (spatial, spectral, temporal and radiometric). It is still an evolving
subject and the ‘best practice’ is not yet established limiting its operational use
(www.ncaveo.ac.uk). This research addresses the importance of an imaging
spectrometer as a transfer standard for atmospheric correction of SPOT-HRG data in
order to provide validated and quality assured product. The data were collected as
part of Network for Calibration and Validation of EO data (NCAVEO) field
campaign 2006 in Chilbolton, UK (see Chapter-3). Figure.1-1 describes the scope of
the work.

The advantage of using the Specim AISA-Eagle sensor lies in its very high nominal
ground resolution (1m) and operating capability in the visible (VIS) to near infra-red
(NIR) region of the electromagnetic spectrum (EMS) (~ 0.4 — 0.97 um), acquiring
data in 244 contiguous bands providing rich data source in the spatial and spectral
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domain. (Appendix-C. Specim AISA-Eagle specification). This makes the sensor
ideal for simulating most civil Earth Observation satellite sensors operating in the
VIS/NIR region.

Schematic Diagram

MODIS /| MERIS
Global coverage
Coarse resolution

A
Sacond Transfer function
w.r.t spatial resolution

SPOT -HRG
High / Moderate
resolution

A

AlSA-Eagle " )

e " First Transfer function w.r.t.

Aerial High resolution Atmaspherle effect
Hypersepcral

Field { Ground
Measurement
GER 1500 elc

Ecus Area

Figure 1-1 Schematic diagram of transfer function with dash bordered being
the focus area of the study

The research would require evaluation of the Eagle sensor compared to the known
calibration quality of the CASI-2 sensor which was taken to be the standard in this
study in establishing its potential as a transfer standard. This would deliver practical
result of immediate benefit to the many scientists wishing to use the Eagle data
collected as part of the NCAVEO 2006 field campaign and potential use of it as a
transfer standard in atmospheric correction would provide much value addition for
such scientific application. This research has a significant scientific and practical
contribution towards the larger realisation of offering calibrated and validated EO
data products to users who need them the most.
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1.5. General Objective

Potential use of the AISA-Eagle imaging spectrometer as a transfer standard in
atmospheric correction of SPOT-HRG data by applying the Empirical Line Method
(ELM) using the reflectance map generated from the spectrometer.

1.6. Research Questions

Specific Objective Research Questions

i.  How does the calibration quality of

Eagle compare to CASI-2 sensor?
Evaluate AISA-Eagle sensor g P

compared to CASI-2 sensor. . . . .
P ii.  What is the radiometric response of the

Eagle sensor based on CASI-2 sensor

NJ

iii. Does Eagle data produce an accurate
reflectance map for use in upscaling to
SPOT-HRG data?

Create an accurate reflectance n ae
of the NCAVEO-Chilbolton
validation site

Can the Eagle reflectance map be used to
identify suitable calibration targets for
SPOT considering:

- size in relation to SPOT pixels?

- range of reflectance in each band?
- stable composition ?

Atmospheric correction of SPOT
HRG data using Empirical Line
Method (ELM) using the Eagle
reflectance map.

v. Can the Eagle reflectance map be used to
atmospherically correct SPOT-HRG to
provide a validated and calibrated data
product?

1.7. Hypothesis

= Hy =Radiance measured from Eagle and CASI-2 under identical operating
conditions are similar.

= H, = Radiance measured from Eagle and CASI-2 under identical operating
conditions are significantly different.
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1.8.

1)

2)

3)

Research Stages

The first stage involved requiring necessary permissions and formalities to
access the NCAVEO 2006 field campaign data from the UK NERC Earth
Observation Data Centre (NEODC). Required data were downloaded
which primarily included data from the Specim AISA-Eagle, NERC-CASI,
and the SPOT- HRG along with the field measured spectra. Ground targets
were indentified from the flight lines and geometrically corrected using the
AZGCORR software. The input in this process was Level-1b and the
rectified output was Level-3a as per National Aeronautics and Space
Administration (NASA) standard.

The second stage focused on the process development. This involved
evaluating Eagle sensor compared to CASI-2, creating accurate reflectance
map of validation site and correcting the SPOT-HRG data from it using the
Empirical Line Method (ELM) model. At first sensor calibration and
radiometric linearity of the Eagle sensor was evaluated against CASI-2.
Then using RTGC (USGS) hybrid method (see Chapter-3) reflectance map
from Eagle data was generated and validated with field measurements.
Suitable ground targets were identified from the Eagle reflectance map and
using the ELM model the SPOT-HRG data was atmospherically corrected.
It was then validated with the Eagle reflectance map and compared with an
independent reflectance map of the same SPOT data.

The final stage involved abstracting information and drawing conclusions

and recommendations from the research. Advantages and limitations of the
approach were discussed within the scope of scientific and operational
domain.
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2. Literature Review

2.1 Atmosphere: Its effect and how it is characterised.

The surface signals are modulated by the Earth’s atmosphere twice. It affects the
distribution of incoming solar radiation at surface, related to surface reflectance and
further scattered and absorbed by the atmosphere before reaching the sensor placed
within or at the top-of-atmosphere (TOA). The radiance measured by the sensor thus
contains information of both the atmosphere and land surface (Liang, 2004) and
needs to be corrected for these effects before they can be used either on their own or
within a temporal dataset to monitor environmental changes (Karpouzli and
Malthus, 2003). The principle of atmospheric correction aims to remove the error
sources of atmospheric contribution from the at-sensor radiance spectra from the
useful ground-leaving radiance. Effect of aerosol and molecular scattering is
stronger at shorter wavelengths of the solar EM spectrum. This increases the
apparent surface reflectance over dark surface while aerosol absorption (water
vapour, ozone, oxygen) reduces the reflectance of brighter surfaces (Shatma
2009). Traditional review of the same can be found in the work of Kaufman (1989).

Airborne imaging spectrometer provides rich information of the surface materials
under study. In hyperspectral mode because of their very narrow bandwidth and
ultrafine resolution they have the capability of resolving intensity of even minor
atmospheric absorption features and scattering curve allowing better correction of
RS spectra to values of reflectance (Clarkl. 2002). Atmospheric correction is a
prerequisite for interpreting surface reflectance (Guaetted. 2007). Experience

with field and airborne instrument suggests that, a Full Width at Half Maximum
(FWHM) of individual bandwidth of 10nm and a bandwidth of 15nm for contiguous
spectral bands are adequate to resolve most of the surface features in the (400nm —
2400nm) spectral range (ESA, 2004). Advanced atmospheric correction algorithms
for hyperspectral data lies on a radiative transfer (RT) approach (Adler-Galden

al. 1999; Goetzt al. 2003; Liang and Fang, 2004; Miesetrel. 2005; Miller, 2002;
Richter and Schlaepfer, 2002; Staemhal. 2002) to invert the surface reflectance
from registered at-sensor radiance (Guaettat. 2007).
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2.2. Difficulties in atmospheric correction

The atmosphere is one of the uncertain variables involved in the process of remote
sensing. This is because, of its very dynamic nature and the potential to vary
between different and extreme weather conditions. This is particularly true for
temperate regions noted for their unpredictable weather conditions such as in major
parts of Europe. In terms of atmospheric correction of RS data, except for some
dedicated field experimentisl-situ measurements of active atmosphenastituents

such as aerosols and water-vapour which mostly influence the approach are rare
(Guanteret al. 2007). Most atmospheric gases are quite stable in space and time and
absorb energy in very narrow spectral range of the EMS (Liang, 2004) and are
usually minimised by choosing bands in the atmospheric windows (Kaufman, 1989).
In visible part of the spectrum, transmission is affected mainly by molecular
scattering formulated by Rayleigh (1871) and ozone absorption. Optical thickness
due to molecular scattering (nitrogen and oxygen) depends on pressure level and can
be computed for any known elevation, while ozone contribution at 550 nm is quite
small and climatologic / geographic average can be taken. This leaves aerosol
contribution (scattering and absorption) as one of the most important component
which varies strongly in space and time. Aerosol Optical Thickness (AOT) at 550
nm is often used to characterise atmosphere instead of visibility in atmospheric
correction process (Richter, 2008).

2.3. Atmospheric correction approaches

The whole sequence of extracting surface reflectance follows some cascading steps.
From Digital Numbers (DN) to ‘At-Sensor-Radiance’ to ‘Ground-Leaving-
Radiance’ and finally to ‘surface reflectance’ involves accounting for sensor
calibration, atmospheric correction and reflectance calibration. This is illustrated in
Figure 2-1 below.

Though conceptually calibrating to surface reflectance from radiance is simple,
neither model, empirical nor radiative are characterised to precision accuracy (Green
et al. 1998). The advantage offered by reflectance value extracted from radiance
after atmospheric correction is that the calibrated spectra exhibit physical and
chemical properties of targets and can be compared with field or laboratory spectra.
Therefore maps derived from calibrated surface reflectance offers greater confidence
in interpreting the information (Clarkt al. 2002). Atmospheric correction may
broadly be classified into (a) Empirical method and (b) Physically based method
involving numerical models which is illustrated in Figure2-2 below:
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Appeal of scene derived approach lies in the ability to atmospherically correct RS
data without depending on external information or measurements such as with the
Internal Average Reflectance (IAR) approach of Kruse (1987). The “Flat Field”
correction method (Roberet al. 1986; Carrere and Abrams, 1988) assumes the
scene area to be spectrally flat, having near-Lambertian response, temporally stable
reflectance and spatially uniform and homogenous. The Dense Dark Vegetation
(DDV) approach of Kaufman and Sendra (1988) used dense dark vegetation like
coniferous and used it as 2% target in red band. Though these methods are
essentially independent of external information, assumptions relied in such methods
are often difficult to meet in practice (Clark and King, 1987; Kruse, 1987). The
Empirical Line Method (ELM) of Conedt al. (1987) requires field measurement of
surface reflectance from ground targets of at least one bright and dark target in order
to derive additive and multiplicative correction factors. The RS data over the surface
targets are linearly regressed against the field-measured reflectance to derive the
gain and offset curves which are then applied to the whole image for derivation of
surface reflectance of the entire scene. More detailed reviews about advantages and
disadvantages of empirical and physically based methods can be found in the works
of Robertset al. (1986) and Morast al. (1992).

Physics based radiative transfer models describe the radiative transfer in terms of
interaction with gases and particles, interaction with the surface and transmission
along a different path upward through the atmosphere to the sensaat @.al093;
Leprieuret al. 1995; Zagolski and Gastellu-Etchegorry 1995; Adler-Goleeal.

1999; Schlapfeet al. 2000 and Qut al. 2000). They describe the solar irradiance
function, the absorption and scattering process of atmospheric gases and reflection
from surface materials all as a function of the wavelength of EM radiation and the
directional angles of sensor and sun with respect to pixels of RS data as they are
located on Earth surface. Radiative transfer problem are complex and numerical
models use simplified assumptions to achieve reasonable computation times
(Karpouzli and Malthus 2003). Though comprehensive and well defined, radiative
transfer calibration show residual atmospheric absorption and scattering effect from
inadequate definition of solar irradiance function, variation in the source of
illumination and simplified assumption of physics that describe atmospheric gaseous
absorption. These may result in errors in the calculated reflectance @Clark

1993, 1995).

Hybrid approach combines both physical (additive correction factor — estimate of
path radiance) and empirical methods (multiplicative correction derived from
ground measurement) for atmospheric correction which results in well-calibrated
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surface reflectance values near the calibration sites. For example, the Radiative
Transfer Ground Calibration (RTGC) method developed by Céarkl. (1993,
1995); the Quaidrai and Vermote (1999) method and the Refined Empirical Line
Method (RELM) approach by Morat al. (2001).

2.3.1. Empirical Line Method

The Empirical Line Method (ELM) was traditionally performed for atmospheric
correction by Conel and Alley (1985); Robeetsal. (1986); Conelet al. (1987);
Farrandet al. (1994). The method matches the RS data withrtfsgu spectra by an
equation which can be expressed as:

REFLECTANCE, = A, * BV + By

where B\ is the digital brightness value for a pixel of bandREFLECTANCE,

equals thein situ surface reflectance of the materials within the remote sensor IFOV
at a specific wavelength, /As a multiplicative term (gain) affecting the B\and &

is an additive term (offset). The multiplicative term is associated primarily with
atmospheric transmittance and instrumental factors, and the additive term deals
primarily with atmospheric path radiance and the instrumental offset. The
correction is applied band by band and not pixel by pixel (Jensen, 2005). The ELM
method assumes that within the image there are one or more targets with different
reflectance characteristics encompassing a wide range of reflectance values for each
wavelength measured by the sensor (Smith and Milton, 1999).

In its simplest form, this approach can be used with a single target assuming zero
reflectance produces zero radiance but can give high error up to 20% of actual value
(Freemantleet al. 1992). The gain and offset values are derived using simple linear
regression using the field measured spectra (Fastaad1994). The image DN and
reflectance data are equated for each band using the linear regression, thus removing
the solar irradiance and the atmospheric path radiance. In a simple model with two
targets the four spectra (two from image and two fionsitu) can be used to
implement an empirical line calibration to derive the appropriate gain and offset
values (Hadleet al.2005). There is evidence that use of more targets allows the
parameters of the model between at-sensor radiance and at-surface reflectance to be
estimated with greater confidence (Farrahdl. 1994; Pricect al. 1995; Smith and

Milton, 1999; Karpouzli and Malthus 2003). Many researchers (e.g. Katuak

1990; Ben-Doret al. 1994; Vandermeer, 1994; Dwyet al. 1995, Ferrier and
Wadge 1996) have used two calibration targets to generate acceptable calibration
but not enough was reported on validation result. There are assumptions associated
with ELM which states (a) there is no differences in illumination across the image
and hence changes in radiance due to cloud shadowing or topography are ignored,
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(b) even though atmospheric constituents such as water vapour can vary greatly over
short distances (Gagt al. 1991 in Smith and Milton, 199) it assumes the state of
atmosphere to be uniform and (c) also assumes Earth surface to be Lambertian while
in reality it posses Bidirectional Distribution Reflectance Function (BRDF)
properties (Smith and Milton, 1999). Although finding large contrasting
homogenous targets might be difficult for image footprints for satellites such as
Landsat and SPOT (Karpouzli and Malthus 2003), the relative ease and simple
method of ELM attracts scientist to adopt this technique. Moreover if the targets
were found to be temporally stable, it is not even necessary for concurrent
measurements with data acquisition (Teildetal. 1999; Karpouzli and Malthus,
2003).

2.3.2. Hybrid method — RTGC (USGS)

Though radiative transfer methods are theoretically robust and well defined,
nevertheless produce apparent surface reflectance values with residual atmospheric
absorption and scattering effects. The Radiative Transfer Ground Calibration
(RTGC) method was developed at the United States Geological Survey (USGS) as a
hybrid approach for atmospheric correction (Clerkl. 1993,1995). The RT model
corrects the image based on spectral absorption feature of water vapour while the
ground calibration removes the residual errors pertinent to RT approachest (Gao
al. 2006). This allows an additive correction factor (an estimate of path radiance)
and a multiplicative correction factor derived from the ground measurements of
reflectance. In comparison with several methods, Gaak (1993 and 1995) found
RTGC method to give better calibration result with imaging spectrometers. The
drawback is increased residual absorption for pixels away from the calibration site
and for pixels with different path lengths through the atmosphere caused by a
changing scan angle of sensor (Cletrkl.2002).

2.4, Choice of Ground Targets:

Ground calibration targets play an essential role in atmospheric correction and
vicarious calibration. However almost always some assumptions are made about the
targets (Anderson and Milton 2006). Therefore there are some considerations in
choosing the right ground targets.

1. The calibration targets should be spatially homogenous. It is an area on a scale
which can be characterised in the field and by the sensor, where pixel to pixel
variation in the reflectance spectra is low. For example, if a site is composed of
different pebbles, but both spectrometer and imaging sensor can average many
pebbles together, the site is most likely to be acceptable (€lark2002).
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2. The calibration target should be both spectrally bland and uniform. Spectrally
bland refers to having no strong absorption features in the measured
wavelengths. If spectral features are not well characterised it might result in
residual spectral features added to all pixels in the final calibrated data.
Spectrally uniform refers that the site must not contain different features in the
background (Clarlet al. 2002).

3. A bright target with high reflectance level is preferred. This allows to being
more sensitive to multiplicative correction (multiplication factor for each
spectral channel) while low reflectance is more sensitive to additive offsets such
as atmospheric scattering (Clattial. 2002).

4. The calibration target should be large enough so as to accommodate as many
sensor pixels covering the site. Averaging of many spectra allows minimising
noise in flight data calibration, though some will always be present. The noise
decrease as the square root of the number of pixels averagedet@la002).

5. Elevation of target site and study site should be same or similar. This is
important because optical thickness due to molecular scattering (nitrogen and
oxygen) only depends on pressure level and can be calculated for known ground
elevation (Richter, 2008).

6. The calibration target should be temporally stable with near Lambertian
response (Anderson and Milton, 2006).

2.5, ATCOR 4:

Atmospheric & topographic correction for wide Field-of-View (FOV) airborne
optical scanner data (ATCOR 4) has been developed jointly by the German
Aerospace Centre (DLR) and ReSe Application. The suffix 4 refers to the four
degrees of freedom (X, y, z and scan angle) and hence ATCOR 4. It employs a large
high resolution (monochromatic) atmospheric database, compiled using the
“MODerate spectral resolution atmospheric TRANSmittance algorithm and
computer model” (MODRAN-4) code employing DISORT, 8stream option
(DiScrete Ordinate Radiance Transfer) for computing multiple scattering
components of the total path radiance. This can be employed for both small and
wide FOV sensors operating in altitudes ranging from 1km - 20 km. For a given
sensor and altitude, the corresponding altitude file and the atmospheric database
needs to be resampled along with the spectral filter functions for all channels
(Richter, 2008).
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3.

3.1

The study area was located in England within Hampshire, south-east of Andover,
approximately 45 km north of Southampton (Figure 3-1). The area was 9 km north-
south by 6 km east-west, the south-west corner defined by the Ordnance Survey grid
reference SU 370360. The site was centred on the Services and Technology
Facilities Council (STFC) Chilbolton Facility for Atmospheric and Radio Research
(CFARR). CFARR, surrounded by land cover typical of southern England also
offered instruments for measuring the atmospheric properties. It also forms part of
the Aerosol Robotic Network (AERONET) site measuring AOT and total
atmospheric water vapour by Cimel sunphotometer every 15 minutes calibrated to

Study area

Study area and Data Collection

NASA standard (Milton, 2008; www.ncaveo.ac.uk).

-

-

Andover
P

f

e

Reading
e

Basingstoke
8 .

- '@ Southampton

W~ S

~Portsmouth

2o

—

20km

|

BI400

ANDOVER
g 4

—r

\ g‘*‘?. _,'/ _

@ Chilboiton

7 s

Stfckbndge By

i

|
J King's
/! Somborne

Figure 3-1 Location and extent of study area (Source: www.ncaveo.ac.uk)
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3.2. Data Collections

Data used in this study were obtained as part of NCAVEO 2006 field campaign
which took place on 17June, 2006. The campaign involved data collection from
seven EO satellites and three aircrafts fitted with hyperspectral sensors, LIDAR and
digital survey cameras from a core area of 54 faom 5" to 23° June 2006 with

most effort concentrated around the overpass dh Jiihe 2006 (Appendix-D.
summery of timeline and flight mission). Near-simultaneous field measurements
were taken for many datasets to allow for inter-comparison (Milton, 2008). All data
were archived at the NERC EO Data Centre (NEODC) and are made available for
this research. Key datasets and their brief description are described below in Table
3-1 and details of the independent datasets used for indirect validation are shown in

Table 3-2 below.

Table 3-1 Details of key data sets

Date Data Key specs Brief summery
CAS-2 VNIR 9 flightlines acquired using an ltres Compa
15 bands / Airborne Spectrographic Imager. Registergd
17-06-06 flown by - . . .
NERC 2m to British National Grid using data from on-
board sensor.
Specim VNIR 9 flightlines acquired using Specim AISA-
17-06-06 AISA-Eagle | 244 bands/ | Eagle imaging spectrometer. Registered tq
flown by 1m British National Grid using data from on-
NERC board sensor.
SPOT-5 VNIR/SWIR | Half-scene (029/246) centred on 51°12'N &
10-06-06 HRG 4 bands / 1°27'W acquired on 10June’06. Registered
operated by | 10 m/20m to the British National Grid using ground
CNES control points.
Measurements every 15 minutes from two
Every 15 Cimel CE318-2™ sun photometers, one of]
17-06-:06 | AOT mins which is part of AERONET calibrated to
NASA standard ....cont.

24



Date Data Key specs Brief summery
Reflectance was acquired from the CFARR
Asphalt car park apprx. 3m x 3m using a GER1500
Reflectance was acquired from a fixed tripod
near the north-east corner of target using 4
Concrete GER3700, 1 m above the surface with a
17-06-06 Field spectrg nominal 3° FOV
Reflectance spectra collected from 3 artificjal
targets (white, grey and black tarpaulin)
using contact probe (cp) measurements using
Fabric an ASD 6408 unit. 10 randomly positioned
spectra measurements per quadrant anticlockwise
from SE corner.
3.3. Independent data collection for validation
Table 3-2 Independent data sets for validation
Data Correction Source Brief Summery
method
Reflectance ma RTGC The EA-CASI was flown over the
H (USGS) NCAVEO target area shortly before the NER(
from EA-CASI- .
3 sensor using (2008) CASI and Eagle was flown, at a
ATCOR-4 much higher altitude.
Reflectance map . The reflectance map of SPOT-HRG
RT using Anandakumar, . .
from SPOT- ATCOR.-2 R.M (2008) was atmospherically corrected using
HRG ' RT method applying ATCOR 2
3.4. Software
1. ENVIimage processing software, full version from IIT VIS.
2. Azgcorr and Azexhdf geometric correction software by Azimuth Systems, UK.
3. ATCOR-4 from ReSe Applications Schléapfer
4. SPSS Statistical software from SPSS Inc.
5. HDF Explorer to interrogate metadata.
6. MS Excel from Microsoft Corporation.
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4. Methodology

The process of evaluating Eagle sensor as a transfer standard and atmospheric
correction of SPOT-HRG involved a few intermediate stages. The whole process
flow is illustrated in the following flow-diagrams (Figure 4-1; 4-2; 4-3 and 4-4). It
involved three major stages of (i) evaluating the Eagle sensor (ii) creation of an
accurate reflectance map and (iii) correction of SPOT-HRG. Figure 4-1 illustrates
the overall approach and how they were interlinked with each subsequent stage.

GENERAL APPROACH
[ Stat )
\J Y
Evaluation of Eagle Generating Reflectance Atm. Corr of SPOT
w.r.t. CASI map from Eagle data Using ELM method
¥
Chsl Eage > RIGC (USGS) SPoTHRG
(Level — 1b) {Level — 1b) RIGCIUSCS) |
Paint Measured
l fiald spectra L'
(concurrent

L L with flight ) Atm, Carrection
Eagle > ELM
AZGCORR / AZEXHDF Reflectance
map

¥

Reliable
Y Y o Atm,
mpare Comectad
cASI Eagle / reflectance SPOT data

{Level - 3a) [Level - 3a)

Y ¥ oK

Statistical Comparison to evaluate relative
calibration and linearity YES

|dentify suitable
ground tamets

Figure 4-1 Diagram illustrating the general approach for the complete process
flow.
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Figure 4-2 Flow diagram illustrating evaluation of Eagle sensor to CASI-2.
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Figure 4-3 Flow diagram illustrating the RTGC (USGS) atmospheric
correction procedure using ATCOR 4.

Figure 4-2 describes the process of geometric correction and statistical tests carried
out to evaluate Eagle compared to that of CASI-2. Figure 4-3 describes the RTGC
(USGS) atmospheric correction of Eagle data and Figure 4-4 describes the ELM

correction of SPOT-HRG using the data from the transfer standard.
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Figure 4-4 Diagram illustrating the ELM of atmospheric correction of SPOT.

4.1. Description of Process Flow - |

As a first step towards evaluating AISA-Eagle’s suitability as a transfer standard, its
calibration quality and estimate of its detector linearity needed to be assessed. For
this purpose Itres Compact Airborne Spectrographic Imager (CASI) sensor of NERC
was used as the standard for this study. This CASI-2 is owned and operated by
NERC and is calibrated to radiance in a laboratory procedure defined by Itres
(Rollin et al. 2002). It is known to be a stable and accurately calibrated instrument,

29



comparable with laboratory calibration (Rollet al. 2002; Choiet al. 2004;
Riedmann, 2003). The graph (Figure 4-5) gives an indication of the NERC-CASI
(CASI-2) calibration quality from an experiment described by Retlal. (2002).

Figure 4-5 Comparison between
the spectral radiance of an
asphalt ground calibration target
(continuous line) and CASI-2
: data collected from an altitude of
400 500 600 700 800 800 1000 853 m above sea level (dots).

Wav elergth (nim) (Rollin et al.2002)

#sphalt Radiance (i m® s o™y

The ground targets to be used and the region-of-interest (ROI) for the study was
identified in the fifth flight line for both the Eagle and CASI-2 sensor. NERC-ARSF
delivers data in Level-1b (Appendix-E Data Level). This required the data to be
corrected to Level-3a and exported in an image format (GeoTIFF used in this case)
using AZGCORR and AZEXHDF software as used by NERC. The nomenclature of
the file included the initial of sensor, Julian day, flight line number and data level.
(Eg: €168051b). The command lines used for the correction, and converting to
image format are as below, details of which are explained in the Appendix-F.

Eagle:

= azgcorr -v -in -1 5513 6277 -cspacM -mUK99 osgb02.txt
-be -p 1.0 1.0 -1 e168051b.hdf -3 e16805sub3a.hdf -eh
chilbolton_5m.dem

= azexhdf —h e16805sset3a.hdf —G e16805sset3a.tif

CASI:
= azgcorr -v -be -l 4202 4729 -p 20 20 -1

€168051b.hdf -3a c16805sset3a.hdf -mUK99 osgh02.txt -
eh chilbolton_5m.dem

= azexhdf —h e16805sset3a.hdf -G e16805sset3a.tif

The Level-3a GeoTIFF image was imported in ENVI environment and an ENVI
compatible BSQ format was created (a prerequisite format for subsequent
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atmospheric correction in ATCOR 4 environment). The GeoTIFF image was created
as an intermediate format instead of directly exporting to BSQ format since it was
observed to retain the geometric fidelity of the image accurately. Spatial and spectral
resampling was performed on both CASI-2 and Eagle respectively in order for them
to be comparable with each other. The 2m spatial resolution CASI-2 data was
spatially resampled to that of 1m of Eagle, which helped in identifying and
delineating the targets. The 244 band Eagle data was spectrally resampled to that of
15 bands of CASI-2 in order to match with the wavelengths and the FWHM. The
spectral resampling method opted in ENVI used both the wavelength and the
FWHM information. The bottom up approach of resampling in the spectral domain
was made in consistent with, towards arriving at the 3-bands of the SPOT-HRG
bandwidth. Four homogenous patches based on visual estimation were identified
comprising of (i) asphalt, (ii) fallow land (iii) grass type-1 and (iv) grass type-2.
Random samples were generated from within each of the four homogenous patches
totalling to 995 pixels. The samples were assumed to be normally distributed as they
were extracted from within a single land cover type. (Appendix-G: four ROIS).

Evaluation of the Eagle sensor was based on relative measurements, comparing with
the CASI-2 sensor taken to be the standard. The CASI-2 is assumed to be accurately
calibrated with a linear radiometric response based on literature review @allin

2002; Choiet al. 2004; Riedmann, 2003; Milton et al., 2004) and no test were
carried out on CASI-2 to corroborate the same. The principle was, if measured
radiance were same or similar between the two instruments, it would indicate similar
calibration quality and the dispersion of the measured radiance between the two
sensors in a scatter plot along with the coefficient of determinationw@uld
indicate the similarity in radiometric response between the two. Assuming CASI-2
to be linear, therefore a high degree of similarity would indicate a linear radiometric
response for the Eagle sensor and vice versa.

An independent sample t-test withh £ 0.05) was performed to find out statistically
whether radiance measured under identical operational condition by Eagle is
significantly different to that of CASI-2. The radiometric linearity of the Eagle was
then checked by plotting the radiance from those 995 samples each from the Eagle
and the CASI-2 data in the scatter plots. A ‘it line’ was then added and the
coefficient of determination (R was calculated. Figure 4-2 illustrates the process
flow-I.
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4.2. Description of Process Flow -

Creating an accurate reflectance map from the Eagle data involved a few
intermediate steps and demanded some basic understanding of radiative transfer and
role of ground targets. A brief note on the use of ATCOR-4’s handling and some
tips and tricks acquired in the process is mentioned in the Appendix-H for the
interested. The atmospheric correction procedure adopted was of a hybrid nature
called RTGC (USGS) proposed by Roger Clark developed at the USGS. At first
three control files were created for the AISA-Eagle sensor — the calibration,
wavelength and sensor definition files as described in Table 4-1 below:

Table 4-1 Control files for ATCOR 4

Control file Purpose

arsf_eagle.cal| contained the gain and offset required to convert DN to radiance.

consisted of three columns (i) band no (ii) wave centre (wvc) pm

f eagle.w!
arsl_eadie- Wi and (iiiy Full Width at Half Maximum (FWHM) pm.

FOV in decimal degrees, number of pixels per line, band numpers,

arsf_eagle.dat| . . .
—°ad tilt and gain which were set at zero.

‘Scan angle file’ was created within the ATCOR 4 environment using the (i) header
information of the image file, (i) the flying altitude and (iii) the FOV of the sensor.
‘Response files’ were then generated for each band of the charged couple device
(CCD) array. The response filters at such narrow FWHM of wavelengths, were
treated as rectangular. ATCOR4 uses a high resolution (monochromatic)
atmospheric Look-Up-Table (LUT), created using MODTRAN-4 Radiative Transfer
code. A function called ‘RESLUT’ allows this LUT to be resampled into desired
aerosol type at a defined altitude. ‘Flight and Solar Geometry’ were calculated with
inputs taken from the flight metadata using an utility called HDF Explorer. The
parameters used in ATCOR 4 are described in Table 4-2 below:

Table 4-2 Description of parameters used in ATCOR 4

Inputs Parameters Derived from
Date and time of data 17-06-2006; Flight metadata
acquisition 11:54:04 (UTC)
Geographic coordinate | Geo.Lon (-1.4); .
(dd)g P Geo.Lat ((51.1; Flight metadata
Flight altitude (km) 1.62 Flight metadata
Ground elevation (km) 0.88 Ancillary and field report

Flight heading (dd) 148° Flight metadata
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Inputs Parameters Derived from
. o Calculated viz. ATCOR
Solar Zenith Angle 294 i
with inputs from metadata
. o Calculated viz. ATCOR
Solar azimuth angle 155.5 i
with inputs from metadata
Aerosol type Rural Ancillary and field report
Atmospheric water 2 NASA calibrated Aeronet
vapour column [cm] Cimel data
Measurement of ground | Reflectance spectra in .
Lo . Field measurements
calibration targets the reflective solar zoneg

Once all the control files, derived parameters and requisite information had been
generated and converted into the required units, the ‘atmospheric correction for flat
terrain’ option in ATCOR was launched. The rationale of selecting ‘flat terrain’ was
because of the generally flat topography and the small study area. A scale factor of
100 was used in order to store the 4 byte output float data as a 2 byte integer,
reducing the file size to half with no significant loss of information, a consideration
saving when dealing with hyperspectral datasets (Richter, 2008). After selecting the
appropriate atmospheric file which contained the correct altitude, water vapour
column and aerosol type, the ATCOR ‘SPECTRA’ module was used to update the
sensor calibration file based on measured ground spectra. Radiometric calibration
assumes nominal sensor parameters (Richter, 2008), so spectral calibration must
precede any recalibration of radiometric calibration coefficient. Ground calibration
targets of contrasting albedo (concrete and asphalt) were used in the process and a
new spectral calibration file was generated with spectral shifts per spectrometer with
a new centre wavelength for all channels. Measured atmospheric parameters and
ground reflectance were then used to calculate the new coefficigatsl G (offset

and slope) for each band and the new radiometric calibration was computed.
Appendix | shows the results from the spectral and radiometric calibration. Finally
the ‘Image Processing’ option in ATCOR 4 was used to create a standardised and
corrected reflectance map from the Eagle hyperspectral data shown in Appendix J.

Validation of the retrieved surface reflectance map was then carried out by both
direct and indirect methods to gain confidence in the derived dataset. Direct
validation was carried out by using the grey and black ground targets. Indirect
validation was carried out by comparing with an independent reflectance map
generated from an independent CASI-3 sensor flown by Environment Agency about
an hour prior to the NERC CASI-2 at a much higher altitude. In order to be
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comparable the 244 band Eagle reflectance map was then spectrally resampled to the
32 spectral bands of EA-CASI (CASI-3) based on wavelengths and FWHM.

The comparison and validation were carried out by calculating the “Absolute
Difference” and “Relative Difference” in reflectance for bands which when
aggregated make up for each band of SPOT-HRG. While aggregating the individual
bands of Eagle and CASI-3 to match with that of SPOT, equal weights were given to
each bands. The mean, standard deviation, standard error and confidence interval at
a level of significanceo( = 0.05) were calculated and compared between ground
spectra (grey and black target) and Eagle reflectance map and between EA-CASI-3
reflectance map and the Eagle reflectance map. With the artificial target validation,
all the available field measurements were used. For validation with the EA-CASI,
random pixels from each land cover class of grass, asphalt and concrete were taken.
Figure 4-3 illustrates the process flow-ll.

4.3. Description of Process Flow -llI

The SPOT-HRG data was spectrally subset to contain the solar reflective region and
a spatial subset of cloud free area of approximately 225 sq km as shown in the
Figure 4-6 below. Three calibration targets (asphalt, grass and bare soil) could be
identified from the Eagle reflectance map which best matches the requirements as
laid down in the literature review section. Mean reflectance spectra from each target
were calculated and were resampled to that of SPOT wavelengths. These three mean
spectra would form the three point regression equation of the ELM model.
Calibration spectra from the SPOT image were also collected and the ELM was
performed in ENVI to derive a reflectance-calibrated map. The map was then
validated with the Eagle reflectance map and then compared to an independent
reflectance map derived from the same SPOT data which was atmospherically
corrected using a direct radiative transfer method employing ATCOR 2 software. To
validate with the Eagle reflectance map required the Eagle map to be spectrally and
spatially resampled to the three SPOT-HRG bandwidth with 10m pixel resolution.
Absolute and Relative difference in reflectance was then calculated in a process
similar to as discussed in process flow-1l except no band aggregation to match up
with SPOT-HRG was required at this stage. Comparison was made between the
Eagle map and ELM corrected SPOT image and between Eagle map with ATCOR 2
corrected SPOT image. Figure 4-4 illustrates the process flow-lIl.
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Figure 4-6 The left part shows the SPOT subset and the right part the Eagle
subset of the study area.
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5. Results and Discussions

5.1. Results and discussion for the AISA-Eagle evaluation

The calibration quality and linearity of the Eagle sensor was compared against the

CASI-2 sensor which was taken to be the standard for this study. It was assumed to
be a stable, accurately calibrated and linearly designed sensor based on literature
review (Choiet al. 2004; Riedmann, 2003).

Results:

Calibration quality of Eagle was evaluated using a series of two-tailed independent
sample Student t-test. This statistical procedure tested the significance of difference
between the means of measured radiance by the Eagle and the CASI-2 sensor for
each wavelength at a significance level ®=(0.05). The null hypothesis gHand

the alternate hypothesis JHherefore were stated as:

Ho: Ecy - Cy=0

Ha Egy - Ciy# 0 a=0.05

where, L{) = radiance (Ljneasured for wavelength)(; E= Eagle; C=CASI-2 and

a = level of significance. Sample size were equal (n) =995 and the two distributions
were assumed to be normal. The null hypothesis states that mean of measured
radiance under identical operational condition by Eagle and CASI-2 is equal. The t-
test showed a very low p-value (p = <0.001) for each wavelength allowing to reject
the null hypothesis and accept the alternate (Appendix-K. t-test result). At 95%
confidence level it can be said with certainty that the measured radiance of Eagle
was significantly different with that of CASI-2. This test concludes a poor
calibration of Eagle at its present form compared with that of CASI-2 sensor
(Research Question-1). Figure 5-1 and Table 5-1 shows the concised result.

The radiometric response of the Eagle sensor was checked by plotting the measured
radiance of the 995 sample, from both the sensors in the scatter plots. A fit line was
added to each plot and the coefficient of determinatidh {@s calculated (Figure

5-2). The selected wavelengths to represent the SPOT bands were rB535
0.6524pm and 0.82211m and the calculated’Ralues were 0.955, 0.98 and 0.986
respectively. The dispersion of scatter plots together with thalRes, suggested a
highly similar response with CASI-2, allowing to deduce a linear radiometric
response for the Eagle sensor compared with the CASI-2 (Research Question 2).
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Figure 5-1 Box-plot showing radiance measured by both sensors is significantly
different in each SPOT-comparable bands for the four ROls.
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Table 5-1 t-test of measured radiance between CASI-2 and Eagle at p=0.05

Wavelengths Significantly different
. p-value (2 tailed)| between CASI-2 and
(micrometers)
Eagle sensor
0.4512 p < 0.001 Yes
0.4914 p <0.001 Yes
0.5535 p < 0.001 Yes
0.6095 p < 0.001 Yes
0.6524 p <0.001 Yes
0.6724 p < 0.001 Yes
0.7031 p <0.001 Yes
0.7126 p <0.001 Yes
0.7433 p <0.001 Yes
0.752 p <0.001 Yes
0.7645 p < 0.001 Yes
0.7828 p <0.001 Yes
0.8221 p < 0.001 Yes
0.8664 p <0.001 Yes
0.9413 p < 0.001 Yes
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Figure 5-2 Linear response of Eagle
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Discussion:

The paradigm of Cal-Val depends on relative measurements where absolute
calibration of instrument is not essential provided it is stable and has a linear
response (Miltoret al. 2007, Gaoet al. 2006). Most sensors are designed to be
linear, where digital outpu{ being proportional to the radiantgX=AL) after dark

signal subtraction. To account for non-linearity of sensor, a polynomial equation can
be adoptedX=AL + BL?. Calibration method provide the absolute calibration
coefficientA and if necessar® (Dinguirard and Slater, 1999). Relative calibration

is achieved by normalising the output of different sensor so that they all give the
same value when viewing a stable, spatially uniform radiance field (Milton, 2004).

In this study, first the calibration of Eagle was evaluated by comparing the radiance
measured from same features by both sensors under identical operational condition.
It was a rare opportunity where both the sensors, CASI-2 and Eagle were mounted
on the same aircraft and imaged simultaneously ensuring identical atmospheric
condition, illumination, roll, pitch, yaw of aircraft, solar zenith angle, azimuth angle
etc. The calibration error of the Eagle sensor do not mean that it cannot be used as a
transfer standard, it merely indicates that one should not rely on the radiance value it
measures, and therefore it is unsuitable for any ‘radiance method’ (Dinguirard and
Slater, 1999) This also points out to the need of calibration for the Eagle sensor.

Linearity of a sensor can be explained when a linear function express uniform gain
and coefficient for a detector. This means same features may get measured at
different value ranges by different sensors as a function of their calibration accuracy
but may exhibit similar trend in radiometric response between sensor DN and
radiance. As described by Dinguirard and Slater (1999) it can be inferred that in its
present calibration form, the Eagle data cannot be used for any radiance-based
method but may effectively be used for any reflectance-based method provided the
radiometric response of the instrument is linear which was so found.

5.2. Results and discussion of the Eagle reflectance map.

The Eagle reflectance map was prepared using the RTGC (USGS) method and was
validated applying both direct and indirect method, using the field measured grey
and black artificial targets and by an independent reflectance map generated from
EA-CASI (CASI-3) sensor flown by the Environment Agency (EA) on the same
day. Results were compared and expressed for the bands which when aggregated
match the three SPOT wavebands. Absolute and relative difference was calculated
between the modelled and the observed reflectance. Since reflectance is measured in
percent, the relative difference was in actuality the percent of the percent.
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Identifying suitable ground calibration targets from the reflectance map for applying
ELM to correct the SPOT-HRG is also discussed here.

Results:

Direct validation (Figure 5-3a; Table 5-2 to Table 5-3) with grey target showed good
result with absolute reflectance difference of within £1.6 for band-2 and band-3 and
-2.4 in SPOT comparable band-1. With black target, the absolute difference was less
than 2 for band-1 and band-2 but a high value of 3.87 in band-3. Inspection with the
asphalt and concrete targets showed excellent similarity between the field spectra
and the Eagle data, however, this was to be expected as these sites were used in
generating the reflectance map, so this was not a fair validation and indirect
validation was carried out.

Indirect validation of the reflectance map proceeded using data from an independent
CASI-3 system flown by the EA agency. Figure 5-3b shows the result for grass,
asphalt and concrete with absolute difference ranging between -0.97 to 1.52 (Table
5-4 to Table 5-6; where ‘E-C’ represents Eagle bands resampled to CASI-3 bands).
No clear or significant difference was observed. The means were similar and the
95% confidence interval on those means overlap (Appendix-L: Confidence Interval
on Validation). It is hence concluded that the Eagle reflectance map is sufficiently
accurate to be used for up-scaling to SPOT-HRG data (Research Question 3).
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Figure 5-3 Comparison with (a) grey and black targets (b) with EA-CASI map

The reflectance map was studied carefully and three ground calibration sites of
varying albedo were identified (grass asphalt and concrete) to be used in the ELM
model to correct the SPOT-HRG. In doing so, care was taken to select targets that
fulfilled the requirements set out in the literature reviewed in Chapter 2, especially

in respect of (i) size of target, (ii) range of reflectance and (iii) stability over time.
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Considering the size in relation to SPOT pixels, identifying grass as a calibration
target was no problem, bare soil representing bright albedo could also be delineated
with some difficulty.It was more difficult to find a large dark target, however the
area of asphalt was accepted as the best available within the immediate area.

Considering range of reflectance in each band, only three targets (asphalt, grass and
bare-soil) could be identified within the constrained study area. The reflectance of
these three targets essentially brackets the boundary of the mixing space within
which objects of interest were to be found. Typically, more the mixing space
bounded by pure spectra, better the ELM would perform. With only asphalt
representing the dark and bare soil representing the bright area, the range of
reflectance in each band was compromised to within a limited mixing space.
Furthermore, Lambertian assumption is less realistic for bare soil and directional
effect and heterogeneity of the soil complicates the matter.

In terms of stable composition over time, i.e. without shadow, water or sun glint etc,
features could be identified with sufficient ease. Some regions in the east and south-
eastern part had to be avoided due to cloud cover.

Therefore it can be concluded that although it was challenging to find desirable
targets within such a small study area, nevertheless the Eagle reflectance map can be
used to identify suitable calibration targets for ELM (Research Question 4). The
main constraint of finding more number of suitable ground calibration targets with
varying albedo, that could form the many regression points during ELM calibration
was compromised primarily by the limited extent of the study area. (Figure 5-4
shows the three ground calibration targets)

Figure 5-4 Three suitable ground calibration targets identified for SPOT-HRG
ELM. (Green is grass, blue is asphalt and red is bare soil)
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Table 5-2 Direct validation with grey target

SPOT Bands | Eagle bands IAbsolute differenceRelative Difference%
1 E(47-83) -2.42 -8.03 %
2 E(95-121) -1.63 -5.54 %
3 E(166-208) 1.34 4.78 %
Table 5-3 Direct validation with black target

SPOT Bands | Eagle bands IAbsolute differenceRelative Difference%
1 E(47-83) 1.76 53.47 %
2 E(95-121) 1.63 51.46 %
3 E(166-208) 3.87 129.82 %

Table 5-4 Indirect validation with 20 random grass samples
SPOT Bands | Eaglew.r.t. EACASI |Absolute differenceRelative Difference%
1 E-C(15-19) -0.54 -12.95 %
2 E-C(21-24) -0.97 -19.56 %
3 E-C(28-30) 1.52 3.18 %

Table 5-5 Indirect validation with 22 random asphalt samples

SPOT Bands | Eaglew.r.t. EACASI |Absolute differenceRelative Difference%
1 E-C(15-19) -0.62 -7.33%
2 E-C(21-24) 1.43 15.00 %
3 E-C(28-30) -0.51 -3.57%

Table 5-6 Indirect validation with 21 random concrete samples

SPOT Bands | Eaglew.r.t.EACASI |Absolute differenceRelative Difference%
1 E-C(15-19) 1.46 6.09 %

2 E-C(21-24) -0.29 -0.98 %

3 E-C(28-30) -1.31 -3.7%

Discussion:

In a strict sense the direct validation of Eagle reflectance with respect to ground
targets could only be made with the grey target. A black target is not suitable for
such calibration practices. A true black target should give zero reflectance with only
the path radiance registered as the ‘at-sensor-radiance’ which is too idealistic to be
true in any operational condition. The presence of a ‘red edge’ in the average Eagle
spectrum from the black target shows that it was contaminated by the grass
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background, either because it was too small to completely fill the field-of-view or
because the adjacency effect was not accurately modelled by the ATCOR program.
This result was not unexpected as the artificial targets were only 6m x 6m in size,
and of necessity were placed on a healthy green vegetation background, so
retrieving the accurate reflectance for the black target in particular was always going
to be a challenge and hence the high difference in absolute value for band-3. The
very low numeric value as the denominator also explains the high value in band-3
while calculating for the relative difference of the black target. Also for dark targets,
even a very small contamination of contrasting material could significantly change
the reflectance (Smith and Milton, 1999). A visual inspection alone might not be
sufficient to identify targets with enough spectral contrast (Price, 1994).

There is a need to understand the intrinsic nature and behaviour of the ground targets
used during calibration and validation of this study. The white target could not be
used for either calibration or validation because of the high gain of Eagle sensor left
it saturated. Once a pixel gets saturated, subsequent values in the following
wavelengths even if registered are unreliable. This is because the way the
programme is written in the imaging software where the values registered in the
lower wavelength is used to trigger the values in the next higher wavelengths.
Therefore, once a pixel gets saturated all values along the subsequent bands for that
pixel become unreliable (Llewellyn, pers. comm. Nov.2008). The concrete
calibration target was found to be spectrally heterogeneous which could have
introduced some artefacts in the reflectance map resulting in residual errors although
asphalt seemed to be more stable spectrally and spatially.

One interesting finding was the pattern in which similar spectra were oriented. They
lied roughly in a north-south direction i.e. along the flying direction. Discussion
with Gary Llewellyn the Science Coordinator of NERC-ARSF revealed that due to
the low flying altitude and the integration time of imaging frame per seconds (fps)
used with the given Eagle-IFOV, the effective ground sampling resolution (GSD) of
the pixel turned out to be an elongated rectangular shape in the raw data. Pre-
processing of the raw data and resampling to 1 meter still retained the trait of the
original GSD and its corresponding point spread function (PSF) as shown in Figure
5-5. This possibly explains the smearing effect of similar spectra in the direction of
flying, spread roughly over three pixels. This also points out to the need of proper
synchronisation of flying altitude with the imaging instrument in use to achieve an
output data of desired quality.
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Figure 5-5 Elongated spectra

The indirect validation was based on comparing similar products from independent
sources; a method akin to how NASA evaluates MODIS with products such as
AVHRR, SeaWiFS, MERIS, SPOT-VGT etc (Morisettieal 2002; http://landval.
gsfc.nasa.gov/index.html). The principle is, if similar standardised product gives
comparable results, it establish confidence in datasets. The EA-CASI was flown on
the same day about an hour before at a much higher altitude than Eagle. The
reflectance map generated from it also used the same RTGC (USGS) correction
method using the grey and black ground targets. Results showed a close match
between the two products with no clear or significant differences. The means are
similar and the 95% confidence intervals on those mean overlap (Appendix I). This
reasonably builds confidence in the Eagle reflectance map. For grass, asphalt and
concrete the absolute differences lied within a nominal -0.97 to 1.52.

It is however to be borne in mind that an exact match is not feasible nor to be
expected between the field and scene spectra. Field measurements can have inherent
uncertainties which can be significant, owing to factors such as Hemispherical
Conical Reflectance Function (HCRF), instability of instrument, uncertainty of
standards used to calibrate these instruments, principles and techniques used for
reducing measurement errors and likewise. There are also issues with respect to
spatial distribution of field measurements and the number of readings. The
variability in field measured reflectance factors for non-Lambertian surface are
contributed by varying solar zenith and other atmospheric conditions (Miltain

2007). Metadata of field measurements of the targets during the NCAVEO
campaign showed they were not exhaustive. It ranged from measurements taken at
point location (eg. concrete) to a small subset region (eg. 3m x 3m for asphalt) and
therefore not necessarily always represented the whole target feature, specially for
the spectrally unstable. Validations with the ground targets were carried out between
the scene spectra and the target feature, and were not aligned to match with the exact
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coordinates from where the readings were taken. Because of all these practical
considerations there will always be some deviation from the observed.

In most cases it may be expected that there will always be some practical constraints
in terms of field measurements and characterisation of targets. More important is the
awareness of such uncertainties which needs to be documented in order to estimate
whether the difference between observed and predicted explains the situation and if
gives plausible results thus imparting confidence in data and to have traceability.
Ideally speaking, the spatially large, near-Lambertian surface without micro-relief,
spectrally stable and bland targets are to be best found only in desert surface, river
bed playa and alkali flats such as used in in-flight vicarious calibration sites in
deserts of Nevada or White Sands in New Mexico or similar. Achieving accurate
and precise atmospheric correction is not an easy task which requires careful
planning and examination of flight data and comparison of field data. Clark in 2002
noted that even with high signal to noise ratio of AVIRIS data it typically requires 1

to 2 person months per study site to achieve a quality calibration. Eagle data can
generate accurate reflectance map and can be used in any reflectance based method.
More detailed conclusion about sensor and data quality would require more detailed
and formal calibration and validation.

5.3. Result and discussion of the ELM on SPOT-HRG

The SPOT-HRG was atmospherically corrected using ELM method applying the
three ground targets identified from the Eagle reflectance map. The SPOT data is
then validated with the Eagle reflectance map and also with an independently
corrected map of the same SPOT data which used RT method employing ATCOR 2.

Result:

The ELM corrected SPOT-HRG data was in close match with the Eagle reflectance
map. Comparing the three bands, with asphalt, grass (near nadir) and grass (off-
nadir) the absolute difference between Eagle and ELM corrected SPOT ranged
between (-1.06 to 1.50), (-0.72 to 0.36) and (-0.93 to -0.51) respectively; compared
to the high difference between Eagle and ATCOR-2 corrected SPOT of (2.59 to

6.03), (2.51 to 10.80), and (2.28 to 11.10) respectively. However for bright targets

such as bare soil and bright vegetation, the ELM did not showed marked

improvement over ATCOR-2 corrected and was comparable. Figure 5-6 and Table
5-7 to Table 5-11 show the graph plots with the results and Appendix L show the

95% confidence interval on the means. It is therefore concluded that Eagle

reflectance map can be used to atmospherically correct SPOT-HRG to provide a
validated and calibrated data product (Research Question 5).
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Table 5-7 Validation with asphalt

SPOT bands [Eagle Vs SPOT — ELM Eagle Vs SPOT — ATCOR
Absolute diff |Relative diff| Absolute diff Relative diff
Bandl -1.06 -11.54 2.63 28.59
Band2 -0.75 -7.47 2.59 25.71
Band3 1.50 9.86 6.03 39.4
Table 5-8 Validation with bare soil
SPOT bands |[Eagle Vs SPOT — ELM Eagle Vs SPOT — ATCOR
Absolute diff |Relative diff| Absolute diff Relative diff
Band1l -1.38 -8.77 0.50 3.20
Band2 -0.91 -4.24 1.40 6.51
Band3 -4.63 -16.17 3.2 11.44

Table 5-9 Validation with bright vegetation

SPOT bands |Eagle Vs SPOT — ELM Eagle Vs SPOT — ATCOR
Absolute diff |Relative diff| Absolute diff Relative diff
Bandl -2.19 -59.89 2.41 65.75
Band2 -2.46 -62.23 0.51 13.05
Band3 -5.83 -12.02 7.90 16.29

Table 5-10 Validation with grass (off-nadir)

SPOT bands |[Eagle Vs SPOT — ELM Eagle Vs SPOT — ATCOR
Absolute diff |Relative diff| Absolute diff Relative diff
Bandl -0.08 -3.32 4.47 169.70
Band2 -0.72 -23.39 2.51 81.38
Band3 0.36 1.08 10.80 31.78

Table 5-11 Validation with grass (near-nadir)

SPOT bands |[Eagle Vs SPOT — ELM Eagle Vs SPOT — ATCOR
Absolute diff |Relative diffAbsolute diff | Relative diff
Band1l -0.57 -21.48 4.05 151.68
Band2 -0.93 -30.39 2.28 73.86
Band3 -0.51 1.49 11.10 32.28
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Discussion:

The SPOT image was acquired o' line, 2006 a week before thé"1line, 2006

when most of the multiple concurrent RS and field data were acquired. This one
week time lag could be overlooked for performing the ELM provided the targets
remained spectrally stable over that period of time (Tedlel. 1990; Karpouzli

and Malthus, 2003). Meteorological data and ancillary information suggested a
stable atmospheric condition over that week to have any significant contribution on
the target stability. The ELM performed on the SPOT-HRG data used only three
regression points, which can be rightly argued by experts to be insufficiently low.
The very small region-of-interest taken for the study left with this constraint of not
finding in enough numbers, suitably large homogenous targets of varying albedo to
be used as ground calibration targets. Although on the other hand it offered a unique
opportunity to compare between two corrected datasets - a rudimentary ELM using
only three regression points taken from the validated Eagle reflectance map against a
directly atmospheric corrected map which used robust RT based code employing
ATCOR 2.

An agreeable and plausible result which matched closely with the Eagle reflectance
was achieved by the ELM except for very bright features. The reason is best
believed to be of insufficient characterisation of bright target as ground calibration,
considering range of reflectance in each band. The mixing space allowed by the bare
soil as the threshold for the bright reflectance range was insufficient to
accommodate the very bright features. As sufficiently large similar bright targets
could not be identified in the Eagle reflectance map, this lead to the relatively poor
correction for the very bright features. For other features that were checked, the
transfer standard based ELM corrected SPOT data was found to be more accurate
than ATCOR corrected SPOT manyfold. The reason for the poor match of bright
targets was traced back to the constraint laid by the limited extent of the study area.
From the result, it is however reasonable to deduce, that given a large study area,
identifying suitable and in sufficient numbers of ground targets would be easier to
form the many regression points required to perform a good ELM. The then
corrected result would be far more accurate for all features in each band than other
conventional direct method of atmospheric correction which do not use any transfer
function. This transfer standard method of atmospheric correction of SPOT HRG
offers the users to use the validated data with more confidence than compared with
others. The user is now aware of where and for which features there lies a potential
possible source of error. It also allows for the error to be traced back all the way to
the transfer standard and even to the ground. This allows for allowances and
adjustments while working with such validated data. This is one of the primary goals

48



of “cal-val” which aims to provide data with known standard of quality.
Atmospheric correction of SPOT-HTG using a transfer standard gave more
plausible result than the only RT corrected method except for very bright features.
The study concludes that Eagle reflectance map can be used to atmospherically
correct SPOT-HRG in providing a validated and calibrated data product.

5.4. Assumptions and Limitations in the Methodology

1. No test of normality was performed for the four ROIs from where 995 samples
were taken assuming it to be normal since picked from same landcover type.

2. The most accurate method of spectral resampling would be based on the known
SRF of the sensor. In absence of that, as in this case, the next best available
option was chosen which uses the band-centre and the FWHM.

3. At such narrow FWHM of the Eagle, the spectral response was assumed to be
rectangular and hence rectangular filters were generated for the same.

4. Calculating solar geometry requires accurate time and scene centre coordinates.
Flight metadata provides the time and the extent of the coordinates for
particular flight line. The time and scene centre was therefore estimated for the
subset of the fifth flight line which was taken to be the study area. This was
inevitable but nevertheless affected with the HCRF effect. Effect of such
angular resolution could be significant in determining the quality of
atmospheric correction specially for albedo estimation.

5. The exact altitude of the aircraft over the study area was assumed to be the
average flying height while calculating the AOT at that altitude.

6. Owing to the limited study area, it was challenging to find suitable ground
calibration targets and the numbers of calibration targets used were the bare
minimum to form the ELM regression. This compromised with attaining a very
good ELM.

7. For calculating the results of the absolute and relative difference for reflectance,
the number of Eagle and CASI bands which aggregate to match the SPOT
wavebands were given equal weightage which assumes the SRF of SPOT to be
rectangular in order to fit. At such broadband such as SPOT, it is expected to be
gaussian and hence a weighted average would have been more appropriate.

8. Indirect validation data (the EA-CASI reflectance and the ATCOR-2 corrected
SPOT reflectance map) was assumed to be correct.
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6. Conclusions and Recommendations

6.1. Summary

Potential of the Specim AISA-Eagle imaging spectrometer as a transfer standard for
atmospheric correction of SPOT-HRG has been successfully established in this
research. The Eagle sensor is also evaluated in terms of instrument calibration and
linearity with that of CASI-2 sensor of UK NERC. The result expects to be of great
practical importance to the users of NERC-ARSF facility who wish to use the Eagle
data. The research demonstrated the requirement of a large study area for accurate
atmospheric correction of high resolution satellite data such as SPOT-HRG using
ELM coupled with a transfer standard mechanism. The has research also
streamlined an effective and flexible process flow which could be transferred to
similar scientific and operational applications involving imaging spectrometers to
atmospherically correct high resolution satellite data. It is a value addition for such
scientific application in the field of calibration and validation and contributes
towards the larger realisation of offering validated EO products.

6.2. Conclusions with respect to the Research Questions

1. Addressing to the first research question, the calibration quality of the Specim
AISA Eagle imaging spectrometer compared to that of the CASI-2 sensor of the
NERC-ARSF was found to be of poor quality at its present form.

2. Addressing to the second research question, the radiometric response of the
Eagle sensor was found to be similar with that of the CASI-2 sensor of the
NERC-ARSF. Considering CASI-2 to be a linear sensor, the radiometric
response of the Eagle imaging spectrometer was deduced to be linear.

3. Addressing to the third research question, it is concluded that the Eagle data can
produce an accurate reflectance map for use in upscaling to SPOT-HRG.

4. Addressing to the fourth research question, it is concluded that the Eagle
reflectance map can be used to identify suitable ground calibration targets for
SPOT considering (i) size in relation to SPOT pixels, (ii) range of reflectance in
each band and (iii) stable composition. A large study area representative of the
surrounding landcover would facilitate finding with many suitable targets and
also reasonably allow the assumptions associated with the ELM method.
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5. Addressing to the fifth research question, it is concluded that the Eagle
reflectance map can be used as a transfer function to atmospherically correct
SPOT-HRG to provide a validated and calibrated data product.

6.3. Conclusions from the the Research as a whole

1. The Eagle imaging spectrometer can be effectively and efficiently used as a
potential transfer standard for atmospheric correction of SPOT HRG data.
The research demonstrated a simple and flexible process flow for
atmospheric correction of high resolution satellite data in a scaled down
framework of Eagle sensor and SPOT-HRG. With reasonable confidence it
may also be inferred that the same technology can be transferred to similar
civil EO satellites and imaging spectrometers.

2. Inits present calibration form, the Eagle data is unsuitable for any radiance
based method. However the data can be used with confidence for any
reflectance based method.

3. Validation result of SPOT data suggested that even a rudimentary model,
when coupled with a robust transfer standard can offer plausible
atmospheric correction. .

4. The role of sensors of varying resolution for both aircrafts and space borne
satellites lies not only in mapping at different scales, but are and can be
used as an excellent transfer standards in upscaling and data aggregation
for data of different resolution.

6.4. Limitations in the Research

1. There is scope for detailed in-depth investigation and research in each of the
three major sub-groups viz. (i) evaluation of Eagle sensor (b) creating accurate
reflectance map and (c) the ELM correction of SPOT-HRG using the Eagle
reflectance map. The limited time constraint left further investigation within
each sub-group beyond the scope of this research.

2. There is scope for more exhaustive quantitative analysis with respect to sensor
evaluation, quality, traceability and uncertainty of the data product.

3. The NERC-CASI-2 sensor was assumed to be accurate in terms of calibration
and linearity of the instrument and no test was performed to check that.

4. The measurements from field were also assumed to be accurate.

5. More formal and robust statistical validation is required to brand a product of its
data quality.

6. The result of such a robust and accurate Eagle reflectance map was somewhat
diluted using a very simple model such as the ELM to be used for atmospheric
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correction of SPOT-HRG data. Additionally the limited ground calibration
targets resulted in a weak ELM which could have been possibly avoided if a
larger study area was taken in the first place.

Between field measurements on ground and the satellite data at TOA, this
research primarily looked into the atmospheric effects, but there also lies the
issue of spatial resolution looking into which remained beyond the scope of this
study.

Recommendations

1. A laboratory calibration of Specim AISA-Eagle sensor is recommended.

Because operational aircraft environment (temperature, humidity, vibrations
etc) differs from that of laboratory, the sensor should then be checked at regular
intervals by in-flight vicarious calibration in order to provide radiance
calibrated data product.

Given the need of today and rising willingness within users, data providers and
stakeholders, a detailed and comprehensive methodology could be formulated
from this method under demonstration. Frequent flying with an imaging
spectrometer can be accomplished over a large region preferably over
instrumented sites to develop and compile the temporal variability of ground
targets as Look-Up-Tables (LUT) in varying atmospheric conditions. These
LUT can then be applied for atmospheric correction of high resolution satellite
images traceable with known uncertainties for either the next stage of transfer
function dealing with spatial resolution or directly as input to environment
application or models.

Irrespective of whether the site is instrumented or not, an on-board atmospheric
measurement unit in the aircraft can be a possibility. This would serve the dual
purpose of proving accurate atmospheric data for correction at a later date and
also would facilitate the operator to set the gain of the camera if required, based
on the then present atmospheric condition of flying.

The sequence of process flow developed is flexible and could be replaced with
more advanced or better available methodologies. For example, the ELM based
method could be replaced with a more rigorous model.

The short note in the Appendix-H on the use of ATCOR-4 is aimed for the
interested but inexperienced researchers.
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Even within a scaled-down framework this research has attempted to look at the
many facets of calibration and validation. There lies a unique opportunity for
many advanced research which can sprout in many directions from this study.
For example, a further investigation on calibration of Eagle sensor is possible,
or generation of a more accurate reflectance map with detailed accounting of
angular functions of HCRF, or developing a more robust model than ELM for
atmospheric correction using the reflectance map or even further refinement and
developing the whole process of evaluation and using imaging spectrometers as
transfer standard. Further research is encouraged in this field for the
advancement of the science and to achieve the “best practice” in the field of
calibration and validation of sensors and data products.
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APPENDICES

Appendix-A. SPOT-5 HRG camera specification.

(Source: http://spot5.cnes.fr/gb/satellite/camerasHRG.htm accessed on 2009, Jan 25)

HRG technical data |

‘Mass 1356 Kg

Maximum power (depending 344 W

on mode)

'Dimensions 2.65x1.42x0.96 m

|Ob|ique viewing angle

‘ +/- 27 degrees

|Focal length ‘1.082 m
|Fie|d of view ‘+/— 2 degrees
"Performance P 'B1B2B3 'SWIR
B1 0.50-0.59
Spectral range 0,49-0,69 micronsB2 0.61-0.68 | oo 175
(panchromatic band) B3 0.78-0.89 microns
Detectors per line 12000 6000 3000
|Number of lines ‘2 offset ‘ 3 registered ‘ 1
|Detector pitch ‘6.5 microns ‘ 13 microns ‘ 26 micron
|Integration time per line ‘ 0.752 ms ‘ 1.504 ms ‘ 3.008
5x5m
Ground sample distance glrég)l(e;rgage 10x10m 20x20m
dual image
|Signa|—to—noise ratio ‘ 170 ‘ 240 ‘ 230
|Modu|ation transfer function ‘ >0.2 ‘> 0.3 ‘> 0.2
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Appendix-B. CASI-2 Specification.
(Source : NERC-ARSF)

Parameter

‘ Description

IFOV (Instantaneous Field Of View)

Across Tack

54.4 ° (custom lens)

Along track

0.1151°

Aperture

/2.8 - /11 (Automated iris control)

Spectral range

405 - 950 nm

Spatial samples

512 spatial pixels

Spectral samples

288 at 1.8nm intervals (2.2nm FWHM @
650nm)

Dynamic range

12-bits (4096 levels)

Recording

1 removable 9 GByte Hard Disk

Operating Modes

® Spatial Mode

512 pixels across swath. up to 18 spectral
bands (fully programmable).

® Spectral Mode

full spectrum (288 channels) for up to 39
look directions spread across swath (4, 8, 12,
or 16 pixel spacing between look directions).
Includes a monochromatic image at full
spatial resolution (Scene Recovery Channel).

¢ Enhanced Spectral Mode

full spectrum (288 channels) in a block of
101 adjacent spatial pixels.

¢  Full Frame

512 pixels across swath x 288 spectral pixels
(~1-2 sec. Integration time limits use to
laboratory calibration or ground-based field
use).

Downwelling Incident Light Sensor (ILS)

Lumogen coating for enhancement of blue response below 450nm|
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Appendix-C. SPECIM AISA-Eagle Specification.

(Source : OEM technical data sheet)

Swath width vs altitude
OPTICA
TYPICAL SPECIFICATIONS

CHARACTERISTICS e -
High efficiency transmissive imaging spectrograph. | = -
Spectrograph Thraughput practically i of p jon || P -
Srile and keystone < 2 microns. | o
Fir Fza] | A — E
Spectral range 400-g70 nm | 7 -
Spectral resolution 2.9 nm 100
Skt width 30 microns 1
Diffuse downwelling irradiance collector and fiber optic cable £ |t i ”’"’"I-I s
FODIS {optional) 4 - Z= |23 s POV 289 .

(5 m standard] with SMA connector | s
8w om0 1w wew e w0 e o

Calibration Sensor provided with wavelength and radiometric calibration file. Swatn )
FORE OPTICS
Fore optics options OLEz3 OLEig5 OLEg
Focal length 23mm 185 mm Ground pixel size vs. altitude
Fov 29.9 degrees 377 degrees Wide FOV lens p =0
IFQV ©.029 degrees ©.0%7 degrees L i
- = = Mere specifications
Swath width 0.53 x altitude 0.68 altitude x wn
o o upon request
round resclution @ 500
1000 m ahiude G m SEEm P il
ELECTRICAL ”“é
CHARACTERISTICS :
Camera Progressive scan CCD camera i
Spectral binning options 1x Y 4x &x i |98 8mmiens, POV T Taeg |
| 23 mm tens, FOV 23,9 deg. |
# of spectral bands 488 244 122 60 . S g
008 050 100 150 20 150 300
Spectral sampling/band 1251m 230m 46nm 9.20m Groung prelsizs m)
Image rate, up to {images/s) 30 [ 100 160
Spatial pixels, up to 1024, of which 70 - 80 FODIS pixels {optional)
Output 12 bits digital Image rate at aircraft velocity of 6o m/s
it 35011 - 14001 (depending on the band configuration) (120 knots)

More detailed SNR data in various conditions available from SPECIM.

. 0m0
Integration time Adjustable, independent of image rate 1\ 185 e, 500 7.7 con. L 4sgq
Electramechanical shutter for dark background registration, - il bl Lo 2] B
Shutter \ \
user-controllable by software, e
Hyperspectral and multispectral o ¢
Operating modes The operator can create application specific band configurations, and e
perating P pp P I
ickly change from one mode or configuration ta others in flight operation. -
Power consumption i
Complete systemwith rack PC W i
Complete system with lightweight PC 315W | N
' " « © © 00
p—
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Appendix-D. Summery of fl

ight mission and time line

. (source: NEODC and office of NCAVEO)

08:00 09:00

10:00 11:00 12:00

Proj No. | GBO6-10 Proj Name | NCAVEO [ PI_| AK. Wilson | Do-228 | D-CALM Date 17.06.2006 | Day | 168 Land 12:30
Pilot Carl Joseph Co Pilot__| David Davies | Op | SimonRoberts | Base | Kidlington | Sortie Log Take off | 09:50
Observer Weather ] Cloudy and hazy’ QNH 1020 Mb [ OAT 23°C | Total 2:40
Site parameters d casil RHD=C | ATM RHD=14 WILD RC-10 Nav card = B LiDAR Settings Eagle RHD Chock Time
Gnd speed kts | 1 Config Veg Ref Temps Filter =y | F.stop 5.6 | LIDARRHD =1 | Scan Angle 20 Hawk RHD Engine’s
Alt ftamgl | 625 BBl [ 15 Film AGFA colour Film # Scan Freq 20 Efps 30 _IT 12 On [ 09:40
Piclsizem [ 25m Mode Spatial EB)_| 35 Shutter speed 320 Cassette & Resolution 1.4 Hips 30 1T 15| Off | 1237
General nav. information casi 2 ATM IDS_|RC-10 Time (GMT) | GPS Quality | Drop | Eagle | Hawk
Line GPS [Spd [File |F | IT | Scanx 100 | Sen | File | Frame Outs [File File
No. Dir [Altft | kis | No ms | Start | Stop Spd | No No's Tot. Start Stop PDOP | svs | (%) No No Notes
Test 001_[3 |50 25|01 [H] [H] Dark
7 I 36 Jo2_[3 2 25 4 45 |225 |7 2 2
6 3 34 J003 |3 2 5 55 240 |7 3 3 E=3I H=13
5 T Bl I E 2 5 03 [2358 |7 ) )
4 3 36 J005 |3 2 0 12 |17 |8 B B
3 I 134 J0os |3 2 111 119 | 174 |8 -6 -6
2 328 135|073 [4 1122 | 1127 [143 [10 |0 -7 -7
1 148 32 Jos |3 [# 1130 | 1135 J1el [9 |0 [E [E
X 061 130 Jooo |3 [# 14l | 1143 [176 |9 fo 9 9
B 148 133 o0 |3 [& 1149 | 1154 184 [9 |0 10|10
9 328 37 o |3 [4 1157 | 1201 189 [9 |0 11 11
Test 012 12 12| Dark
1 Cloud  (-10% O Shadow 0-10% O  Illumination >90%0  Turbulence/ None O | Other
2 cover  10-20% O effects 10-20% O 90-80% X Speed issues Slight X | Spacing 556 Swath 744
3 20-30% X -30% X 80-709% O Variable O 480 642
4 30-40% O 00 70-60% O High O
5 40-50% O 0% O 60-50% O
6 50-60% O % 0 50-40% O
7 60-70% 0O % 0 40-30% O | this sortie
8 70-80% 0O % 0 30209 0
9 80-90% O ©0 20-10% O
10 >90% O 10-0% O
(eaicion Dy 178 June 2008 Duatdtol Tomplag

i b= ;:w Aerosol optical thickness |

¢ b= i & water vapour amount

B i Sky irradiance distribution
g =

B e Spectral ground

data

@ owmcuk
CHRIS PROBA

EA CASI| and LIDAR
NERC CASI & AISA Eagle/Hawk
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Appendix-E. Data level supplied by NERC-ARSF.

(source: NERC-ARSF, http://arsf.nerc.ac.uk/data/ )

Product |Definition

Level O

Level
la

Level
1b

Level 2

Level
3a

Level
3b

Level 4

Raw "sensor format" data at original resolution
Level 0 data reformatted to image files with ancillary files appended

Level 1a data to which radiometric calibration algorithms have been
applied, to produce radiance or irradiance, and to which location and
navigational information has been appended.

Geophysical or environmental parameters derived from Level 1a or 1b
data, may include atmospheric correction.

Level 1b or 2 data mapped to a geographic co-ordinate system usingj on-
board attitude and positional information only.

Level 1b or 2 data mapped to a geographic co-ordinate system using on-
board attitude and positional information with additional ground control
points.

Multi-temporal/multi-sensor gridded data products.
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Appendix-F. AZGCORR and AZEXHDF commands

AZGCORR and AZEXHDF commands used and their explanations

Commands used to correct Eagle data:

= azgcorr -v -in -1 5513 6277 -cspacM -mUK99 osgb02.txt -
be -p 1.0 1.0 -1 €168051b.hdf -3 €16805sub3a.hdf -eh
chilbolton_5m.dem

= azexhdf —h e16805sset3a.hdf -G e16805sset3a.tif

Commands used to correct CASI:

= azgcorr -v -be -1 4202 4729 -p 2.0 2.0 -1 ¢168051b.hdf
-3a c16805sset3a.hdf -mUK99 osgb02.txt -eh
chilbolton_5m.dem

= azexhdf —h e16805sset3a.hdf -G e16805sset3a.tif

The parameters are explained below; however the variable such as line number
and file name will change for Eagle and CASI

Commands Azgcorr Function
Azgcorr Basic parameter which launches the programme
-V Runs in verbose mode
-in Nearest Neighborhood interpolation
Line start and end option to work on a subset defined by 5513
-l (small L)
to 6277
A new projection correction algorithm which has been
-cspacM incorporated in the new version. Not necessary while working
with the latest version (pers. Comm., 2008)
-mUK99 Changes map projection to UK National grid 1999 method
Osgb02 It's the Ordn.ance Survey projection correction file, which
needs to be included
A new band editing function if any bad lines in some bands
be appeared which has been incorporated in the new version, Not
necessary while working with the latest version (pers. Comm.,

2008)
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Commands Azgcorr Function

-p Pixel dimension in metre

-1 (number) Calls the input image (Level-1)

-3 The output image (Level-3)

-eh Calls the DEM flat file with header information

5 metre Digital Surface Model file which needs to be included

chilbolton_5m.dem .
for z correction.

Commands Azexhdf Function

Azexhdf Basic parameter which launches the programme

-h Input HDF file

-G Convert Level-3 image data to Geotiff file (.tif)
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Appendix-G. Four Homogenous ROls

The four ROIs from where 995 random pixels from both the CASI-2 and Eagle were
collected

Left part is the Eagle subset and the right side CASI-2 subset. The four coloured
rings below shows the four ROIs. Green is fallow land, blue is asphalt, red is grass-1
and yellow is grass-2. The top part of the image shows a magnified view of random
samples from the asphalt and grass ROI.
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Appendix-H. Tips and Tricks with ATCOR-4
Tips and Tricks with ATCOR 4.

The following are from my experience encountered while working with ATCOR 4

in an X7 Linux server multiple user network system and also with a desktop running
on Windows XP operating system. The way around devised are not necessarily the
most efficient or logical and do not guarantee working on other systems. The novice
but interested users of ATCOR 4 might find these tips and tricks useful.

1. It is felt ATCOR 4 is uniquely suited for scientific R&D but not de-facto choice
for production environment.

2. Multiuser Linux based network system proved to be instable with many glitches
with setting up permission and occasional bailing out from the programme. It is
recommended to use single user with all permission desktop version (Linux, Unix or
Windows)

3. Itis felt there lies enough scope for improvement in manual and on-line help.

4. RESLUT operation resamples the required monochromatic ‘atm_database’ and
allows selection of flight altitude region but not at the required flight altitude. To
interpolate at that required height the way around found was firstly select the
“Atmospheric file” with required aerosol type and a flying height close to the
required one, secondly click on “Aerosol Type” then “Visib Estimate” and thirdly
return back to “Atmospheric file” and select the interpolated file from the drop down
list.

5. After entering “Spectra” Module, it is worthwhile to check whether the required
“atmospheric file” is selected, if not return and repeat.

6. If spectral calibration has to be performed, it is advisable to bail out completely
from the programme after it. | also used to delete the previous process initialisation
file (*.ini) and re-write the specification of all processing parameters.
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7. Without entering the main panel all previous response file, (.cal), (.wvl) and LUT
file from the respective folder (‘sensor’ and ‘atm_lib") in ATCOR4 directory needs
to be deleted and be replaced with the new (.cal) and (.wvl) file. Again new response
file and new RESLUT has to be created. Upon entering main panel make sure to
select the right updated “Calibration file” and the wavelength file.

8. After all processing parameter is set up clicking the “In-flight Calibration” might
give error, check whether the new cal file is selected, click on “Aerosol Type” then
“Visib Estimate” and return back to “Atmospheric file” to check the right
interpolated file from the drop down list is selected. Sometimes an option of
requisite water vapour might appear which could be because of wrong selection of
atmosphere file or could also get changed even if rightly selected. Check again and
select the right water vapour used during spectral calibration. Make sure to bail out
of programme, replace the previous with the new (.cal) file delete the previous (.ini)
file repeat step 7 and run the final image processing.
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Appendix-l. Spectral and Radiometric Calibration

Results from spectral and radiometric calibration during RTGC USGS correction:

Shift in spectral calibration in the first six response function after spectral calibration

A Zoom (1,2, 4,8) [E=Es]

Min. e distance to image border = 120

Zoom= ’27 Stretching | QUIT

icplay banc fie ] Vichiip k)= 400 Aw

0T621_me20_ura

2 sr micrometer)

I \

<

Contiast stietching ' Gaussian ( HistoEq

Fietun |

Create Zoom Window

M= [00 vmac- [13588

Radiometric calibration of the Eagle generated
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Appendix-J. Atmospheric correction of Eagle data

Result from atmospheric correction using RTGC method

| Constant Visibility Conditions

Display Image |

Select display bands (fle #] Conbast stetching

Red-[190  Green- |14 Blue= {24 | & Gaysgian © Histokq [Resultof Atm. Corection

MESSAGES |

|[ - Working on band 5.

The display on the right side window shows the result of atmospheric correction on
Eagle data for the study area.
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Appendix-K. t-test in evaluation of Eagle calibration

GET

FILE='D:\GEM_studymat\5.MSc Thesis\Analysis

Output\SPSS\NL_output\Masterc'+
'opy_independent.sav'.

DATASET NAME DataSetl WINDOW=FRONT.

T-TEST
GROUPS = ROI_code(1 2)
/IMISSING = ANALYSIS

/VARIABLES = CASI_0.4512 CASI_0.4914 CASI_0.5535 CASI_0.6095

CASI_0.6524

CASI_0.6724 CASI_0.7031 CASI_0.7126 CAS|_0.7433 CAS|_0.752

CASI_0.7645

CASI_0.7828 CASI_0.8221 CASI_0.8664 CASI_0.9413

ICRITERIA = CI(.95) .

T-Test
Output Created 17-JAN-2009 19:19:40
Comments
D:\GEM_studymat\5.MSc Thesis\Analysis
Input Data Output\SPSS\NL_output\Mastercopy_independe

Active Dataset
Filter

Weight

Split File

N of Rows in
Working Data File

Missing Value Definition of
Handling Missing

Cases Used

Syntax

av
DataSetl
<none>
<none>

<none>

1990

User defined missing values are treated as missi

Statistics for each analysis are based on the casdq
with no missing or out-of-range data for any varia
in the analysis.

T-TEST

GROUPS = ROI_code(1 2)

IMISSING = ANALYSIS

IVARIABLES = CASI_0.4512 CASI_0.4914
CASI_0.5535 CASI_0.6095 CASI_0.6524

CASI_0.6724 CASI_0.7031 CASI_0.7126
CASI_0.7433 CASI_0.752 CASI_0.7645

CASI_0.7828 CASI_0.8221 CASI_0.8664
CASI_0.9413

/CRITERIA = CI(.95) .

=

e
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Resou Processor Time

rces

Elapsed Time

Notes

[DataSetl1] D:\GEM_studymat\5.MSc Thesis\Analysis
Output\SPSS\NL_output\Mastercopy_independent.sav

Group Statistics

0:00:00.16

0:00:00.09

ROI
codg N Mean Std. Deviation | Std. Error Mean
CAS|_0.4512 1 995 3840.9276 844.09630 26.75965
2 995 2943.9896 893.51696 28.32639
CAS|_0.4914 1 995 3863.3156 1097.78509 34.80213
2 995 3238.1738 1095.72190 34.73672
CASI_0.5535 1 995 4930.6412 1114.68430 35.33787
2 995 4660.1490 1109.55822 35.17536
CASI_0.6095 1 995 4385.8392 1685.53715 53.43512
2 995 4086.6579 1666.71921 52.83855
CASI_0.6524 1 995 3893.8844 1932.72244 61.27142
2 995 3428.2800 1848.36578 58.59713
CAS|_0.6724 1 995 3957.8492 2195.88863 69.61435
2 995 3478.3260 2088.18575 66.19994
CAS|_0.7031 1 995 4829.9367 1690.80202 53.60203
2 995 4462.3345 1589.28681 50.38378
CASI_0.7126 1 995 6092.4482 1623.70328 51.47485
2 995 5559.6796 1539.92944 48.81905
CAS|_0.7433 1 995 9990.6814 2838.59810 89.98961
2 995 9474.0495 2842.83369 90.12389
CAS|_0.752 1 995 10944.9709 3210.60885 101.78314
2 995 10080.5509 3106.95731 98.49717
CAS|_0.7645 1 995 5368.2271 1510.15256 47.87505
2 995 6228.2555 1956.73969 62.03282
CASI_0.7828 1 995 11319.3628 3336.32021 105.76846
2 995 10100.1170 3147.04032 99.76789
CAS|_0.8221 1 995 7938.2000 2218.77930 70.34003
2 995 6702.8052 2203.54834 69.85718
CAS|_0.8664 1 995 10498.3508 2792.73987 88.53581
2 995 8149.8702 2588.81780 82.07104
CAS|_0.9413 1 995 2639.8884 460.28845 14.59212
2 995 .0001 .00016 .00001
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Independent Samples Test

Levene's Test for
Equality of
Varlances t-test for Equality of Means
Sig. (2- Mean Std. Emror 93% Confidence Intsrval of
F Sig. t df tailed) | Difference Difference the Difference
Lower Upper Lower | Upper | Lower Upper Lower Upper Lower
CASI 0 Eoual
4512 variances 34272 000 [ 23018 1988 000 | 89693709 38.06747 82051664 973.35933
assumed
Equal 19815
variances not 23018 | g 000 | 89693799 38.96747 820.51648 973.33930
assumed
CASI 0 Egual
4914 variances 1.072 301 1938 000 | 62314174 49.17141 528.70883 721.57463
assumed
Equal 19879
variances not 12714 | 77 '9'2 000 | 62314174 49.17141 528.70883 T21.57463
assumed -
CASI 0 Eoual
3335 variances 103 748 5425 1038 000 | 27048221 4086051 17270787 368.27636
assumed
Equal 19879
wvariances not 5425 [ 7 I*.S 000 | 27048221 4986051 17270787 368.27636
assumed -
CASI 0 Eoual
6095 variances 513 474 398 1988 000 29918130 73.14802 151.80417 44655844
assumed
Equal 10877
variances not 3981 | 49 000 | 299.18130 7314302 151.80416 446.33843
assumed
Equal
variances 1176 278 5492 1938 000 | 463.60443 24.78096 29933559 631.87330
assumed
Equal 19840
variances not 5402 [ 7T 000 | 463.60445 84.78096 20933539 631.87351
assumed -
Equal
variances 2251 134 4992 19338 000 [ 47932327 96.06555 201.12336 667.92200
assumed
Equal 19829
variances not 49921 g 000 [ 479352327 96.06333 20112327 667.92328
assumed -
CASI 0 Equal
7031 variances 2931 087 4097 1938 000 [ 367.60217 73.56427 22333100 511.87333
assumed
Equal - | 19804 o B g 1187367
variances net 4,097 a7 000 36760217 73.56427 22333067 511.87367
assumed -
CASI 0 Equal
T126 variances 134509 000 7.510 1928 000 [ 33276883 7094336 393.63750 671.85976
assumed
Equal 10824 o - ) N
varnances not 7510 | Ty, {000 [ 33276863 70.94336 393.63726 671.90000
assumed '
CASI 0 Equal
7433 variances 000 992 4.036 19338 {000 [ 31663189 12733951 266.85977 T66.40401
assumed
Equal 1987.9
variances not 4056 | 7 '9'6 {000 [ 31663180 12733951 266.85977 T66.40401
assumed
Equal
variances 1.048 306 6.103 19338 (000 [ 86441997 141.63863 586.64424 | 1142.19369
Equal 108538
variances not 6.103 | Ty (000 [ 26441997 141.63863 586.64406
assumed -
Egqual
variances 44.687 000 | -10.976 1938 {000 [ -B60.02841 TR35874 | -1013.70227 706.33455
assumed

..cont
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Levene's Test for

Equality of
Variances t-test for Equality of Means
Sig (2- Mean Std_ Error 45% Confidence Interval of
F Sig. t df tailed) Difference Difference the Difference
Lower Upper Lower | Upper | Lower Upper Lower Upper Lower
Egqual
variances not 10076 | 1980\ ooo | seoozest | 7m3sena| 101370828 | 70634853
assumed -
Equal
variances 4436 035 8386 1938 {000 | 1219.24386 1435.39807
assumed
Equal 19812
variances not 8386 | UL {000 | 1219.24386 1435.39807 934.09668 304.35503
assumed -
CASI 0 Equal
821 variances 374 449 [ 12482 1928 000 | 123539478 9013409 1040.97541 42981413
assumed
Equal 1987.9
variances not 12482 | 77 '0'6 000 | 123535478 99.13499 1040.97540 1429.81416
assumed
CASI 0 Equal
8664 variances 8793 003 [ 19453 1928 000 | 2348.48051 2111.72199
assumed
Equal 1976 6
variances not 19.453 | 7 30 000 | 2348.48051 12072384 | 211172116 2585.23985
assumed
CASI 0 Equal 1557.9
9413 variances "'{4 000 | 180912 1928 {000 | 2639.88831 1459212 | 2611.27083 2668.50577
Equal 994.00 .
variances not 180912 | 77 0 (000 | 2639.88831 14359212 | 261125341 2668.52322
assumed
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Appendix-L. Confidence Interval on means in Data Validation

(A) Direct Validation of Eagle with Ground (Grey and Black) Targets

GEEY TARGETS
Eagle GREY TARGETS (FIELLY)

SPOT1 JSPOTY |SPOT3 SPOT1 JSPOT2 |SPOT3
X 27.74) 2788] 2045w 30170 19.51 28.11
sD 0.00 0.00 0.00]5D 1.18 1.17 1.12
SE 0.00 0.00 0.00SE 0.1% 019 0.18
t 2.04 2.04 2.04]¢ 2.04 2.04 2.0
itx SE) 0.00 0.00 0,000t = SE) 0.39 0.39 038
n-1 36.000 36001 36.00In-1 36.000  36.00 36.00
C1 min 17.74) 27.88] 20.45)CT min 10771 10.12 27.73
C1 max 1774 17.88]  29.45)CT max 30.56) 10.01 1848
Abs diff -142 -1.63 1.34
Rel diff -8.03 -5.54 4.78

BLACK TARGETS
Eagle BLACK TARGETS (FIELIY)

SPOT1 JSPOTI |SPOT3 SPOT1 JSPOTI JSPOT3
i 3.06 4.30 6.85]x 3.30 3.17 298
SD 0.00 0.00 0.01]5D 0.39 0.38 0.36
SE 0.00 0.00 0.00)SE 0.06 0.04 0.06
t 2.02 2.02 202 2.02 2.02 2.02
(tx SE) 0.00 0.00 0.00t = SE) 0.12 0.1z 0.12
n-1 38.000 3800  38.00n-1 38.000  38.00]  38.00
CI min 5.06 4.30 6.85]CT min 3.18 3.05 1.36
C1 max 5.06 4.50 A5]CT max 3412 3.29 .10
Abs diff 1.76 1.63 3.87
BRel diff 5347)  S1.46] 12082
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(B) Indirect Validation of Eagle with EA-CASI-3 Reflectance Map

GRASS
Eagle CASI-3
SPOT1 |SPOT? |SPOT3 SPOT1 |SPOT? |SPOT3
K 3.6633] 4.00875] 492702 )x 42100 4 084] 477472
sD (0.14930) 0.12293] 0.96669)5D 0.34056] 0.31699] 268067
SE 0.0334) 0.02749] 0.21616]5E 007613 0.07088] 0.50942
t 2.003)  2.093 2003 2.003 2.003 2.003
(tx SE) (.06902) 0.05733] 045242}t x SE) 0.15930) 0.14836] 1.23458
n-1 16 19 19]n-1 16 19 14
CI min 3.50558) 3.95122] 488177 4.05151) 4.83564] 464024
CI max | 3.73342) 4.06628] 497226 4.37020) 5.13236] 49.0017
Abs diff | -0.5454] -0.9752 1.523
Rel diff |-12.9521] -19.565] 3.18972

CONCERETE
Eagle CASIL-3
SPOT1 |SPOT2 [SPOT3 SPOT1 |SPOT2? |SPOT3

i 25.5340] 20.2675] 34.25020x 240876] 29.558] 35.5683
sD 1.87316) 2.33216] 3.16391)5D 2.18023] 2.50712] 2.74848
SE 0.40876) 0.30892] 0.69042]SE 047377 0.5471] 0.50977
t 2086 2086 2 086t 2 086 2086 21085
(tx SE) 0.83267) 1.06161] 1.44022)(t = SE) 0.99245] 1.14125] 125112
n-1 n-1

CI min 2470220 28.2059] 32 8004 230052 22 4147) 34.3171
CI max | 26.4073) 30.3291| 35.6004 25.0801) 30.6992] 36.8194
Abs diff | L46724] -0.2905] -1.3181

Rel diff | 6.00125] -0.9827] -3.7058

ASPHALT
Eagle CASI-3
SPOT1 |SPOT? |SPOT3 SPOTL1 JSPOT2? |[SPOT3

i 7.04327) 11.0325] 13.8623 % B.37173) 9.59205] 143762
SD (.60273) 1.63407] 0.68723)5D 0995000 1.09506] 1.52246
SE 0.1285] 0.34838] 0.14632)5E 0.21213] 0.23347] 0.32459
t 2.08 2.08 208) 2.08 208 2.0
(tx SE) 026720 0.72464] 030476}t x SE) 0.44128) 0.48561] 0.67513
n-1 21 21 2n-1 21 21 21
CI min 7673990 10.3079] 13.5575 8130440 9.10734] 13.7011
CI max | 821036) 11.7572] 14167 2.01301) 10.0785] 15.0514
Abs diff | -0.62845) 1.43958] -0.5130

Rel diff |-7.33171) 15.0066] -3.5749




(C) Validation of ELM-SPOT and ATCOR-2 corrected SPOT with Eagle
Reflectance map

ASPHALT
[ | [
Eagle SPOT - ELM SPOT - ATCOR
SPOTI |SPOT? [SPOT3 SPOTI [sPOT? [SPOT3 SPOT1 |SPOT? [SPOT3
i 93] 11| 1sas|r 817 938 1679fx g7 7] 232
5D oso] osms]  157]sD oz 1o07] 3.15lsD os7]  112] 313
SE o] ox| osa4sE 021 o] ossfsE o1s] o024  ose
t 209 208 209 209 208 209 209] 209 209
it x SE) 041] o045]  072]itxsE) 043] 043l 144)itxsE o40] 051 144
n-1 2000 2000 2000fm1 2000 2000] 20.00f-1 2000 2000 2000
(CI_min 5.82] 968 1457 72| ss7] 1233 1147 1220 1958
CI max 2.64] 10.56] 16.00 5.61] 9.84] 1822 1227 1322 217
Eagle and SPOT-ELM Eagle and $POT- ATCOR
Abs diff | -1.07] -0.76] 181 ab: diff  2.64] 60| 603
Fel diff | -11.88] -7.47] 9.6 Rel diff| 28.60] 2571 3848
BARE S0IL
Eagle SPOT - ELM SPOT - ATCOR
SPOTI |[SPOT? [SPOT3 SPOTI [sPOT? [SPOT3 SPOTI |SPOT? [SPOT3
i 15.801] 21.541] 28684 14414] 20627] 24.045|x 16.307] 22944 319673
SD 0.8993] 1.2023] 1.2581]sD 0.9407| 07118] 0.5527|sD 0.8784 0.80722] 0.73381
SE o.2844] 03802] o3e7]sE 02e73]  0.225] 0.1748]SE 0.2778] 0.25526] 0.23205
t 2283 z262] 2283 2263 2283 2263 2263 2263] 2262
itxSE) | 06433 086 09|exsE) | 05728 0.s09] 039s3|ixSE) | 0.5283] 057741 05240
n-1 9 g 9|n-1 9 g gln-1 g g g
CI min | 15.138] 20.681] 27.784 13.742] 20117 2365 15.678] 22.3666] 31.4424
CL_max | 16.444] 22.401] 29.384 15.087| 21.136] 24.441 16.938] 23.5214] 32.4922
Eagle and SPOT-ELM Eagle and SPOT- ATCOR
Abe diff | -1.3866] -0.9145] 4.6388 ab: dif] 0.5056] 1403
Fel diff | -8.7738] -4.2454] -16.171 Rel diff| 2.2001] 6.513
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BRIGHT VEGETATION

Eagle SPOT-ELM SPOT-ATCOR
SPOTI1 |SPOT2 |SPOT3 SPOTI |SPOT2 |SPOT3 SPOT1 |SPOT2 |SPOT3
X 3.6667] 3.9589] 48.327 14953 42.602% 6.0777) 4.47338] 36.4343
sD 0.2144] 0.2578] 2.6291|5D 0.3978] 3.6086|SD 0.4527] 0.45121] 4.95979
SE 0.0715] 0.0859] 0.8764|SE 1.2329|SE 0.1509] 0.1504)1.65326
t 2.306] 2.306] 2.306]t 2.306]t 2.306] 2.306
(txSE) | 0.1648] 0.1982] 2.0209|(tx SE) 3 2.843)(t x SE) 0.348] 0.34683]3.81242
n-1 3 3 8|n-1 8 2 2In-1 2 8 3
CI min | 3.5019 1.1056] 1.1895] 39.549 4.12875] 52.6218
CI max | 3.8315 1.8358] 1.801] 45.535 4.82241] 60.2467
Eagle and SPOT-ELM Eagle and SPOT- ATCOR
Abs diff | -1.196]-2.4636] -5.8351 Abs diff] 2.411] 0.5187] 7.9076
Rel diff -59.89] -62.23] -12.024 Rel diff | 65.755] 13.051] 16.2954
GRASS OFF-NADIR
Eagle SPOT-ELM SPOT-ATCOR
SPOTI |SPOT? |SPOT3 SPOTI JSPOT2 |SPOT3 SPOTI1 |SPOT2 JSPOT3
X 2.6389 3.09 25512] 23672 34331|x 7.1172] 5.60486] 44,7843
sSD 0.2305] 0.3455 0.3423] 0.3308] 1.0318|SD 0.3423] 0.38163] 1.39475
SE 0.1152 0.1141] 0.1133] 0.3439|SE 0.1141] 0.12721] 0.46492
t 2.306] 2306 2.306] 2.306] 2.306]t 2.306] 2.306] 2306
(tx SE) 0.1771) 0.2656] 1.2085|(txSE) | 0.2631 O 07931 (tx SE) | 0.2631] 0.29335) 1.0721
n-1 8 8 8|n-1 8 g gIn-1 g 8 8
CI_min 2.4617] 2.8244] 32.775 2.2881] 1.3672] 33.558 6.5541] 5.31151§ 43.7122
CI max 1.816] 3.3556] 35.192 2.8143] 2.3672] 35.144 7.3803] 5.8082] 45.8564
Eagle and SPOT-ELM Eagle and SPOT- ATCOR
Abs diff | -0.0877]-0.7228] 0.3678 Abs diff] 4.4783] 2.5149] 10.8009
Rel diff |-3.3217| -23.39] 1.0823 Rel diff| 169.7] 81.387] 31.7831
GRASS NEAR-NADIR
Eagle SPOT-ELM SPOT-ATCOR
SPOTI |SPOT? |SPOT3 SPOTI JSPOT2 |SPOT3 SPOTI1 |SPOT2 JSPOT3
X 2.67] 3.0878] 34408 2.0063] 2.1402] 34022 6.72] 5368420 45,5156
5D 0.3856] 0.531] 1.8005|SD 0.2552) 0.2358) 1.587)5D 0.2287] 0.24581]2.13259
SE 0.1285] 0.177] 0.6302|SE 0.0853] 0.0786] 0.529|SE 0.0762] 0.08194] 0.71086
t 2306] 2306] 2.306|t 2.306] 2306 t 2306] 2.306] 2306
(txSE) | 0.2964] 0.4081] 1.4332|(txSE) | 0.1967] 0.1812] 1.2199)(tx SE) | 0.1 0.18804]1.63925
n-1 8 8 8|n-1 8 g gIn-1 g 8 8
CI imin 2.3736] 2.6796] 32.935 1.8906] 1.968] 33.703 6.5442 43.8764
CI_max | 1.9664| 3.4959] 35.861 2.203] 1.3305] 36.142 6.8958 47.1549
Eagle and SPOT-ELM Eagle and SPOT- ATCOR
Abs diff | -0.5737] -0.9385] 0.5146 Abs diff] 4.05] 2.2506] 11.1078
Rel diff | -21.488]-30.395] 1.4936 Rel diff| 151.69] 73.86] 32.2829
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