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Abstract

Environmental gradients overlay each other acrdes darth’s surface. These
environmental heterogeneities are expressed bplém communities living within
them. Some gradients change temporally as well padiadly, reflected in the
phenological responses of the local vegetation.di@ra analysts, attempting to
understand these gradients, currently have litl@d them to stratify their sampling,
along the logic of what they are studying (gradi&nEurthermore, current landuse
classifications compound the issue, providingdittidication of landscape gradients,
and giving little aid to the gradient analyst.

This exploratory research hoped to produce a pidcegic, capable of guiding
research into providing a tool for gradient anayetstratify their sampling regimes.
It investigated whether it was possible to devisenethod, to extract gradient
boundaries solely from temporal remotely sensedgénag exploiting hyper-
temporal NDVI datasets available from the SPOT-VEBEION instrument.

The research consisted of firstly, an appraisarofironmental heterogeneity in the
study area, using ISODATA classification, and sgjoemt NDVI class
characterisation with rice crop calendars. Secgntie research explored two
methodologies to extract gradient boundaries froqmehtemporal NDVI datasets.
These gradient boundaries were thought to bouridneghat were heterogeneous in
nature, representing regions over which fluctuaiam environmental conditions
were eliciting a phenological response in the vatgmt. The first methodology was
based upon Principal Components Analysis and il#yatb summarise the hyper-
temporal variability. The second, involved a tengbouse of Edge Detection,
exploiting the asymmetry of time to help define axtract gradient boundaries.

Both methods successfully extracted logical gradmundaries. These did bound
regions which were logically heterogeneous in rgtand therefore representative
of areas of gradient flux. However, these boundariespite coinciding in many
areas, did not universally match. Whilst it wasdevit that both methods are in need
of further refinement, it was also evident that tliéerent methodologies extracted
boundaries based on different, though entirely igraerelevant criteria. It was
recommended that further research into a hybrichatktshould follow research into
refining the two attempted methodologies. This dugsexclude research into other,
alternative methodologies, provided they are fodnidegradient logic.
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1. Introduction

1.1. Gradients, vegetation communities, and gradient angsis

“We have abandoned any hope of ecological meanmingpime idealised, uniform
and constant environment” (Sparrow, 1999), ratleenpracing the view that the
world is heterogeneous and non-equilibrial (Ches&ase, 1986). For every
environmental condition (e.g. soil moisture, préeiion, cloud frequency, among
others), a gradient exists, from low to high (areviversa). These gradients overlay,
cross, and enhance each other across the eartfdsesut can be seen that in reality,
each area/point on the earths’ surface represéetcanfluence oh number of
environmental (both abiotic and biotic) gradienBegon et al., 1990), which are
consequently, a useful abstraction for explainimg distribution of species in space
and time (Austin, 1985).

All species live in a characteristic, minimum rangé habitats (Ter Braak &
Prentice, 1988). A species, living in a localitgshto be tolerant of the sum of all
those constraints under which it must live (Hutsbim, 1958). According to
Whittaker (1953), any community at a point is cosgub of species tolerant to the
conditions at that point (see figure 1). Since camities are essentially groups of
species occurring together (Giller, 1984), theysargject to the same environmental
influences as their components (Hugget, 1995). Toenposition of biotic
communities thus changes along environmental gnéslié-or example, vegetation
communities appear to have distinctive vegetatigpes that change over the
landscape. These appear to be separate. Howevemn wbncentrating on the
distributions of individual species, the individuapecies abundances overlap
considerably (figure 1), exhibiting a distinct laok sharp boundaries, even where
intra-dependent communities build up (Begon et1&90).

Gradient representation has become a standardidgeehfor the examination of
vegetation patterning (Gosz, 1992). However, a farfngradient representation
cartographically, appears illusive in the literatuon remote sensing. Gradients
remain as abstract interpretations of differentezoim images, which exist only in
the mind of the reader. Gradient models are a hurnastruct, allowing empirical
relations between environmental conditions, digtitns and species abundances to




be explored. Essentially, they serve to organiseiremmental and biotic
heterogeneity in a logical way (Keddy, 1991).
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Figure 1: Views of plant communities expressed as speciggorse curves along an environmental
gradient - (a) the Gleasonian (Gleason, 1917; 19289) view of plant communities expressed as sgeci
response curves along an environmental gradient\Whittaker's (1953) climax pattern hypothesis
expressed as species response curves along aarengittal gradient (adapted from Kenal., 1997).

It was this use which was kept as a guide, whigdinthg gradients for the purpose
of this study. In this research, a gradient was seea fluctuation in a subjectively
chosen environmental condition (or complex of ctinds) which illicits a

phenological response in the locality’'s’ vegetati@onfusion often arises with
conceptualising gradients. Position on a gradiant] position spatially are often
mixed up (Austin, 1985). Sites with similar valums a specified gradient, need not
be related spatially (figure 2). Aside from thebildy to suggest hypotheses by
emphasizing patterns in the data, gradients alswiger a tool for conducting

experiments (Keddy, 1991), specifying predictablel ajuantifiable changes in
environmental states. This is the use to whichigrad are put in gradient analysis.
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Figure 2: Difference between spatial position, and positinragradient. (a) Multiple species occurrence
sites, spatially spread out, experiencing a singfarironmental condition denoted by black dots.Tl¢
environmental gradient, showing the single posidbout which the species located in (a) survives.

This “gradient analysis” has become a major inputo i studies of species
communities by environmental scientists, and intipalar ecologists (Whittaker,

1967). It is a research approach for studyingehdsfting species distributions,
based predominantly on the spatial patterning gietetion. It seeks to understand
the structure and variation of a landscape’s véigetan terms of gradients in space,
at three levels- environmental factors, speciespmmlilations, and characteristics of
communities (Whittaker, 1967). It has been desdibs a “powerful technique”

(Gosz, 1992), to analyse and detect changes indtmamics, structure and
functioning of ecosystems, and is a major alteweatapproach to studying

communities through classification (Whittaker, 1973

The approach is not without criticisms. Begon et(&4B90) highlight one of the
major criticisms of gradient analysis, as a waylefiecting patterns in communities.
They note that “the choice of the gradient is alimabvays subjective”. An
investigator organises the data they have abopeeies, along a gradient or a factor
they deem to be important to the organisms. Unfiately, this may not necessarily
be the most appropriate factor (Begon et al., 1990)

In order, to make their work more viable, gradienalysts turn to randomising their
sampling methods, combined with sampling as manyremmental variables as
possible. They rely on comparing the results ofration to the sampled variables
(Begon et al. 1990). For example, White and Hoda2D42 in studying vegetation
response to soil variables in the Mexican Yucatditised a natural escarpment to
delineate a transect, along which they could sarfifgare 3). Such a method could
have missed the strongest gradient acting acres®dal area in different directions
to the transect alignment. Such a gradient coule eeen captured better, had their
sampling been orientated differently, or even tighad along a transect at all.

3
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Figure 3: White & Hoods’ sampling transect.
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dotted line (white & Hood, 2004)
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This sampling problem is also evident in currenppiag techniques, which appear
to ignore the logic of gradients and landscape rbgeneity. Classifications
essentially homogenise portions of the landscamatiog hard boundaries between
zones. Current classification techniques assigtixal po a class on the basis that
they are within a threshold of similarity to thalass, then divides the image
accordingly into what the algorithm deems are dgdtclass areas. A landuse class is
either one thing or another, there is no identiatin between. This sampling
problem is most effectively illustrated in figure #ere, it is easy to draw a
boundary line between two zones along line A. Havein contrast, for line B,
where does one class end, and the next begin? Mdanfigure 5 shows one such
landuse classification as an example of the lacindfetween” representation.

. Lt Ty ) : 2 s =
Figure 4: Problems in defining class boundaries in the Mek@elta. Transect “A” has an easily
discernable cut off point along its axis, where Wegetation obviously changes. However, the change
along transect “B” is much more gradual, makindifficult to discern where the class located at end,
turns into the class located at the other endefridmsect. (image from www.envisat.int, 2009)
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Figure 5: Mekong Delta Landuse map 2005. This clearly shingistinct class areas, with no
transition zones or gradient representation ina@ted into the map (obtained from the Nationalitate
of Agricultural Planning and Projection, Vietnammifitry of Agriculture and Rural Development).

Figure 6 shows some theoretical classes to emghdsiz mapping issue. Arbitrarily
numbered classes 1, 2, 3, and 4 are considerddctlishtities, to be characterised
by abrupt boundaries as their end points. Unfotelgathis does not take into




account the reality of the situation. Class 1 gedigubecomes class 2, which
gradually becomes class 3. Class 4 on the othet, lggadually develops into class
1, yet has no common properties with classes 2 or 3

‘.‘ Figure 6: Inter-class relations along

gradients. Theoretical representation of
classes, identified as distinct by image
analysis, though are in reality grouped
together along a common factor.

Some map classifications designate so called ‘tianszones”, though this raises
the question “where does the transition zone bagthend?” This of course, is not
to say that map classification is wrong. It mer@igphasizes the point that currently,
map classification is insufficient to the task afly telling the entire story of the

landscape. Critical to this research was the umaeding that classification does
pick out areas that are fundamentally differentspite placing a boundary line
somewhat arbitrarily. This arbitrary drawn linenist depicted as a “soft” line, which

could denote a transition.

For example, when the classes in figure 6 groupgeéther logically, a different
aspect is revealed, that of gradients. If suclg&ls applied to classes 1, 2, 3, and 4
above, not only could we see a natural groupin@ (B,and 4), but also the direction
of change (4 to 1 to 2 to 3). This logic is seeféothat of “Gradients”, i.e one of
infinitely fluctuating environmental conditions ass the Earths’ surface. A gradient
analyst could apply this logic to his/her samplgapeme. They could identify areas
that are fundamentally different, and then see tiey are grouped, or not grouped.
Their sampling regime would therefore be stratifeedirely from satellite data, and
specifically to capture the primary agent of chabgéveen the classes. This could
allow the correct agent to be subsequently idedtjfand studied in depth.

(2]



1.2. Normalised Difference Vegetation Index, hyper-temp@l imagery,
and gradients.

Communities, including crops, on the Earths’ sugface structurally represented by
plant species, detectable to a degree using then&lzed Difference Vegetation
Index (NDVI). As each plant member or cluster grpsiskens, heals, and dies, the
concentrations of chlorophyll in its tissues argl biomass fluctuate over time, a
change which is detectable by NDVI (Tucker, 1979).

Not only has the relationship between NDVI and picitvity been well established
(Pettorelliet al., 2005), but the effects of some environmental @¢amrs on NDVI
have also been documented (e.g. Jingyairaty, 2003; Roericlet al., 2003; Wanget
al., 2003). These studies have shown that NDVI doekdd fluctuate along
environmental gradients.

There are reservations expressed about using N®&l,summarised by Pettorelli
et al. (2005). However, despite these, supporting theofis¢DV!I for this research

were the arguments that:

1: the index is relatively simple, easy to calculaed also readily available online
as a pre-prepared product.

2: hyper-temporal datasets of NDVI existed, or wdstamable, for multiple sensors
(e.g. SPOT-VEGETATION, MODIS, AVHRR) if requiredpmie dating back over
10 years or more.

3: The core focus of this research is simply to usetfiations in vegetation
phenology, not to determine which the best measiteose fluctuations is.

The NDVI effectively provides us with informatiomdhe vigour and abundance of
the vegetation community (Campbell, 1996). HoweWDVI can also provide us
with information on vegetations’ spatial and tenmglodistribution, and it is this
temporal aspect which was also exploited during tesearch through using hyper-
temporal imagery. The chosen vegetation was nagt imnbe spatially analysed, but
also analysed in how it changes in time.

Stutheit (1991) pointed out that multi-temporal dtionality should become a
fundamental enhancement to all spatial analysidesys “Time is the fourth
dimension; it is unlike the first three dimensiansthat it is asymmetrical, and
difficult to envision, much less comprehend” (Sa&bHaythornthwaite, 1990).
However, it can greatly enhance the informatiomdeam remote sensing imagery.
For example, Zhangt al. (2004) used what is considered multi-temporalgens




(composed of 16 day composites over a 1 year petiotrack vegetation “green-
up” over the northern hemisphere. In their studyagadtic sea-ice changes, Piowar
and Le Drew (1995) noted that time sets of nea@y&ars, with near-daily revisit
times, had been collected so far. They termed terwmnsive daily repeated datasets
as “hyper-temporal” datasets, and called for regeanto “hyper-temporal image
analysis” techniques, to take swift advantage @& tnmcoming “temporal data
explosion”.

“Hyper-temporal” data” is essentially “multi-tempdt data, collected with a very
fine temporal resolution (with sensor repeat timeapproximately 1 day). Despite
Piowar and Le Drews’ (1995) tentative efforts, ahe increasingly frequent use of
the term in scientific literature, the term isIstibmewnhat ill-defined and subjective.
Here, it is taken to be imagery, or composite inmggeéerived from near-daily

repeated datasets. For the purpose of this resetirere had to be at least two
composite images produced within a calendar moiatha period longer than 3

years (i.e. that used by Thenkal®hial., 2007, in their study using AVHRR data).

Piowar and Le Drew (1995) called not only for ne@etiniques to be developed, but
also existing image processing tools to be adafthdy noted that hyper-temporal
images could be considered analogous to hypersgpeanages, with each
timeframe analogous to a different spectral batglire 7. Arguing this point, they
promoted adapting methods such as unsupervisedispedtral classification
(Staenz & Goodenough, 1990), and Principal Compisnémalysis (Chavez &
Kwarteng, 1989).
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Figure 7: The analogy between hyper-temporal and hyper-sgiet shows hyper-temporal profiles of
landuse NDVI signatures. (from Thenkalstibl., 1999). These can be considered to the hypersgpect
profile of different minerals shown in B (from wwitid.inpe.br ).




De Bie et al. (2008) used hyper-temporal imagery to identifydlause classes,
previously indiscernible from NDVI images takensagle time frames. As a case
study they used this “hyper-temporal image analysisl concurrent hyper-temporal
profiling of classes, to delineate some possibldignts in the Limpopo Valley.
This was suggested using visual comparison to anE&Simage. They showed that,
using hyper-temporal NDVI imagery, land classestasong fluctuating gradients
were visibly interpretable. However a scientifigaligorous and automated method
to delineate the zones where a dominant gradieaffésting multiple classes (so-
called gradient effect zones), was not investigatether.

Furthermore, it must be noted there was a lackoofithented attempts of different
methodologies to analyse hyper-temporal data. Té¢ld bf hyper-temporal image

analysis is relatively new. Consequently, the redeahere was in essence,
exploratory, investigating different possible aves.uHyper-temporal image analysis
was chosen, as it appeared to be of fine enoughaehresolution to capture the
fluctuations of vegetation in response to changingronmental conditions (such as
flooding and salinity intrusion for example) oncedl scale. It progressed from the
logic that temporal changes in gradients, wouldelpressed by the vegetation
communities through their NDVI signature (see feg@®). These fluctuations were
hoped to be discernable, due to the high tempesalution of the hyper-temporal

datasets used.

flood

flood flood

NDVI
NDVI
NDVI
>

Time Tane Time

Increasing resilience to seasonal inundation
Figure 8: Theoretical representation of how community amaperal NDVI changes along gradients.




1.3. Rice crop calendars as “windows” into gradient actrity

Rice (Oryza sativa) was chosen as the “window” thi® landscape, through which
hyper-temporal NDVI image analysis would explorerg the logic of gradients. It

has a strongly fluctuating NDVI signature (figurg due to its’ unique feature of

being grown on flooded soil (Xiao et al., 2002)dats growth cycle that effectively

saturates NDVI. Wetland rice crops (such as thosthé Mekong Delta studied

here) have three distinctive, main periods in tkeinporal development (Le Toan et
al., 1997). These are the sowing-transplantingoperihe growing period, and the
fallow period (figure 10).

1: The sowing-transplanting period
Fields are flooded to remove pests and weeds. @heysubsequently drained
and plants are either transplanted, or seeds saertlg into the wet soil. The
NDVI signature is therefore low until the young g grow.

2: The growing period

The sub-stages here can be recognised as a) vegebjtreproductive, and c)

maturation.

a) The vegetative stage, is characterised plantsasarg in both height, and
the number of leaves. NDVI increases with the higiemass. After 50 to
60 days, rice biomass covers almost any space betpkants, saturating
NDVI.

b) The reproductive stage lasts about 25 to 30 dadys.nimber of side shoots
decreases slightly during this time. As New leaaesno longer produced,
and no longer erectophile, ground-coverage is mterely impacted,
maintaining the high NDVI value.

c) The maturation stage is characterised by firstig, development of seed
heads, and secondly by a decrease in stem moistuntent and in the
number of leaves. This results in a gradual deeréaghe NDVI level,
which proceeds to fall abruptly when the crop is/kated.

3: The fallow period.
The fields can be either left bare and dry, or weekred (with a relatively low
NDVI). The field may be flooded early to preventaglegrowth, or naturally to
add fertile alluvium. Pre-sowing, the farmers pwgy flood the fields,
bringing them back to the rice sowing-transplanfiegiod.
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Figure 9: NDVI signature of the rice crop calendar, logigaltapted from Le Toagt al., 1997.
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Figure 10: The Growth phase stages of rid@ryza sativa (adapted from Le Toaet al., 1997).

As Sklenaret al. (2008) noted, gradients can influence changes time. They
showed this by noting that temporal changes inccfoequency were being reflected
by changes in species composition. Zhangl. (2004) charted the progression of
vegetation “green-up” during the growing seasontttd Northern Hemisphere.
Using MODIS multi-temporal imagery, they showed tleenporal variability in
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vegetation phenology were related to the predonieamironmental conditions of
temperature and precipitation.

These changes can also be exhibited in crop calendefined by De Bie (2000) as
a “sequential summary of the dates/periods of disdesperations including land

preparation, planting, and harvesting, for a speddnd use; it may apply to a
specific plot, but is frequently generalised torelaterise a specific area”. Irrigated
rice crops (predominant in the study area) recfairmers to flood their fields. It is

in fact a vital part of the cropping cycle. Thesenfiers depend on sufficient water
being present and available to irrigate their crdys not flood them out. A floods’

arrival, or the precipitation that leads to a flebdrrival, can vary in time by a few

weeks. Consequently, so too do the crop plantingesi and hence the crop
calendars, fundamentally due to temporal fluctuetion environmental conditions

(gradients).

Furthermore, It is well established that differeatieties of rice are grown to suit
different environmental conditions (evident in tberrent work of the Cuu Long
Delta Rice Research Institute developing cultivafsice to suit the conditional

variety across the Mekong Delta). It was seen tha, through its’ extent and
specific NDVI signature, could act as a “window’tanthe Mekong Delta’s

landscape, exhibiting the dominant changes in enwiiental conditions, and thus
aid the gradient boundaries to be extracted.

1.4. What is a “boundary”?

In order to fully understand the logic of this rasgh, the term “boundary” must be
clarified. Kentet al. (1997) noted there are two extreme boundary itogt-
ecotone and ecocline (Van der Maarel, 1990). Kerhér summarised that:

- “An ecotoneis a zone of relatively rapid change between tfemtpcommunities
and a dynamic zone of interaction which as a camsecg, is often unstable”

- .An ecocline in contrast, is defined as “a more gradual grad@nvegetation
change between two plant communities, correspondiing progressive spatial
change in one or more underlying environmentaliotibfactors”

To illustrate this point, figures 11 and 12 shovapirically and with ecological
examples, the meaning of the two terms.
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For this research, boundaries in gradients werenasd to occur at ecotones (such
as that shown in figure 11). Features such as mseats, large rivers, and man-
made barriers, all serve to disrupt the continutim gradient across a landscape. By
identifying these features via vegetation, we aaawhere the gradients continuums
are effectively broken. The 1km resolution of tHeCF-VEGETATION data was
deemed to be of low enough resolution, not to resrdy identify these breaks, but
to spatially map their effects. The NDVI valuesvoetn pixels change, but it was
not deemed important, at this stage, to identiéygkact reason why.

The boundaries or “natural breaks” sought for bg tesearch logic, represent
ecotones in the landscape. These form the boumsdardéch disrupt a gradients
continuum across the landscape. Essentially thieeeltekong delta is viewed as
one large transition zone, changing from any pbirthe image, to any other. This
follows from “there are no homogenous environmeantsature” (Begonet al.,
1990). The landscape is instead a continuum oflieescand ecotones (figure 13),
of which ecotones are used here to conceptualise edsence of a gradient
“boundary”. If an area bounded displays multipleique classes, despite being
within one bounded region, it can be viewed thatditions are changing within the
region. Therefore logically, gradients are opergatatross the region, or “gradient
effects zone”.

With the asymmetry of time inherent in hyper-tenglatatasets, a distinction could
also be drawn between a relatively “permanent” loauy, and a relatively
“impermanent” boundary. For the purposes of thieagch, a permanent boundary
was defined as one which stays for a period lotigen a month in a given area.
Shown in figure 14, is an example of how gradieatsid have relatively permanent
and impermanent boundaries, using the exampldlobd gradient.

13



Cumulative species / flenstie changs

Distance across ransition

Figure 11: Graphical representation of species change acmosscatone (adapted from Kest al.,
1997). Also included are images of "tepui" (or &abbp mountains) of Canaima National Park, in the
Gran Sabana region of Bolivar State, Venezuela.€Brarpments (b) represent an ecotone, dividing the
higher ecosystem (a) from the lower ecosystemr(d)disrupting the gradient continuum between them.

(Image sources: a- www.wikipedia.org, 2009a; b-wwikipedia.org, 2009b; c- www.wikipedia.org,
2009c)

Cumulative specics / flonstis ehange

Distance across iransition

Figure 12: Graphical representation of species change acmsscacline (adapted from Keet al.,
1997). Also included are images of sand dune sysiarNorth-western Europe. The transition from a -
sandy beach with colonising species to ¢ — a pssgga of grassland to shrubland shown in the
background, cannot be delineated clearly. Whers tteetransition occur looking at image b?

(Image sources: a- www.kscience.co.uk, 2009a; aehe.daylife.com, 2009; c-www.kscience.co.uk ,
2009b)
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Figure 13: Ecoclines and ecotones across a landscape. Asegyiseareas considered as ecoclines where
species change slowly, whilst B represents zonegmfl species transition, or ecotones. (adaptau fr
Kentet al., 1997).
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Figure 14: The different between “permanent and “impermangrdtlient boundaries, based on the logic

that “permanent” boundaries repeat successively pseods of time

During a non-flood season, the river has a condtanndary (boundary A in figure
14) repeatedly and successively imaged at timegoT@4. However, upon the
progression of flooding, the water-vegetation bargdshifts across the boundary,
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over vegetation adapted to floods to varying degr&de boundary is captured in
non-successive images, as a temporally shiftingnébary, or impermanent boundary
(boundaries C, D, and E in figure 14). The vegetaéit point B, is totally unadapted
to flooding, and thus exhibits a different phenglag that vegetation which is
adapted. The contrast between the two thus forneshan permanent boundary,
repeatable successively during the flood eventratahe time for flood maximum,
and during the recover phase after the flood. Thithen considered as another
permanent edge.
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2. Research approach

2.1 Problem statement to hypotheses

2.1.1. Problem statement

Until recently, classification methods in remotesiag have been based on images
taken at a single time, or at most a few availatitt multi-temporal images. As a
result, these classifications’ ability to capturend summarise the temporal
variability across the Earths’ surface (and espigcieoncerning the subject of
gradients) is severely limited.

We are now in the “explosion” of hyper-temporalatsts becoming available that
Piowar and Le Drew (1995) envisaged. Within theé taes years in particular, Earth
observation systems such as SPOT-Vegetation, MOMERIS, and AWIFS have
been added to the list of sensors with datasetsghf enough temporal resolution,
and long enough datasets, to be considered hypgratal.

The same concern expressed by Piowar and Le Dr@®@bjis also present. Namely,

that there is a distinct lack of methods curremthilable, to interpret and exploit

this new data resource to its’ full potential. Cemdng this research for example,

there is a lack of methods available to group hypeporal profile classes together,
accepting that classes, though fundamentally differare connected along gradients
acting over the landscape within, and between them.

The aim of this research was to explore methodsxtoact boundaries, or natural
breaks, where the effects of a strongly acting igrddogically cease to influence
the vegetation, and a new gradient takes over.rdugng the classes associated
with that gradient (whatever it may be) togethée tesearch aimed to produce a
tool which exploits the newly available resourcégper-temporal imagery.

By identifying the boundaries of gradients, theessh hoped to demarcate zones,
over which one can assume that a strongly impadrnaglient changes markedly.
The approach was to produce a method that extragtsred information from the
satellite data alone, without identifying which sjfie gradients are causing the
spatial variation. Thus it could allow gradient Bsts to exploit the resource of
cheaply available remote sensing products, to &lgicstratify their study areas as
input for their fieldwork, saving them time, effpand resources.
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2.1.2. Research objective

- to explore possible methods which could be capaifl grouping together map
units which have equal status to NDVI classes. &h&®VI classes would be
obtained from ISODATA classification of data dedvdrom the same hyper-
temporal stack of NDVI images. Meanwhile the graigpmethods would follow the
logic that classes grouped together are affectedthiey same, strongly acting
landscape-level gradient(s).

2.1.3. Specific objectives

To ascertain whether there is logical variabilityrice crop calendars across the
Mekong Delta, ascertaining whether the fundameassumption of this thesis is
valid, i.e. that there are, in fact, gradient htitable variations in rice crop
calendars.

To explore various methods, which may be capableecégnizing boundaries, or
“natural breaks”, indicative of an abrupt changegiadient effect.

To compare and contrast the various promising nusthdrhis is tasked to
investigate which one is the “best” at groupingailed mapped NDVI classes
together as they appear to be the result of the s$amdscape-level gradient(s).

2.1.4. Research questions

1 - Assuming the ISODATA classification results AliBVI classes that are
fundamentally different, can these differencesdensexpressed in rice crop
calendar data collected in the field?

2 - Could shifts in rice crop calendars be attalble to landscape heterogeneity in
environmental conditions across the Mekong Delta?

3 - Are there methods capable of recognizing atidetging boundaries, or “natural
breaks” in a gradients’ effects upon the landscapig hyper-temporal satellite
data alone?

4 - Of any promising method(s), how do they comdneecognising boundaries or
natural breaks, thus delineating the borders abregwithin which crop calendar
heterogeneity occur, as caused by the same lareltmagl gradient.
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2.2. Study Approach

The study consisted of three primary steps (figli£@. The first step was the
production of a landuse map and legend showing catgndars for different NDVI
classes, across the Mekong Delta. This was prodwuséty a combination of
collected field data on rice crop calendars, amehyemporal image classification.

The second steps was more exploratory, involvigingr out different methods of
extracting natural breaks or gradient boundariesnfithe hyper-temporal NDVI
image data. It aimed to produce maps showing NO®$ses, identified in step 1,
grouped by the natural breaks or gradient bounslddentified by the boundary
extraction methods. Both steps 1 and 2 utilisedstimae hyper-temporal NDVI data
of the Mekong Delta.

Lastly, step three involved comparing the landuss rand legend, and the natural
breaks and groupings maps from the various promisiethodologies. This was
done to see whether or not boundaries coincidedi wdrether areas enclosed by the
“natural breaks” were logical entities having a diemt that impacted on the
respective series of rice crop calendars.

The final product of the research was to have beatiscussion on the various
methodologies which were seen to hold promise. Vhdous methodologies
strengths and weaknesses were to be clarified,aangcommendation given on
whether or not (and if so, how) to proceed in tinis of research.
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Hypertemporal images:
SPOT-Veg 10day, 1km,
1998 — 2008

}

Exploratory Phase
Explore methods capable of
delineating natural breaks

|

Production Phase
Generate a reference map
using isodata clustering of

hyper-temporal NDYI images using hvber-temporal
plus field data on crop NDV?imyap e P
calendars gery

& |

Boundary maps

Landuse map and
hierarchical legend

Assessment Phase
Compare and contrast the landuse map

and legend, with any derived natural breaks
maps on whether:
- boundaries coincide (partly)
- boundaries have meaning
- areas enclosed by natural breaks are
homogenous or heterogenous

Method assessment

Figure 15: Summary of the study approach, showing the thrieegpy steps taken, the inputs, and the

outputs of the research.
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3. Methodology

3.1 Method overview

As outlined in the study approach, the researctogness can be summarised into 3
main steps (see figures 15 and 16):

Step 1- the production phase assessing rice crop variability

Step 2- the exploratory phase exploring methods to extract boundaries

Step 3- the assessment phasappraising the products

The production phase involved the construction tdreluse map and legend. This
was done using NDVI classes derived by ISODATA sifisation of a 10 year
(1998-2008) stack of hyper-temporal NDVI imageryhe$e classes were then
characterised with field data on crop calendars i@cel varieties collected in the
Mekong Delta, and flooding information derived frahe hyper-temporal 10 year
stack.

The exploratory phase consisted of using a 3 y#204-2007) subset of the original
10 year stack of images, to explore methods capatbéxtracting logical gradient
boundaries, or “natural breaks” in the gradienttewum. Principal Components
Analysis (Chavez & Kwarteng, 1989) was followed bytraction of transition
features, and subsequent boundary delineationwA in@ovative, and logical use of
edge detection was also attempted. Methods werstaatty reappraised, with the
final products (maps of boundaries, and the ND\Assés they grouped) coming
from the more promising methods.

The final phase of the research (the assessmermse)pliavolved comparing the
product of the exploratory phase products (sagetlitwn products) both to each
other, and with the production phase product (& flevel-up product). Feature
recognition and extraction was ascertained, whitehmon boundary similarities
were qualitatively assessed. Furthermore, qualéaiogical analyses of class
heterogeneity within bounded regions were carrigd o
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3.2. Study area

The study area was the Mekong Delta, situated énsibuthern part of Vietnam
(Long: &60'N to 10N, Lat: 10450’E to 106080’E), shown in figure 17. It is a low-
lying plain with an area of approximately 40,000kne2isscrossed by a complex
system of canals and rivers (Nguyen, 2007). Théoregxperiences a savannah
climate, with well-defined wet and dry seasonspaisged with the annual monsoon
rains (Sakamotet al., 2006). Average air temperatures range betweé@ tB836C
(Sakamotoet al., 2006). With heavy wet season precipitation, antbva-lying
topography, the region experiences extensive fligp@bakamotet al., 2006).

Distributary channels of the Mekong overflow theénks in the northern delta every
year (figure 20), inundating more than a third dfe tdelta (Hori, 1996).
Approximately 1 billion cubic metres of sediment deposited onto the delta
annually, extending it up to 80 metres into the peayear (Nguyen, 2007), and
fertilising its’ soils. However, due to its’ lowdhg nature, and newly created soils,
saline intrusion, is a notable environmental featir the landscape, especially near
the periphery (see figure 18). Furthermore soispite being alluvial in origin, vary
in composition and chemistry across the delta (6dLD).

The delta is one of Vietnams’ two most importacgergranaries, alongside the Red
River Delta in the north (Nguyen, 2007). The maiopcin the delta is rice, grown in
the irrigated lowlands (IRRI, 1993), occupying appmately 10,000 ki of the
delta (Nguyen, 2007), and making up about 70% efrégions’ agriculture (Nguyen
et al., 2004). A general idea of the landuse evidenhéregion can be gained from
figure 5, (obtained from the Can Tho University).

The study area was chosen for a number of reabastly, as it is low-lying, it was
hoped that the elevational gradients most commstuigied will not be as influential
on the vegetation phenology as in other studigs Reet, 1978). Spatially the region
is small enough to be considered relatively homogenclimatically for the
purposes of this research. With these two frequatdminant gradients reduced, it
was hoped that lower level gradients might be esqwé in the data. Thirdly the area
is technically tropical in nature contrasting shargith the temperate climates
studied by Zhangt al. (2003, 2004). Secondly, the tropical nature ofahea, with
its’ high potential for cloud cover, allowed thesearch to see whether the any
methodologies could be affected by cloud cover.
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Figure 17: The Mekong River Delta, showing the administra@veas. Also included are the major river
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2001, and Sakamot al., 2006).
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Figure 18: Saline intrusion conditions in the Mekong Deltaoffi www.cantho.cool.ne.jp , 2009a).
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3.3. Data used

The hyper-temporal data used were SPOT-VEGETATIOMAy composite NDVI
images at 1kfmresolution. Images were dated from theAbpril, 1998 to the 2%
January, 2008. These were obtained from www.VGd.b&, as part of the SPOT
S10 product.

The S10 product is derived from the Systeme pdiodervation de la Terre (SPOT)
program, started by the French Space Agency (Cédtimnal d’Etudes Spatiales,
CNES) in which Sweden and Belgium now participé@racknell & Hayes, 2007).
The S10 product is derived from data gathered yMEGETATION instrument
aboard SPOT-4 (launched in 1998) and SPOT-5 (laathdéh 2002) from 1998
onwards. This is a wide-swath (2200km), low resotu{about 1km) scanner with 4
spectral bands, designed for large scale monitoohgthe Earths’ vegetation
(Cracknell & Hayes, 2007)

This product (described in detail in Maisongramti@l., 2004) is published as de-
clouded and geo-referenced images. Quality flagse wabtained with the S10
product images which indicated the viability of egaixel. Only pixels rated “good”
or higher radiometric quality from bands 2 (Red3100.68um) and 3 (NIR: 0.78-
0.89um), whilst also not having “shadow”, “cloudyncertain”, but “velar’ as

general quality were retained. All other rejectetkels were re-labelled as

“missing”.

The red and NIR bands had been used to calculat&lBWI index for each pixel,
using the formula in section 1.2. Though the ND&tion can range from -1 to 1,
these NDVI values were converted to unsigned-8rtiéger (with -1 equal to a
Digital Number (DN) value of 0, and 1 equal to 25S)ng the formula:

DN =NDVI+0.1
0.004

The 354 images were then stacked. A subset ofrtfagiés from the *1January,
2004 to the 21 January, 2008 was extracted to be used in th@gatpty phase.

The NDVI product was chosen because it represergpeated and constant, single
measure. This incorporates all the fluctuationsairsingle aspect of vegetation
phenology, consistently over 10 years. Furthermai#h 10 day composites from
near daily repeat times, the data can be considegnger-temporal. Whilst there are
alternative products from the MODIS system (of bNiVI and EVI, the Enhanced
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Vegetation Index) that could be considered hypewtaral, and freely available, the
SPOT 1km product was assumed to be of an adeqgpat&lsresolution to capture
landscape-level gradients. Furthermore with thergsive hyper-temporal dataset, it
was seen as an adequate starting point of invéistiga

Other data used included the landuse map 2002eofMitkong delta (see appendix
A) and the land use map 2005 of the Mekong Deligufé 5) obtained during
fieldwork from staff at Can Tho University. Theseene used in both the
determination of rice classes, and in the constmcof the land-use map and
legend.

3.4. Assessing rice crop calendar variability

3.4.1. ISODATA classification

The 10 year stack of 10-day composite SPOT-VEGETNINDVI images was
classified by unsupervised classification, using tBODATA clustering algorithm
of Erdas-Imagine software (for more information se&ca Geosystems, 2005). The
unsupervised classification is simply a processereha predefined number of
classes is obtained with no additional data, oeexguidance (De Biet al., 2008),
from multi-temporal imagery. The classification was to obtain from 10 to 100
classes with 50 iterations each, and the conveeggmeshold set to 1.0.

Each iteration performs an entire classificatiorithwthe ISODATA algorithm
minimising the Euclidian distances to form clustéieica Geosystems, 2005;
Swain, 1973). The separability of each number aksts was assessed using the
Erdas signature evaluator (Leica Geosystems, 2008asuring the divergence of
classes from each other, within a given classificatAverage (of all classes) and
minimum (between the most similar classes) seplésaialues of divergence were
plotted (figure 21), and the optimal number of sk was chosen by visual
inspection.
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Figure 21: Selection of the optimal number of classes to mrelandscape classification in the 10 year
SPOT NDVI stack. Average separability (measuredlivgrgence) is graphed in red, whilst, minimum
separability is graphed in blue. An orange arrogidates the peak in average, and the coinciding jpea
minimum that indicates that 76 classes is the agthoice.

Where a peak in the average separability, andpmak in the minimum separability
occurs, indicates an optimal number of classes. diear presence of a peak in
separability classes at 76 classes indicated thienalpchoice. The landuse map
2002 (in appendix A), was subsequently used, tatifeNDVI classes where rice
was known to be the dominant landuse. Out of thpped 76 classes, 26 classes
were selected to design the sampling scheme forfigh@ work, and for crop
calendar characterisation.

3.4.2. Field data collection

Field collection took place between the*Xeptember, 2008, and the™October,
2008. During this time, each of the 26 classes wasded. They were firstly
confirmed as being rice producing areas, and sdgsadnpled.

A clustered randomised representative sampling meh&as applied, with the
sampling unit comprising a single rice field. Certaelection criteria applied before
a farmer was interviewed. These were:
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1 — the field had to be mapped using a hand held. GP

2 — the farmer had to know the dates of sowing,fmargtesting his/her rice crops for
the period in question.

3 — the farmer had to know the varieties of ricéshe grew in the field for each
crop.

Each farmer was interviewed, with crop calendaw{sg and harvesting) dates and
crop rice variety details being collected for atbps grown over the period of
August, 2007, to October 2008. Dates were colletteétle local lunar calendar, and
then subsequently converted to the Western Jubdendar. Whilst the interviews
were been conducted, the field boundary was mapped) ArcPad running on an
Ipag. Farmers whose fields were located close th edher tended to sow and
harvest within a week of each other. This was duéheir reliance on contractors
and machine hire for ploughing machinery. Thesehim&coperators operate around
the region, so farmers in a locality tended to dowte when they hired the
machinists’ services.

Overall, all 26 classes were confirmed as rice, &ad their crop calendars
characterised. Up to seven samples (farmer + figkte taken for each class, with
their overall distribution throughout the deltasée figure 22. In total, 110 samples
were collected, though the number of samples dig katween classes, depending
on local conditions, and difficulties encountered.
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Figure 22: Distribution of the sample clusters over sampied area in the Mekong delta. Clusters can
contain up to 3 samples, all taken between tieSEbtember, 2008, and the™®October, 2008. Inset is
an example of one cluster, showing the field distions within that cluster.

3.4.3. Constructing the landuse map and legend

The final landuse map and legend (Ali, 2009) wasrided to contain four primary

points of information:

1 - the distribution of rice classes

2 - summaries of the rice crop calendars per clagsthe corresponding flooding
regime.

3 - details of the predominant rice crop varietised for each crop in each class

4 - a hyper-temporal NDVI profile representing tBVI flux over a number of
years within the class.
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The distribution map was compiled from three mainrses of data (figure 23). The
26 rice class distribution map (henceforth refet@a@s “rice map 2009”) produced
by the ISODATA classification formed the core compnt of the map. From the
Landuse map 2005, areas officially known to be,rimere extracted to indicate
unsurveyed rice areas. Roadside housing and gardes, noted during fieldwork
to be a major landuse, along the Mekong Deltas rmaaorks, were also extracted
from the Landuse map 2005. This served to screethewdetailed small regions that
the relatively coarse (1km pixel) NDVI classifiaati could not pick up.

Shapefiles on the Bassac and Mekong river channdban centres, Viethamese,
Mekong and Cambodian administrative areas, wera theorporated to provide
logical spatial frames of reference to the map.tA# data was projected to UTM
zone 48N, using the WGS 1984 datum.

This landuse map required a meaningful legend| fataqualitatively interpreting
the results of any promising, exploratory phasehoet The legend was compiled
from different sources of data (figure 24). Shownfigure 25 is how the legend
represented the ranges of sowing and harvestirgs daported by farmers by class.
The reported variety of rice grown for each crapgach class, was the dominant
variety grown for that crop period. Meanwhile, slgmpentary data on problems
encountered by farmers concerning environmentaditions were also incorporated
as comments.

As flooding is considered a vital part of the rm@p cycle, a flooding component
was included. The timing of flooding in each clagas determined using the 10
year, SPOT 10-day composite NDVI stack. This was thveraged to create a mean
stack of 36 NDVI images spanning a single yearraggnting the NDVI values of
10 years. The idea was founded on the assumptatridtv NDVI values indicate
flooding (because surface water absorbs lightéNHR spectrum). The assumption
has been used in past studies. For example, DetBie (2008) used low NDVI
values to look at flooding in the Limpopo valleyoklambique. Xiacet al. (2002)
noted that fluctuations in NDVI could be used ol monitoring.
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Building upon this work, four dates were collectedcharacterise the flood regime

(figure 26). These were:

1 - the date of flood onset (when NDVI values aadive of flooding began to
appear in temporal analysis of the ricexlagjuestion)

2 - the date of flood peak (when NDVI values irdiice of flooding had the
maximum extent within the class)

3 - the onset of flood recession (when NDVI valineBcative of vegetation began
to reappear)

4 - the date of total flood dissipation (when NDXAlues representing surface water
ceased to recede from the class).

From these four dates, a flood regime was deriVigdireé 26). Flooding was also

classified as partial (where flooding did not eslircover the class in question) or

extensive (where flooding completely covered tlasglin question).

Last recorded
sowing date
1t recorded
harvest date
Last recorded
{__harvest date

1%t recorded
sowing date

Figure 25: Summarising rice class crop calendars, and reptiegethe variability in the sampled data in
the legend product.

Flood recession

Flood recession
completion

Flood max
reached
onset

Flood onset

Figure 26: Summarising rice class flood regimes, and repréasgiie variability in the sampled data in
the legend product.

Lastly, the hyper-temporal profiles for 3 years@2Qo 2007), for each class were
derived from the signature files produced during EBODATA classification. The
flood calendars, crop calendars, predominant riacg o/arieties, supplementary
information on environmental conditions, and hymEmporal profiles, were finally
collated, to form a meaningful, hierarchical, amformative legend, designed to
relate to NDVI.
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3.5. Methodologies for extracting boundaries

3.5.1. Principal Components Analysis and region growing

The 3 year stack (2004-2007), unmasked, of hypapteal NDVI images
contained 111 images, with each pixels having 14rying values. Piowar and Le
Drew (1995) had noted this variability inherenthiyper-temporal datasets, and had
envisioned Principal Components Analysis (Chavezn&kteng, 1989) as being a
possible approach to analyse hyper-temporal imagdérg approach was seen as an
adequate starting point for the exploratory phase.

Principal Components Analysis (PCA) essentially poesses bulk of the variability
in 111 images into three to four images. It creaesew image band (a principal
component) through undertaking an linear transfdionaof a set of image bands.
The components are uncorrelated and are orderetheinamount of variance
explained in the data (Eastman & Fulk, 1993). Ih ¢®e used to compress the
information content of n number of bands (imagesd ifewer than n number of
principal component images (Richards & Jia, 1999)ough there are two main
types (Standardised and Unstandardised), previdudies have shown that
Standardised PCA (Singh & Harrison, 1985) appeatetmore effective when used
to analyse multi-temporal datasets (Eastman, 199#g & Le Drew, 1987).
Standardised PCA was also chosen as it gives @aelirhage equal weighting. The
product of the PCA would then be 3 to 4 images sansimg the bulk of the
variability in the image stack.

The 3 year unmasked stack was entered into a PEAdas (see Leica Geosystems,
2005, for details on how to do so). Only the fiiwtir components were extracted,
with their accompanying eigenvalues. However, liensust be noted that Eastman
and Fulk (1993) made the point that there are earajuidelines on when to stop the
analysis, despite the availability of eigenvalues.

Following PCA, the individual components were oag&tlby the 76 class polygon
identified by ISODATA classification. (figure 27or each polygon, zonal statistics
in ArcGIS were used to calculate the mean valubatf particular component within

a polygon (Ai and Aii). The resulting homogenisedage (B) was then reclassed
into 2 classes, with the assumption that the mitpof the component (shown in
Table 1 represented the transition point withinithage (C in figure 27). Whilst for

the ' component, the mid-value was chosen from the imdgesubsequent three
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components were chosen as 0, the value represetitengcross-over between
positive variability from the component, and negati Converting these raster
classes into polygons then yielded the boundaseketermined by PCA.

Figure 27: Deriving boundaries from principal components. \Bhas the process by which boundaries,
representing transition zones in principal comptserhe original ¥ component (A), was overlaid by 76
classes with each polygon being homogenised (AiaAd B). Reclassification produced C, and finally
boundaries over the original principal componenmt lze seen in D.

Table 1: Midpoint values of the principal
components used to determine reclassification

Component | Midpoint value
1 1022.54
2" 0
3 0
4" 0

As Saab and Haythornthwaite (1990) noted, timesigsranetrical. PCA takes into
account the simple fact that the pixel values vé&tgwever it does not take into
account when pixel values vary. This was relatethto concept of boundaries, in
particular the permanency of a boundary. To encesghis, a new use of edge
detection was devised, which could take into actdath the asymmetry of time,
and the relative permanence or impermanence ofggreldoundaries.
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3.5.2. Edge Detection

This method developed from the assumption thatignacboundaries, or “natural
breaks” in gradient continuums, would logically sawsuch a change in vegetation
phenology, that there would be a rapid shift sfigtia NDVI. Leica Geosystems
(2005) emphasizes that “there are no perfect egesster data, hence the need for
edge detection algorithms”. These Edge DetectidD) (@gorithms can emphasize
these rapid changes. For each NDVI image, therethesretically a multitude of
NDVI edges present, ranging from low to high. Fartinore, some of these edges
were repetitive, others successively repetitivel, atmers still only temporary.

These edges (of varying characteristics), were linaken down into two groups by
this methodology- those edges that the researchidened to be representative of
gradient boundaries due to their permanence amdiwelstrength, and those that
were not considered to be representative, duesioweakness and impermanence.
To factor in this logic, a series of edge clearsteps were incorporated into the
methodology (see figure 28 for method outline, mpendix B for method process
details). Edges remaining at the end of the proaess deemed representative of
gradient boundaries, and thus representing theeb®wf gradient effects regions.

To take into account the permanence or impermanesfcéboundaries, the
methodology incorporated a temporal cleaning pacegilst weak edges were
removed following histogram analyses. Edges whichrevweak overall, and
occurred infrequently were also removed.

The 3x3 pixel edge detection method began witlrihaing of all 111 images in the

3 year (2004-2007) SPOT-VEGETATION hyper-tempotack through the Erdas

Imagine edge detection algorithm. Two 3x3 pixel Biddels were used (see
appendix C for model details in Erdas) — the unwed prewitt ED model, and the

weighted sobel ED model. Sobel was abandoned dutiegtesting process as
software issues became evident (see appendix Defails), and began excessively
disrupting the process. All edge detected image® whrunk, removing a 2 pixel

periphery from every image, account for by imagerutary effects. Ocean pixels
were also masked out.

A histogram analysis was then done on each edgetdet and masked image. All
edges below the median value for each image wectassified (in ArcGIS

software), as non-edges (boundaries), and giverale of zero. The principle here
was that a value indicating non-edges must be sdumy the data itself, hence the
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need for histogram analysis. All reclassified inmgesre then converted into binary
format (1/0) with a value of 1 representing a ptisgdnedge (boundary) and O
representing a non-edge (boundary). This was deitreg the binary operation in
Erdas Imagine (Leica Geosystems, 2005).

The binary images were then entered into the teatpdeaning phase. Here, each
image was multiplied by the image immediately pdoeg it in time, and the image

immediately following it in time (figure 29). Fomaedge to be kept, it had to be
present in both the time image immediately preagpdin and the time image

immediately following it (see figure 30). All theuttiplication operations were done
using the Erdas Imagine operations function (L&easystems, 2005).

The 109 remaining, temporally cleaned, edge imagese then run through the
“clump” and “sieve” functions of Erdas Imagine (tai Geosystems, 2005), to
reduce the amount of noise in the images. Herdsé&ianeant clusters of pixels no
larger than 6 pixels in size. Effectively, this methat the research assumed that a
boundary would not occur only at a single spot, dlohg a series of spots, much
like a barrier. Small clusters of spots therefomrermnot deemed to represent gradient
boundaries, but more inconveniences at that timeural which the gradient
continuum existed. Following from this logic, aikpl clumps of less than 6 pixels
in size were removed (figure 31).
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Binary edge layer - Binary edge layer Binary edge layer
1=t January, 2004 11t January, 2004 21 January, 2004

Temporally cleaned edge image
11t january, 2004
green = permanent edges (kept)

red =impermanent edges (removed)

Figure 29: Temporal cleaning of edge detected NDVI image fitim 11" Jan., 2004. The temporally
cleaned product shown here, also incorporated thdges which had been removed.
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Figure 30: Temporal cleaning of a single pixel. 1 indicategeeghresent, 0 indicates no edge present.
Edge values pre cleaning, are modified accordinghether they are present three successive tintbg in
hyper-temporal stack.
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Temporally cleaned edge image
11t january, 2004

Temporally cleaned & noiseless
dge image
11th january, 2004

Edge noise removed

Figure 31: Noise reduction of the temporally cleaned imagesmde A is the temporally cleaned image
of the 11" January, 2004. Following noise removal, small telissof pixels (seen as red in image B) were
removed, produced the temporally cleaned and cereidnoiseless image C. Inset in B is the shown
area’s location in the delta.

The 109 (11 January, 2004 — f1January, 2007) noise reduced, and temporally
cleaned edge images (in binary format) were eacliptied by its’ corresponding
edge detected image, using the multiply operatioBrdas Imagine. This produced
109 images of edges of varying strengths which been temporally cleaned and
noise reduced. The 109 images were then summedharrésult divided by 109, to
get a summary of the average strength of permaedges in time, over the 3 year
period (see figure 32). The summary contained m&ifon not only on the average
strength of an edge, but resulting from the divislyy 109, it also introduced a
measure of the edges’ permanence.
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Legend
Average edge strength

Figure 32: Average strength of permanent edges in the NDVEehyemporal stack.

Further edge cleaning was needed, though of areiffenature. Edges that were both
strong, and persistent, were recognised as regmege€true” boundaries. Likewise,
edges that were infrequent, though strong when ¢lested, were also recognised as
“true” boundaries. If an edge was of a middle gitbnnature, though did persist
throughout the time period, it too was recognisea dtrue” edge. However, edges
that were consistently weak, and infrequent, werssidered as non-boundaries, and
had to be removed (table 2).

Table 2:Is an edge a “true” boundary or not? Logical ciééor evaluating
the temporally cleaned and noiselesg&dg

Edge strength | Edge persistence| Overall average vau “true” edge?
High Persistent High Yes
High Infrequent Medium Yes
Low Persistent Medium Yes
low Infrequent Low No
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To achieve this selection, a second histogram aiwlgf the edge images was
performed in Erdas Imagine. However, as the histogwas extensively skewed
(figure 33a), a log derivative of the average images made which had a more
useful histogram (figure 33b). Here, weak edgesewdgemed to be those with
values below that of the mode in the log image. Aixels with such values were
reclassed as non-edges. Any edges remaining weseguently converted to binary
(with 1 indicating a “true” edge, and 0 indicating edge). These “true” edges were
then assumed to represent natural breaks in grachetinuum, thereby delineating
the boundaries of gradient effects zones. The endust was a map of gradient
boundaries extracted using a 3x3 pixel edge dete&irnel.

Figure 33: 2" histogram
analysis, finding the “true
edge”. Histograms of the
summarised average edges
image shown in figure 33
(@), and the Ilog of
summarised averaged
edges image (b).

Following the production of boundary maps by uss@x3 pixel edge detection
method, it was noted that larger template arraywige greater noise immunity,
despite being computationally more demanding (L&8easystems, 2005). With this
in mind, it was to edge detect using a 5x5 pixeidew, to see if it would produce
more gradient representative boundary images.

Two problems were encountered here. Firstly, thenddehad to be defined. To
achieve this, an adaptation of the unweighted 3®8vjit window was used (figure
34). Secondly, with a 5x5 pixel window, edge detetthad to occur in four
directions, and not two as is all that is possiigang a 3x3 window. To achieve this,
a 3x3 prewitt model in Erdas (shown in appendix ®as adapted to incorporate
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four 5x5 windows moving in the directions North,sEaSoutheast, and Southwest
(figure 34). These directions were chosen as tloeyad cancel each other out.

3x3 pixel prewitt _North
11 1
00
-1 -1 -1
East
-1 0 1
-1 0 1
3x3 pixel prewitt 40 1
directions —
&5x5 pixel
(prefuitt adapted) — MNorth __ __ East —
T 1 1 1 1 -1 -1 0 1 1
171 1 1 1 -1 -1 0 1 1
o0 0 00 -1 -1 0 1 1
-1 -1 -1 -1 -1 -1 -1 0 1 1
-1 -1 -1 -1 -1] -1 -1 0 1 _1]
__Southeast __Southwest
5x5 pixel prewitt -1 o 0 -1 -1-1-1
directions -T-1 -1 001 1T 0-1-1-1
-1 -1 0 11 T 1 0-1-1
-1 0 1 11 1T 1 1 0 -1
| 01 1 1 1] | 1 1 1 1 _0f

Figure 34: Directional and kernel differences between the &d@e detection prewitt model, and the 5x5
model adapted from the prewitt model in Erdas ImegKernels show the weightings of surrounding
values in determining the ultimate centre value.

Meanwhile, the distance function employed by th& 3xewitt model in Erdas,
taking the form of :

edge = |/ (edgeNorth)? + (edgeEast)’

was adapted to take into account of four varialdes, not just two. This gave it the
form of:

edge = +/(edgeNorth) + (edgeEast)? + (edgeSouthwest)? + (edgeSoutheast)?
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Following the production of 5x5 kernel edge detdcimages by the improvised
model, the same process was employed as for then3x@el. There was an
alteration to the method concerning noise reductitimee 5x5 window tended to
produce wider edges. Hence, with noise reductioe@sion was made to remove
larger groups of pixels. Pixels groups of less th@rpixels were therefore removed
as noise. The end product was a map of gradientdasies extracted using a 5x5
pixel ED kernel.

3.6. Product Comparison

Following the production of a landuse map and legdroundaries for each of the
four principal components, and edge detected baiexl&om both the 3x3 kernel
ED, and the 5x5 kernel ED, the products were oigrémd visually inspected.
Comparisons and contrasts were made between tfezetif boundaries produced,
and how they might be interpreted in looking atldreluse map and legend.

The resulting permanent boundary maps from the ebtigection methodologies
were combined with the 26 rice 2009, and the 76ses, produced by the
ISODATA classification. This was done to evaluatbether or not the region
successfully grouped ISODATA classes. The 76 ctaggere also combined with
the collated principal components boundaries.

The various boundaries were finally compared to basic RGB composites of the
principal components. An RGB*12™ and ¥ component, and an RGB“23", and
4™ component were made for this purpose. These wembined with the 76
ISODATA classes, the 3x3 and 5x5 edge detected daies, and the boundaries
produced by principal components.

In all combinations, coincident boundaries wereedptas were those aspects of
boundaries which did not coincide. Features of redg such as the spatial
characteristics of classes in areas where boursd&oen either edge detection or
principal components were present, were also noted.
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4. Results

4.1. Assessing rice crop calendar variability

4.1.1. ISODATA classification

Figure 35 shows the distribution of the 76 landssés (the 76th was the class
representing open-ocean and has been removedjfiel®nising the ISODATA
clustering algorithm. From the separability anady@igure 21 in chapter 3), it was
determined that 76 classes best classified thestape into distinct classes. From
the 76 classes, 26 classes, officially known in2@®contain rice, were selected to
sample during field data collection. This yield&eé rice distribution map shown in
figure 36.

UTHM Zone 451
Datune WGS 1984
Author: B. Scarrott

Figure 35: Distribution of 76 classes identified by ISODAT Aaskification of the 10 year SPOT NDVI
hyper-temporal image stack.
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UTM Zone 481
Datume WGS 1934
Author: R. Scarrott

Figure 36: Classes identified and sampled as rice, and egtidobm the 76 class distributions. Classes
were identified as containing rice by comparisothvthe 2002 landuse map, and sampled during field
data collection.

4.1.2. Landuse map and legend

Shown in figure 37 and figure 38, are the landusg @mnd legend derived from a
combination of ISODATA classification products, addta collected in the field

(courtesy of Ali, 2009). The map (figure 37) shathe distribution of sampled rice

classes (identified during the ISODATA classificatiprocess) across the Mekong
Delta. The map also shows areas of rice that vefteihsurveyed during fieldwork.

Roadside housing and homestead gardens have bmewew from the classes to
highlight purer rice areas. Meanwhile, the Mekomgl 8assac river channels are
included to provide a means of reference.

Included in the map is a summary mini-legend, hgiting the variety of flooding
conditions experienced by each class grouping, el cropping systems in
evidence across the delta (“2x Rice”, and “3x RjceClasses were grouped
hierarchically on the basis of the flooding theypesience. These hierarchical
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groupings are represented by a letter in the neigéhd, which links to the more
extensive, and detailed legend shown in figure 38.

The primary legend (figure 38) displays informatimeiating to the variability in
environmental conditions across the delta. Indisldtlasses are coloured to match
with the map (figure 37). Furthermore, the numbiesamples used to characterise
each class during fieldwork is also shown.

Information on environmental conditions deemed ge#tble to farmers is available
in the form of comments on salinity and alkalinitith the associated classes. Note
that some classes (e.g. classes 42, 29, and 3&ryiempe problems with acidity
when trying to grow rice. Meanwhile, overcomingis#y conditions is required in
classes 61, 46, and 66.

The legend also shows information concerning tmepteral characteristics of the
landscape. For example, crop calendars appeamntordgrate a high variability. For
example, variation in harvesting dates can be bebdmeen classes 28 and 41. Here,
the farmers only started harvesting tH¥ @rop in class 41, following the total
harvesting of the crop in class 28. Meanwhile, £l42 is in the middle of its’"3
crop cycle. Likewise, theBcrop of class 51 is already sown, whilst th&op in
class 28 is not yet harvested. This indicates aegegf temporal variability in crop
calendars.

This temporal variability can also be seen in thmd regimes. For example,
flooding onset dates vary by up to 5 weeks betvatgsses 32 and 29. Furthermore,
the period of inundation experienced by variouss#a differs considerably. Class
32 experiences flooding for approximately 16 weeks.contrast, class 42 is
inundated for only 7 weeks. Stark contrasts casdmn between those areas where
flooding is controlled (e.g. class 54) and thoseictvhexperience uncontrolled
flooding (e.g. class 53).

Concerning flooding, the hierarchical grouping rge a variety of flooding
conditions experienced by rice crops across thtad€lasses can be flooded, or
remain outside any flood influence. Within floodethsses, the flooding can be
controlled or uncontrolled, and further still, theoding can be partial, or extensive.
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Figure 37: The landuse map, and mini-legend, derived to appraariability in rice and environmental
conditions across the Mekong Delta area.
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Also depicted in the legend, is the multitude aferivarieties (with their specific

adaptations to variations in environmental condgjogrown across the delta. For
example, in class 54, variety CK-92 is grown, whdther classes grow IR-50404
(class 63, 22 and 41). Still others grow Jasminéegisses 31 and 28), or Ham Trau
(classes 60, 42).

Varieties also change within classes. For exaniplelass 53, Jasmine-85 is grown
as the T crop, is replaced by OM-1940 for the second ceapj reverts back to
Jasmine-85 for the3crop. Likewise, in class 66, OM-2514 is grown hs first
crop, shifting to OM-732 for the second, and baxloM-2514 for the third.

Overall, there is evidently variability in the cotions experienced by farmers such
as alkalinity, salinity, rice varieties, and floedatent across the delta. Furthermore
there appears to be extensive temporal varialilityot only flood regimes, but also
in rice crop calendars.

4.2 Methodologies for exctracting boundaries

4.2.1. Principal Components Analysis

Shown in Figure 39 are thé'four components of the PCA performed on the 3 year
hyper-temporal NDVI images stack. Each componespldiys a progressively
smaller proportion of the variability attributakite that component’s axis (shown in
table 3). Consulting the supplementary eigenvalpesjuced with the components,

it could be seen that together, th&fur components summarised 89.41% of the
variability within the hyper-temporal dataset. Teigenvalues for all components
can be found in appendix E.

Boundaries for each component were successfulhaebetd (see figures 40 and 41).
Each component displayed visually sharp transiticggas (e.g. at points A, and B in
figures 40 and 41), which were used to define thendaries. A summary of all four
component boundaries can be found in figure 42 balindaries extracted, and the
principal component from which they were extracteal) be found in appendix F.
Furthermore, in looking at solely the principal qunents and their boundaries,
some interesting points can be noted. For exanmpleoking at figure 43, it can be
seen that the boundaries extracted did not suadlysdElineate some features (e.g.
feature A in figure 43).
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Figure 39: Principal components from a Principal Componemtalgsis of a 3 year hyper-temporal
dataset. % (A), 2" (B), 3 (C), and & (D) component images are shown. (All images midTM Zone
48N, using the datum WGS 1984).

Table 3: Proportions of hyper-temporal stack variabilititributable to each principal component.

Principal Component Proportion of attributable vari ability
| 15 Component 79.41%

2" Component 7.57%

3 Component 1.50%

4™ Component 0.93%

Subsequent Components 10.59%
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Figure 40: 1* Principal component, and mid-value boundary. Thetvalue of 1022.54 was used to
divide the image into two classes, and define thendary
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Figure 41: 2" Principal component, and zero-value boundary.miftevalue of 0 was used to divide the
image into two classes, and define the boundary
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component) image overlaid by the four mid-valuermaries as identified from the principal components
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4.2.2. Edge Detection

Shown figure 44 are the boundaries extracted byBk¥and the 5x5 ED methods.
Both methods were successful in producing boun@gibns (as can be seen in
figure 44). However, the two methods extractedblysdifferent boundaries. Figure
45 shows the common pixels extracted by both metligceen). It also shows those
pixels, which were extracted by one method, butexttacted by the other.

These also show a patterning in their distributidii®se edges extracted by the 3x3
method are more spatially spread out, and are ddcéirther away from the
commonly identified edge pixels. In contrast, thasdely identified by the 5x5
method, appear to be restricted to either sid@ofroonly identified boundaries.

These differences in identified boundaries, hawo aksulted in a difference of
regions bounded by those boundaries. As can beisdgure 44, these regions can
differ considerably in spatial extent.

1"

[Legend
| Il 545 ED boundary
|

| I 3%3 ED boundary
| 3%3 region

5%5 region

I
Baither: 6L, Scanen

Figure 44: Boundaries and regions extracted using the pixge adetection methods. A shows those
edges extracted by 3x3 kernel edge detection, @adhale region as defined by these boundaries.

B shows edges extracted by 5x5 kernel Edge Detecind a sample region as defined by these
boundaries.

55



105°10'E 10E°II'E 07" 0E
1 N

11°0'0" M -]

000N

SO0

—
! | UTM Zone 48N
== .- Datum: WGS 1984

Author: R. Scarrott

Legend B common boundaries bt 3355 [l 33 non-common boundaries Land

[ border I :¢s non-common boundaries [ | Ocean

Figure 45: Contrasts in derived edges. Pixels identified agsdy both methodologies (green), and
those identified as edges by only one of eitheheftwo methodologies (red, or blue).

4.3. Product Comparison

Figure 46 shows a combination of the boundariesaeté¢d from the 4 principal
components, and the 76 classes identified by ISOBAdlassification. The
component boundaries are overlaid in an order ddrifrom the proportion of
variability they summarise. Hence, th& domponent (summarising 79.41% of the
variability) is overlaying the ¥ (7.57%), which further overlays th& 8omponent
(1.50%), all of which overlay the™(0.93%). In this way a hierarchy has been
established, which is derived from their contribatito the dataset. It could be
viewed as the larger regions derived from tleCbmponent, are subdivided by the
2" which are subdivided again by th& &nd again by the" Despite the extensive
subdivision, within the areas left, it can be sdbat IDODATA still derived
multiple classes.
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Figure 46: Principal component boundaries identified overigythe 76 ISODATA classes.

These principal component boundaries also showblyigientifiable similarities to
those identified by ED. Both those boundaries itfiext by the 3x3 ED method
(figures 47 and 48), and the 5x5 ED method (seeeAgix G) show remarkable
boundary overlap with portions of those boundaidestified from the PCA. These
edges identified by ED, often overlay the areasapid transition from which the
principal component boundaries were derived. AaBd C, in figures 47 and 48,
show principal component boundaries overlaying loawies extracted using the 3x3
kernel ED method. Comparable images of the 5x5&leED boundaries can be
found in appendix G.

When the 76 classes identified by ISODATA clustgyinvere compared to the
principal component images, further notable featwere revealed (figure 49). As
can be seen, overlaying the 76 classes on fieC@mponent (as an example)
revealed some interesting features highlighted aBAand C. These highlighted
areas are visually distinct from their surroundiawggas according to PCA, in a
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pattern that is spatially coherent with that owtinby ISODATA classification.
Whilst not all classes stand out as being so distie, some features of the various
components do appear to be expressed by ISODATSSIfilzation. Other examples
can be found in appendix H.

In looking at false colour composites of the diffier components, the same
characterisation of classes as occurred with iddai components is apparent. For
example, in figure 50, overlaying a RGB:1st, 2nd] 8omponent composite with
the 76 ISODATA classes reveals similar class charsation to that shown by the
2nd component (figure 49). Of interest, the feaatrB in figure 50, though showing
strongly in the composite image, is not featured distinct by ISODATA
classification. Figure 51 shows another compositéh the 2nd, 3rd and 4th
components combined in an RGB image. Note thatsivitie principal components
composite feature at A, visibly matches the ovedyiSODATA class, at B, a
visibly distinct feature is not distinguished byBATA clustering. Furthermore,
though the % component only summarises 0.93% of the variabilitis enough to
draw out ISODATA classed features such as thosz athich have been missed by
the £'three components (figure 51).
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Figure 47: Comparing boundaries from 3x3 edge detection, hoskt from the Land 29 Principal
components. Arrows indicate notable areas wheradmes coincide.
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classification, overlaying thé2Principal Component image. Arrows point to notegrclasses and
how they are being characterised by the Principah@nents
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The boundaries extracted using ED also providedesooteworthy points. Shown in
figures 52 and 53, are samples of the larger regelineated by the 3x3 ED
method, and the 5x5 ED method respectively. Thesesabdivided by the 76
ISODATA classes. Note that the 3x3 and 5x5 kerndfjee detected regions
essentially group ISODATA classes together withine tedge detected regions,
though to different spatial extents.

Note for example, that region A in Figure 52 pdlgtiaovers the same area covered
by area B in figure 53. Furthermore, note thatowy are larger regions produced
by the 5x5 ED method, but consequently, more ISOBATasses are grouped by
the 5x5 edge detected regions, due to their exfdat worth noting, is how the
regions produced by both ED methods not only enemsipice classes, but also
include unsampled classes (some of which are m@)-ihto the groupings (see
figures 54 and 55).

The orientation of ED boundaries also shows renidekaimilarity to the areas of
highly fragmented classes identified by the ISODACTHKssification (figure 56).
Shown at points A are example areas of where tige eé@tected boundaries from
either the 3x3 method, or the 5x5 method, coineiite the borders of ISODATA
classes. Furthermore, such ED boundaries, coirmdsiderably with areas where
multiple class transitions occur over a short gpatktent.

Of particular interest is how some of the boundariderived using the edge
detection methodologies, do not coincide with tBODATA class borders, or even
areas of extensive ISODATA class fragmentation.v@him figure 56, sample areas
can be seen at points marked B.
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Figure 52: Regions as defined by the 3x3 edge detected baesdand the ISODATA classes
subdividing them.

Edge detection also extracted some boundaries, sbmbich were comparable to

areas of high NDVI class fragmentation (e.g. figh6). Meanwhile other boundary
segments were comparable to those extracted by PRig\is evident for example in

Figure 57, which shows the 3x3 edge detected baigsjaverlaying an RGB 2nd,

3rd, 4th component composite. Note that the edgédsch did not match the

ISODATA classes at points B in figure 56, do owlifeatures in the principal

component composite at points A and B in figure Birthermore, these features
were not highlighted by the boundaries extractemmfithe principal components
themselves (A in figure 43).
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5. Discussion

5.1. Heterogeneity in the Mekong Delta

The world can be viewed as a “heterogeneity of rogtneities” according to
Sparrow (1999), and apparently, so too can the Mgkbelta. As could be seen,
even within a “single” crop species, varieties gdracross the delta, driven by the
farmers need to gain the maximum yield from thealamvironment. Furthermore,
rice crop calendars exhibited temporal shiftinghglenvironmental conditions, most
notably reflecting changes in flood regime.

These findings of shifting crop calendars serveupport those findings of Sakimoto
et al., (2006). They studied rice crop calendars in thekdhg delta, though they
were more concerned with how they changed overydes, attributing these
changes to seasonal and localised changes in vesteurces. However, they also
characterised the cropping calendar shifts acrbesdelta. They noted that the
fluctuating water resource conditions, affectedseharop calendars predominantly
in the Northwest of the Delta, where the floodifigure 20) prevented rice growth.
Conversely, in the South East of the Delta, flogdivas a requirement, mitigating
against saline intrusion (show in figure 18) antho@encing the rice crop calendars.

Combining the findings of Sakimotet al., (2006), and the information in the
landuse map and legend produced in this reseaeclls|strong evidence to the
concept of the Mekong Delta in reality being a cterpmosaic of environmental
conditions.

Furthermore, lower levels of edge had to be remadeding the initial stages of
edge detection. This allowed temporal cleaning toceed. Whilst the method
essentially defined these lower levels of edge ram-edges” they do represent a
minor flux across the landscape in NDVI valueew homogeneous NDVI areas
actually existed (whilst those that did could btrilagtable to cloud cover- figure
58). This serves to further develop the idea the Mekong Delta is truly
heterogeneous, echoing Chesson and Case’s (1%8@msint that “the world is
heterogeneous and non-equilibrial.

In overlaying the 76 ISODATA classes over the edgkcted boundaries, a further
interesting coincidence was revealed. Areas withgesd identified by the edge
detection method, appeared to be spatially coimtidéth areas of high NDVI class
fragmentation (figure 56). Gosz (1992) noted thammunity transitions take the
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form of complex mosaics. NDVI class fragmentatioreroboundaries detected by
edge detection could be interpreted as such contynuansitions.

Legend
High NDW1

High Edge

Lo NOW

- Low Edge
I Vvater! Clouds

B ster Clouds

Figure 58: Edges enhanced around cloud pixels during Edgecbete A shows the NDVI composite
image of the 21 July, 2005. Cloud pixels have been given a vafugem by the cloud removal process.
Edges (B) are then determined from this zero value.

Alternatively, the fragmented classes are thoughelaments of the larger classes
surrounding them. These larger classes are bourmjedhe edge detection
boundaries. If, as the research assumed (and kpelsheterogeneity evidence
supported), the Mekong Delta is a large, heterogesietransitional area, then the
areas of high class fragmentation represent aréasapid change in vegetation
communities and their underlying gradients. Furti@e, these fragmentations
occur over edges originally envisioned to repressotones. The bounded regions
(with spatially large, though multiple NDVI clas$esould therefore logically be
interpreted as ecoclines (see figure 59). This eptualisation of the landscape and
how it is being expressed through its’ vegetatiserves to support that the
landscape could indeed be conceived to be a compiesaic of ecotones and
ecoclines. Both of these transitional areas wouwddob interest to ecologists and
gradient analysts, as they represent gradientoifudifferent scales.
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Figure 59: Edge detected boundaries and ISODATA classesatidg ecotones and ecoclines.

5.2. Methodology appraisal

The ISODATA classification served to exploit hygemporal differences in NDVI
into NDVI classes. These NDVI classes (and ultinyatiee map units characterised
by various crop calendars) did have distinct déferes between them. Despite this
difference, the classes could successfully be grolgy boundaries, extracted solely
from satellite hyper-temporal imagery.

Furthermore, both methodologies attempted (Prihd@nponents Analysis, and
Edge Detection) extracted grouping boundaries ofiesform or another. In these
groupings, non-rice and unsampled rice classes meteded. This indicates that
the class groupings went beyond simply grouping, fixit also indicating that rice
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NDVI classes had aspects in common with their surding NDVI classes, despite
some of these not being rice areas. This suppuetassumption that fundamentally
different classes would be linked to each othenglfactors such as gradients. The
borders of these classes are therefore relativelgningless when interpreted as a
border. As such they should be interpreted as raritlines denoting a certain
(unknown) level of transition between two contnagtareas.

The methodologies themselves each held promise. frivecipal components
derived from the hyper-temporal dataset visibly ptiiged sharp transition
boundaries (where the value is approximately etudl). This visible feature was
exploited to yield the boundaries, which tracked #ero value of the component.
However, the middle value of thé' tomponent was all that could be used. It lacks
values below the zero value, despite visibly digiplg boundaries which are
logically meaningful. In future, perhaps some othepre statistically appreciable
extraction could be developed. It could involvetdysam analysis, so boundary
choice is entirely data driven, and not dependneweea small degree, on human
interpretation.

Interestingly, the components inherently estabtisize hierarchy of boundaries.
Boundaries derived from the®lcomponent, were derived from a summary of
79.41% of the variability in the 3 year hyper-temgdodataset. The second
component boundaries were drawn from 7.57%, thednponent, 1.5%, and so on.
However, in total, the first four components herdycsummarised 89.41% of the
variability. Whilst there are as yet, no clear giides on how many components
should be used (Eastman & Fulk, 1993), perhapsgitldvbe more appropriate to set
a threshold. This threshold level would be a prtporof the variability that should
be summarised (for example 95% of the variabiliy). components summarising
up to that threshold would then have to be used.

The method using Principal Components Analysis atas considered flawed as it
fails to take advantage to the asymmetry of timeerant in sequential hyper-
temporal datasets. Edge detection was therefore see logical avenue of
exploration. Each image was edge detected in ssicceswhilst a temporally
cleaning step acted on a before and after condequtgee permanence.

This temporal cleaning could also be helpful in o#ing suspect edges caused by
cloud values. As shown in figure 58, this coulddmmsidered an issue in the ED
method. Any suspect cloud pixels in the NDVI imagese given a value of zero.
Therefore, edges were calculated from these vdligage 58). Temporal cleaning
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removes those edges not present in three successages. Therefore the process
may help to remove a quantity of temporary edgesea by cloud removal from the
dataset, though the exact amount of contaminationld be investigated further.

Overall, the method did provide boundaries, whiabcessfully grouped ISODATA
classes. Though the definitions of edge “persigéaad how weak an edge must be
before it is considered “weak” need to be clarifee®l researched. As is, the choice
of median values probably screened out some edgdsshould not have been
removed. Only the strongest and most persistergsdgre kept, which could have
been above the true level of when an edge coutmbhsidered “strong”.

Unfortunately, currently available literature hold® answers to this problem.
Despite the extensive use of edge detection, irdiom on what makes an edge a
true “edge” is notably absent. However the principapears to hold. This means
that the choice of edges should come from the ds#df, and not from outside

knowledge. This is why a feature of the histograaswwice used to screen out the
lower levels of edge. It serves to highlight thatn@ore rigorous statistical

determination of what can be removed is requirdds Principal is applicable to

both stages of lower edge removal, and should $&arehed if further progress is to
be made.

Within the Edge Detection method, two kernels wased. A 3x3 pixel kernel, and
an adapted 5x5 pixel kernel. In general, the 5xBddeproduced spatially wider
boundaries. Figure 45 shows how the pixels idiextifs edges by the 5x5 method,
lie to either side of the pixels commonly identifi@s edges by both methods.
Furthermore, a 10 pixel noise threshold was uséil the 5x5 method, in contrast to
the 6 pixel noise threshold used by the 3x3 methodhindsight, perhaps this level
of 10 pixels was too high, and should had been &ft6 pixels, maintaining
consistency in the methodologies.

Another issue was that the distance function usezbtnbine the four directions of
the 5x5 pixel edge detection, was simply an extansf that used by the 3x3 kernel
method. However, the function still achieved thenaof exaggerating large
fluctuations, and minimising minor fluctuations dawas appropriate for use.

When the boundaries were compared, it was appdnantall methods identified

boundaries that had some sections that coincidemssenethodologies, and others
that differed spatially. Notably, even the differdoundaries, identified by Principal
components Analysis, coincided frequently with ghadentified by edge detection,
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despite not being universal matches. The lack dfeusality could be interpreted
that the Principal Components Analysis and Edgee®&n methods are in fact
extracting boundaries based on different defingidfor example, the edge detection
method was devised specifically to take the asymnadttime into account.

It was also clear that the boundaries identifiemirfrprincipal components, missed
visibly obvious features within the components teelmes (e.g. A in figure 43).
Furthermore, ISODATA classification also missed sthefeatures. This could
indicate that ISODATA classification does not detetdl variability present.
However, this could have been a consequence afsbef a subset image stack for
the PCA method, and should be reviewed before angrete conclusions are made.
Notably however, the edge detection methodologycessfully bounded the
features, determining that they had viable perm@arsid strong boundaries (A and
B in figure 57).

This serves to highlight that no one single mettogyp worked. As such the
research failed to define a single methodology ébemine the boundaries of
“gradient effects zones” within the time frame. Heower, it did suggest a plausible
route for further research. Each method extractedndaries. These different
boundaries had similarities, and differences. Tissimilarity should therefore be
exploited. Perhaps, the utility of Principal Compots Analysis data reduction
capability, and Edge Detections ability to explthie sequential nature of hyper-
temporal datasets, could be combined in a hybrithoae

For example, it can be logically argued that theureaof the boundaries extracted
from the principal components, was hierarchical utfermore, different
components coincide with different sections (andhemn sections) of the edge
detected boundaries. Perhaps the principal compeeundaries could be used to
weight the importance of the edge detected bouaslatcording to how much they
contribute to the dataset. Otherwise, perhaps capmoboundaries, summarising
95% (for example) of the hyper-temporal datasetsabdity, could be used to
extract viable temporally cleaned edges (negatiegneed for a second histogram
analysis). These are simply some possible futuea@es of research, though they do
serve to highlight the further work required and ghausibility of a hybrid method.
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6. Limitations, concludions and recommendations

6.1. Limitations

- The NDVI signature of vegetation within the 1krR@GT pixel, was assumed to
represent a indicator of vegetation responsesuwammental gradients in that pixel
- 1km pixels were seen to be of sufficient resolutio adequately capture landscape
level gradients

- a composite product of 10 days was seen to badefjuately high temporal
resolution to represent the values occurring overtén daily images.

- the temporal fluctuations in NDVI value of an NDdass, were assumed to be of
sufficient magnitude to allow for ISODATA classiition.

- it was assumed that the landscape of the Mekontamed sufficient heterogeneity
in NDVI to be divisible into classes.

- the use of the peak in both average, and minirsaparability was assumed to
represent a level of optimum class number for ISOBA&lassification.

- it was assumed that NDVI classes were equivatentap units

- it was assumed that these map units could beacteised concerning their crop
calendars.

- rice crop varieties were assumed to be adaptedptionise productivity under
variations in specific environmental conditions.

- it was assumed that the 10 year stack of hypapteal images used for the
ISODATA classification, was adequately summarisedhe 3 year stack used to
develop the various methodologies, whilst stillfgecomparable.

- concerning boundary extraction from the principamponents, the mid-value of
the ' component (1022) was assumed to be comparatitieetaero value of the
subsequent components.

- the zero value of components 2, 3, and 4, wawedeas a transition point in the
data, and representative of a boundary.

- the median value in the ED methods' Histogram analysis, was assumed to
represent an adequate level below which edges dmulcbnsidered as “weak” and
were removed as noise.

- Concerning the ED methods’ 2nd histogram analykis mode of the logarithmic
value of average edges was deemed to be an adelat below which edges
were removed as noise.

- one month was the period of time an edge haérnwain, in order to be considered
representative of a permanent boundary duringeftmporal cleaning portion of the
ED methodology.
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- the NDVI images were deemed to have undergonguade processing for cloud
interference

6.2. Conclusions

1 - Assuming the ISODATA classification results afdDVI classes that are
fundamentally different, can these differences bees, expressed in rice crop
calendar data collected in the field?

The rice crop profiles characterised in the landos® and legend, demonstrate
shifts in crop calendars between map units. Wiristome classes, harvesting has
only begun, other classes have already completethgahe next crop. In another
instance, whilst crops are only been sown, ricesiin another class are already half
way through their growth cycle. Therefore differeacan be seen in crop calendars
characterising NDVI classes derived by ISODATA sléisation.

2 — Could shifts in rice crop calendars be attrilalitie to landscape heterogeneity
in environmental conditions across the Mekong Détta

The research showed that shifts in rice crop caendor each class were been
accompanied by shifts in the class’ flood regimertirermore, the multitude of rice
varieties grown indicated a need for farmers topada environmental conditions
across the delta. This argument was also suppbyteebrk done by Sakamot al.
(2006), who found that rice crop calendars werengpeiffected by seasonal and
localised conditions such as flooding and salinitigerefore, arguably, the shifts in
rice crop calendars could be attributable in partlandscape heterogeneity in
environmental conditions across the delta.

3 - Are there methods capable of recognizing andirdsating boundaries, or
“natural breaks” in a gradients’ effects upon theahdscape, using hyper-temporal
satellite data alone?

Both attempted methods successfully grouped ND&4$s@s obtained by ISODATA
classification of hyper-temporal data. Both methoesplored derived their
boundaries entirely from the hyper-temporal datasgh no other information data
being used to guide the boundary extraction prodgss methods need to be refined
however, despite extracting logical boundaries,argansitive and robust histogram
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analysis should be researched for the Edge Deteatiethodology, whilst a more
appropriate boundary extraction for the first comguat should be sought.

4 - Of any promising method(s), how do they compaterecognising boundaries
or natural breaks, thus delineating the borders oégions within which crop
calendar heterogeneity occur, as caused by the standscape level gradient.

Both methods show an ability to extract boundariEisese different boundaries
often coincide, though in many cases differed sfigti These boundaries are all
feasibly attributable to gradients, despite thevatgl differences. Boundaries
extracted by PCA are seen as inherently hierartlmcaature. Meanwhile those
extracted by ED are seen as 4 dimensional, takit@gaccount the asymmetry of
time. Visible features in principal components werdy outlined by boundaries
extracted by ED methodology, and not by those etdthby the PCA methodology.
This indicates the need for a hybrid methodologyicw would combine the
boundary extracting capabilities of both (and magimee) methodologies.

6.3. Recommendations

1. The PCA methodology requires further refinementespite logical
boundaries being extracted, the first componentireg a more rigorous
determination of the value indicative of a tramsitboundary. Furthermore,
a threshold should be determined on how many coemterare required to
adequately summarise the variability in hyper-terapdatasets.

2. The ED methodology requires further refinement. €wning the first and
second histogram analysis, lower thresholds of edwees need to be
determined. Therefore, A logical way of extractitigs threshold from
histograms needs to be developed.

3. Following the development of refined PCA, an® Enhethodologies, a
hybrid method should be investigated to take irtcoant the hierarchical
and data reductive properties of PCA, and the EEhats exploitation of
the asymmetry of time. This should not precludedbeelopment of other,
alternative methodologies which may serve to augntke information
gained from hyper-temporal datasets.
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6.4. Summary

The research successfully followed the logic ofdiats to outline various

methodologies, capable of grouping hyper-temporatadclasses. This could
eventually lead to a tool being produced to aiddignat analysts to stratify their

sampling regimes along less subjective stratificeti as are currently used. The
methods investigated need to be refined, desphibitxg a considerable degree of
promise. Evidence was also presented, showing &l rfor a hybrid method,

composed of the advantageous aspects of Princqpap@Gnents Analysis, and those
of Edge detection.
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8.

8.1.

Appendices

Appendix A
Landuse Map 2002 of the Mekong Delta.
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8.2. Appendix B

Inputs and outputs of the various Edge Detection nteodology’s stages.

Hypertemporal NOVI images 28 rice class
spanning 2004 - 2007 distribution map

¥

Edge detection

I

111 edge detected NDVI
images

¥
1t Histogram analysis
& weak edge removal

I

111 strong edge images
with non-edges =0

¥
Temporal Cleaning
& noise reduction

I

109 temporally cleaned
and noiseless images
of strong edges

h 4
Summarise (average) edges & log
then

2rd Histogram analysis

Boundary map of
Permanent edges

\

GIS overlay &
Legend production

!

Bounded classes map
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8.3. Appendix C

Model details of edge detection algorithms

() 3x3 kernel edge detection algorithm (Prewitt)

Input - ND¥I image
North East

CONV@LUTION FUNGTIONS

CONVPLVE CONVQLVE

edge= qf (edgeNorth® + (edgeBash®

Output — 5x5 edge detected image

(ii) 5x5 kernel edge detection algorithm (prewitiptation)

Input - NDVI image

MNorth East Soythwest Southeast
[TT 1
" A\ .
CONV@LUTION H NS
Fdge Edge Edge Edge
Horth East Southwest outheast

Function edge= JedgeRortf +(cdgeBasy’ +(edgeSouthef)’ +(edgeSouthash’

Output —5x5 edge detected image
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8.4. Appendix D

Unidentified software difficulties encountered wherprocessing images
edge detected with the sobel edge detection model

Not corrupting
11th May 2006
= 2 b &

Original NDVI image
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8.5. Appendix E

Eigenvalues for all components derived from a Prinpal Components
Analysis of 111 NDVI images in a 3 year hyper-tempal image stack

Component |Eigenvalue |Proportion of|Percentage | Cumulative Component|Eigenvalue | Proportion of|Percentage | Cumulative

variability variability
summarised percentage summarised percentage
1st 538120.11 0.79409 79.41 79.41 57th 433.09 0.00064 0.06 98.27
2nd 51324.63 0.07574 7.57 86.98 58th 415.89 0.00061 0.08 98.33
3rd 1018217 0.01503 1.50 88.49 59th 413.27 0.00061 0.06 98.39
4th 6326.81|] 0.00934 0.93 89.42 60th 411.75]  0.00061 0.06 98.46
5th 5180.38 0.00764 0.76 90.18 61st 396.78 0.00059 0.06 98.51
6th 4449.20 0.00657 0.66 90.84 62nd 387.48 0.00057 0.06 98.57
Tth 3733.71 0.00551 0.55 91.39 63rd 375.73 0.00055 0.06 98.63
8th 2873.59 0.00424 0.42 91.82 6dth 371.156 0.00055 0.05 98.68
Sth 2606.54] 0.00385 0.38 92.20 65th 369.22| 0.00054 0.05 98.74
10th 2160.18 0.00319 0.32 92.52 66th 358.93 0.00053 0.05 98.79
11th 1987.83|  0.00293 0.29 92.81 67th 355.70| 0.00052 0.0 98.84
12th 173617 0.00256 0.26 93.07 68th 344.64 0.00051 0.05 98.89
13th 1583.22 0.00234 0.23 93.30 89th 330.61 0.00049 0.05 98.94
14th 1479.63 0.00218 0.22 93.52 70th 318.41 0.00047 0.05 98.99
16th 1465.63 0.00216 0.22 93.74 T1st 299.33 0.00044 0.04 99.03
16th 1411.53 0.00208 0.21 93.95 T2nd 305.10 0.00045 0.05 99.08
17th 1323.65 0.00195 0.20 94.14 73rd 291.67 0.00043 0.04 99.12
18th 1318.03 0.00194 0.19 94.33 Tdth 291.99 0.00043 0.04 99.16
18th 1234.01 0.00182 0.18 94.52 75th 283.23 0.00042 0.04 99.20
20th 1235.867 0.00182 0.18 94.70 76th 275.11 0.00041 0.04 99.25
21st 1170.26 0.00173 017 94.87 T7th 270.42 0.00040 0.04 99.29
22nd 1072.99 0.00158 0.16 95.03 78th 260.77 0.00038 0.04 99.32
23rd 1043.38 0.00154 0.15 95.18 Toth 248.63 0.00037 0.04 99.36
24th 992.92 0.00147 0.15 95.33 80th 244.14 0.00036 0.04 99.40
25th 955.83 0.00141 0.14 95.47 81st 221.68 0.00033 0.03 99.43
26th 887.80 0.00131 0.13 95.60 82nd 227.58 0.00034 0.03 99.46
27th 862.20 0.00127 0.13 95.73 83rd 207.01 0.00031 0.03 99.49
28th 863.24 0.00127 0.13 95.86 84th 201.57 0.00030 0.03 99.52
29th 834.47 0.00123 0.12 95.98 85th 196.86 0.00029 0.03 99.55
30th 753.21 0.00111 0.1 96.09 86th 192.22 0.00028 0.03 99.58
3ist 776.77| 0.00115 0.1 96.21 87th 184.95]  0.00027 0.03 99.61
32nd 713.66 0.00105 0.1 96.31 88th 172.41 0.00025 0.03 99.63
33rd 711.05| 0.00105 0.10 96.42 89th 177.45]  0.00026 0.03 99.66
34th 705.88 0.00104 0.10 96.52 90th 159.93 0.00024 0.02 99.68
35th 676.64| 0.00100 0.10 96.62 91st 150.52] 0.00022 0.02 29.71
36th 635.92 0.00094 0.09 96.71 92nd 139.14 0.00021 0.02 99.73
37th 619.28 0.00091 0.09 96.81 93rd 139.04 0.00021 0.02 99.75
38th 608.27 0.00090 0.09 96.90 94th 139.94 0.00021 0.02 99.77
39th 570.31 0.00084 0.08 96.98 95th 128.11 0.00019 0.02 99.79
40th 562.49 0.00083 0.08 97.06 96th 126.96 0.00019 0.02 99.80
41st 558.50 0.00082 0.08 97.15 97th 114.78 0.00017 0.02 99.82
42nd 552.13 0.00081 0.08 97.23 98th 117.55 0.00017 0.02 99.84
43rd 525.84 0.00078 0.08 97.30 99th 112.23 0.00017 0.02 99.86
44th 519.96 0.00077 0.08 97.38 100th 105.39 0.00016 0.02 99.87
45th 514.17 0.00076 0.08 97.46 101st 105.48 0.00016 0.02 99.89
46th 507.54 0.00075 0.07 97.53 102nd 97.98 0.00014 0.01 99.90
47th 502.56 0.00074 0.07 97.61 103rd 94.09 0.00014 0.01 99.91
48th 471.73 0.00070 0.07 97.68 104th 80.63 0.00012 0.01 99.93
49th 462.10|  0.00068 0.07 97.74 105th 83.75] 0.00012 0.01 99.94
50th 476.23 0.00070 0.07 97.81 106th 75.68 0.00011 0.01 99.95
51st 464.86|  0.00069 0.07 97.88 107th 73.48| 0.00011 0.01 99.96
52nd 454.02 0.00067 0.07 97.95 108th 70.36 0.00010 0.01 99.97
53rd 441.39|  0.00085 0.07 98.01 109th 68.24] 0.00010 0.01 99.98
54th 449.59 0.00066 0.07 98.08 110th 62.18 0.00009 0.01 99.99
55th 432.09 0.00064 0.06 98.14 111th 61.51 0.00009 0.01 100.00
56th 428.23 0.00063 0.06 98.21

Green shading indicates th& fbur components which were used in this research.
Red shading indicates those components which shmutided so the process
summarised over 95% of the hyper-temporal varigbili
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8.6. Appendix F

Boundaries extracted from all four principal comporents.

(i) 1% component (mid-value = 1022.54)
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(iii) 3™ component (mid-value = 0)
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8.7. Appendix G

Principal component boundaries overlaying those eracted using 5x5
kernel Edge Detection.

0] 1%and 2° component boundaries over 5x5 kernel boundarigaws
indicate example sections of coinciding boundaries.
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8.8. Appendix H

76 ISODATA classes overlaying principal components.

(i) 76 ISODATA classes overlaying th& Component

15°00E 106°00°E 107°00E
L h

Legend

[ 177 class 1S0DATA boundaries
1st Comp onent

[Value

[ High : 227931

i Lov: 0

0125% =0 75 00
Kilometers

(i) 76 ISODATA classes overlaying th8“2Zomponent
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(iii) 76 ISODATA classes overlaying th&2Zomponent
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(iv) 76 ISODATA classes overlaying th& &omponent
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