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ABSTRACT

Data kept in various organizations sow different levels of heterogeneity due to fragmentation.
Various segments in the organizations experience different data heterogeneity such as syntac-
tic heterogeneity, schematic heterogeneity and semantic heterogeneity. This research deals with
schematic heterogeneity so that the data sources are categorized into three groups such as struc-
tured data , semi-structured data and unstructured data based on the characteristics of their schemas.
The research particularly deals with the schematic heterogeneity of structured and semi-structured
data so as to facilitate data integration. Spatial Data Infrastructures has a purpose in facilitating
spatial data use and sharing, and can be an effective platform to aid in data integration. This
research aim at providing an interface that allows a unified way to access and use disparate data
sources available at various SDI nodes. Schema mapping and transformation techniques are used
to overcome schematic heterogeneity and as a means of facilitating heterogeneous spatial data inte-
gration. The schema mapping process is done at the schema level and the schema transformation
process is done at the data level. In schema mapping process the the mapping rules from source
to target schema are specified based upon the query expression posed on the target schema. This
specification is done by using OML(Ontology Mapping Language). The actual data transforma-
tion process is based on the mapping rules and undertaken in two steps such as data extraction
from the required data sources, execution of transformation functions on the extracted data to
transform the data into the target. The result of this research can be used as one functionality
within an SDI framework for effective data integration. The result also aim to assist users to fol-
low the same procedure or methodology used for resolving schematic heterogeneity of their data
sources and get integrated information for their spatial applications.

Keywords

spatial data heterogeneity,structured data,semi-structured data,Spatial Data Infrastructure,spatial data
integration, schema mapping, schema transformation
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A UNIFIED DATA MODEL FOR SPATIAL DATA ACCESS

Chapter 1
Introduction

1.1 MOTIVATION AND PROBLEM STATEMENT

Organizations such as the Bureau of Statistics or a local government planning office commonly
keep their data as a highly heterogeneous set of resources that they use in the execution of their
functions. These data sources are of different types including structured data such as relational
data organized in a database, unstructured data such as images, documents etc, and other semi-
structured data such as XML documents [18]. In addition, the heterogeneity of these data sources
has three aspects such as syntactic heterogeneity, which is the result of different languages used
for modeling the various sources, schematic heterogeneity, which caused by different data struc-
tures of source schemas, and semantic heterogeneity, which arises as a result of incompatibility in
meanings of data as described in [30]. Furthermore, such data are typically stored in files scattered
among multiple file systems (local or network), multiple machines (local desktop, network share,
mail server, other kinds of server), and most of all different file formats (xml, shape file,etc.).

Different organizations create and maintain spatial data and deliver it to spatial data decision
makers as spatial data plays a significant role in decision making. When more spatial datasets and
integrated spatial data for different spatial applications needed, integration of spatial data from
different sources will be required. The data sources can be provided by diverse data providers
and this leads to data heterogeneity in different aspects based on different standards, policies and
organizational arrangements. And, this is a cause of spatial data to have different schema which
hinders spatial data integration. Even though the importance of spatial data integration is im-
portant for many spatial applications, the fragmentation of the organizations that are in charge
of producing and managing different datasets has caused heterogeneities and inconsistencies of
spatial data from different aspects.

Integration of heterogeneous data source is crucial for organizations that own a multiple of
data sources as data integration facilitates access of highly distributed heterogeneous information
sources. In this research we address a problem which is a challenge in integrating heterogeneous
and disparate spatial data sources. This problem is the incompatibility of different data source
schemas or structures when considering different types of data sources. Thus, the goal the data in-
tegration system is to provide users with a uniform interface to these heterogeneous and disparate
data sources. The uniform interface is based on a common application schema(target schema)
which is based on the users’ interest. The user pose queries on the target schema rather than
directly on source schemas. There are different approaches for building such a data integration
system. Global-as-View (GAV) and Local-as-View (LAV) are the two important ones. In the GAV
approach, every object in the global schema is related with a view over the source local schema
where as in the Local-as-View (LAV) approach local schemas are defined as views over the global
schema [5]. The two approaches are main initiatives to integrate data and answer queries without
materializing the global schema . The query reformulation in GAV approach lessens to simple
rule unfolding while in LAV the query reformulation has exponential time complexity with re-
spect to query and source schema definitions. Auto Med is another approach to heterogeneous




data integration based on the use of reversible schema transformation sequences, which offers the
ability to handle data integration across heterogeneous data sources [2].

Much of the work on data integration has focused on the real time integration of structured
data sources such as databases. The focus in integrating structured data ,semi-structured and un-
structured data is not as much as integrating structured data though huge amount of spatial data
available in different spatial data types. These enormous amount of spatial data sources demands
the exploitability of integrating heterogeneous data sources for the provision of integrated infor-
mation to different spatial applications. Here the challenge is the heterogeneity of the data sources
to be integrated. Thus, in order to fully exploit the combination of these various types of data
sources the three data heterogeneity such as syntactic,schematic and semantic heterogeneity has to
be addressed as of the user requirement. However, overcoming all the three types of data sources
heterogeneity is a difficult task with short period of time.

The demand for the integration of heterogeneous and disparity data sources within Spatial
data Infrastructures (SDIs) framework is highly increasing because of the availability of data
sources with different schemas at the various SDI nodes. This paper studies how to overcome
the schematic heterogeneity of the data sources for data integration purpose. Thus, it is impor-
tant to have a method that exploit data from such kind of data sources through transforming and
combining the resources. Schema transformation plays a great role in this part by transforming
data from various source schema to the target schema.

The accessibility of consistent and compatible spatial data, from various and disparate data
sources has a great role for organizations to achieve their integrated information requirement for
their strategic purposes. To this end, spatial data infrastructure (SDI) has a significant impact in
facilitating integration of those data stored in different SDI nodes. However, from an SDI point of
view the disparate data sources at various SDI nodes pose challenges in integrating and accessing
the data [11]. Hence, we need a seamless mechanism that can exploit the heterogeneous data as
if they are from a unified source and offer the user an access to multiple information sources in a
unified way. Thus, a powerful unified data model is strongly required to represent the disparate
and heterogeneous mix of data to provide the user with a unified view of those data and access in
a unified way. More importantly, the model will enable the extraction of information that would
otherwise be impossible.

The incompatibility and inconsistency of the data because of the high heterogeneity and dis-
parity of the data sources brought a big difficulty to obtain and fuse the required information. A
major obstacle in integrating such heterogeneous data sources within the organizations is due to
their schematic heterogeneity, which results from different structures of source schemas that ham-
per exploitability of the data source. The availability of disparate data sources at various Spatial
Data Infrastructure (SDI) nodes is also a problem that needs to be solved [11].

1.2 RESEARCH IDENTIFICATION

1.2.1 Research objectives

The objective of this research is to provide a unified way to access and use the disparate data
sources available at various SDI nodes. To realize this objective the following sub-objectives are

defined:

e To define a classification mechanism for the heterogeneous data in terms of structured,
semi-structured and unstructured data to facilitate formalization of schema mappings and
transformations of the data sources.




e To define integrated data model to represent and access heterogeneous data in the data
sources.

e To specify complete , correct and functional querying mechanism to retrieve information
from the available data sources through the integrated model.

e To define a procedure to be followed by the user to get a unified access to the available
heterogeneous and disparate data source.

1.2.2 Research questions

To achieve the objectives, the following research questions need to be answered:

1. What classification mechanism can be defined to classify the heterogeneous data source in
terms of structured, semi-structured and unstructured data to facilitate formalization of
schema mappings and transformations of the data sources?

2. What is the best and suitable approach for schema merging process to derive integrated data
model to facilitate data integration in a unified way?

3. What is the best and suitable approach for schema merging process to derive integrated data
model to facilitate data access in a unified way?

4. How to specify complete, correct and functional querying mechanism to retrieve informa-
tion from the available data sources through the integrated model?

5. How to test the quality of the integrated data in the application schema?

6. How to evaluate and test the our schema transformation methodology?

1.2.3 Innovation aimed at

The novelty of the research aimed at defining a methodology that will allow us to represent het-
erogeneous and disparate data sources available at various SDI nodes in a unified model for better
data exploitability.

1.2.4 Related work

Several solutions have been proposed to exploit the availability of heterogeneous data sources
using different integration techniques. In one work [3] an integration system for heterogeneous
spatial datasets from various sources and different types is proposed. The proposed integration
algorithm perform integration of two heterogeneous vector datasets and integration of vector and
raster dataset and linked to a federated database. Our alternative implementation differs from
that work in such a way that it focuses on providing integrated information from schematically
heterogeneous spatial data sources such as some of the datasets have regular and fixed schema
and some do not. Moreover, we have used schema transformation method for the integration of
schematically heterogeneous spatial data sources.

In [1] a framework that supports data knowledge and data integration at schema and data level
is proposed. The data integration at the schema level ensures the availability of a single integrated
dataset where as the integration at the data level ensures the data quality. The fact that this work
dealing with integrating schematically heterogeneous data sources is the similarity between our
work and their work. In the contrary, our work does not maintain the physical integration of
data sources. In addition, the quality of the integrated data is not covered in this study.




A real time data integration with the aim of building location based service is discussed in [ 10].
The integration system used to provide harmonized cartographic data from different data sets
stored in different databases through schema transformation. But in the case of our research the
datasets are from different data sources in which some are in relational database(structured data)
and some are in XML (semi-structured data).

An approach for spatial data integration in the SDI frame work is studied in [22]. In this
paper both the technical and non-technical challenges the hinder spatial data integration an SDI
environment is studied. The technical challenges are those data source heterogeneities such as
syntactic, semantic and schematic heterogeneity. The non technical challenges are those problems
related with institutional, policy, legal and social issues. Even though our research deals with data
integration system in an SDI environment by resolving schematically heterogeneous data sources
available at various SDI nodes, the non technical issues is out of our concerning issue.

In one work [19] the integration methodology is presented under an XML global schema;
however, it adopts LAV (local as view) approach which is different from ours. In addition, the
methodology integrates only relational and tree-structured data sources in particular XML docu-
ments. In contrast, our integration approach will be able to handle multiple heterogeneous spatial
data sources such as relational database, file and web service using schema mapping and transfor-
mation method.

An approach called both as view (BAV), which incorporates data integration techniques such
as local-as-view (LAV) and global-as-view(GAV) as presented in [21]. LAV is an approach in which
local schemas are described as views over the global schema where as GAV is extracting defini-
tions of the local schemas as views over the global schema. The paper also discusses the ongoing
implementation of the BAV approach within the Auto Med project. [2] is mentioned in Auto
Med approach in which both as view (BAV) approach incorporates data integration techniques
such as global-as-view(GAV), local-as-view(LAV) and global-local-as-view(GLAV) to integrate het-
erogeneous data source. Global-local-as-view(GLAV) is an approach that combines both LAV and
GAV by allowing the definition of the schemas independent of the particular details of the source
as defined in [7]. The paper also describes that Auto Med approach handles a wide range of data
models in the integration process which opposed our approach that assumes the integration will
be performed using a common model.

In [24] a merge algorithm based on the generic role-based metamodel (GeRoMe), a generic
metamodel in which each model element is associated with set of role objects that represents spe-
cific features of the model element [14], and intentional mappings is given. The merge operator
based on GeRoMe can merge models from different Metamodel such as XML Schema and Re-
lational. On the contrary, our merging approach will be based on extensional mappings since
they are used to extract data from a source and transform it into a target schema but intentional
mappings do not refer explicitly to instances of models and hence they can not be used for data
translations.

1.3 PROJECT SET-UP

1.3.1 Method adopted
We can define the following steps for attaining the research objectives.
1. Literature review: Read some literatures to get more understanding of the three types of

data sources such as structured, semi-structured and unstructured data; schema mapping
and transformations and schema integration process.




. Data source Classification: Data source classification will be done by searching a suitable
classification technique in literature.

. Schema Analysis: To map the schema of the data sources to the target XML schema it is
necessary to derive significant properties from schemas by using the proposed techniques
and methodology of conceptual schema analysis in [6].

. Generic Schema Mapping and Transformations: Analyze the different schema mapping lan-
guages such as XSLT (Extensible Stylesheet Language Transformations), OWL(Web Ontol-
ogy Language), OML(Ontology Mapping Language) and address pertinent schema mapping
Languages.

. Schema Integration: Analysis, design and implementation of the different approaches such
as generic role based metamodel GeRoMe to schema merging. Analysis of schema integra-
tion tools such as PROMPT and COMA will be done.

. Specification of querying mechanism: Analyze querying mechanisms based on correctness,
completeness and functionality and specify the efficient ones that will be acted through the
integrated model.

. Procedure Definition: Defining the procedure to be followed by the user when s/he want
to get integrated information from the available heterogeneous and disparate data sources.

. Test and evaluate the derived unified data model and the defined procedure: The model and
the procedure will be tested by using sample data sources from relational database, file and
web service.







A UNIFIED DATA MODEL FOR SPATIAL DATA ACCESS

Chapter 2

Spatial Data Access and Integration in the context of
SDI

In this chapter we will give a general overview of data heterogeneity , data exploitability and
integration and the different approaches for spatial data accessibility in the context of SDI(Spatial
Data Infrastructure).

The development of SDI as an enabling platform has a purpose to assist people to access, use
and integrate spatial data effectively.

Spatial data which forms the basic component of a spatial data infrastructure is used by dif-
ferent users through different mechanisms. Implementation of spatial data infrastructure is im-
portant in which data exploitability can be achieved with the help of different functional systems.
In an SDI environment making spatial data exploitability easier is an important issue as it has a
great role in minimizing cost and effort in data collection, processing and management. Thus,
the improvement of spatial data exploitability is crucial in research areas as well as in many other
areas. Improved usability of spatial data increases the quality of decisions made using the avail-
able spatial data. It is one of the SDI's purpose to facilitate greater access and use of spatial data
as the availability and provision of spatial data is high. Eventhough spatial data available at SDI
nodes made reachable by the implementation of SDI, exploitation of those spatial data is a prob-
lem because of the heterogeneity of the data sources. And thus one of the requirements of SDI
implementation is easier exploitability of spatial data which needs great attention to be solved.

Data accessibility has different definitions with different domains and contexts and we define
it in a way applicable to our study. In this research access to spatial data is understood as the
provision of spatial data through the creation of an interface that retrieve data from heteroge-
neous and disparate data sources available at various SDI nodes and present it to the user in his
or her expected format or application schema. Therefore, to create such an interface we have to
deal with the various levels of data heterogeneity and the different mechanisms to handle those
heterogeneities.

Organizations store their spatial data according to a certain conceptual view of that part of
reality based on the relevance of their functionality. Thus the decision for the schema or structure
of their data depends on the purpose of collecting and creating it [13]. Hence, the schema of data
sources provided by different organizations which is considered as an SDI node, is different. This
in turn is a bottleneck for combining spatial data having different schema.

2.1 DATA HETEROGENEITY

The availability and provision of spatial data from different sources becomes higher. Spatial data
is being provided by different organizations with their own format. This leads to a situation that
the spatial data may differ semantically, syntactically and schematically as they have been collected
and stored differently.




2.1.1 Syntactic heterogeneity

Syntactic heterogeneity is the result of differences in storage formats and software incompatibil-
ity that is also a difference in modeling languages. It is various data models used for data storage
and access. It is a technical issue which can be addressed by technical means, i.e. syntactic hetero-
geneity includes issues that are associated to the choices made on how to represent data. Several
attempts have been made to tackle this heterogeneity of spatial data by bringing the data in com-
mon format. There are different Methods that allow syntactically heterogeneous data sources to
communicate such as object-oriented approaches, data warehousing and mediators and ontologies.
Even though syntactic heterogeneity poses many technical challenges, and it has been studied in
different research areas, there exists an even more difficult and profound problem of heterogeneity
for data integration systems, called semantic heterogeneity.

2.1.2 Semantic heterogeneity

Semantic heterogeneity caused by the incompatibility in interpretation of the data. It is the
differences in naming conventions and conceptual groupings in different organizations. In gen-
eral, semantic heterogeneity is a way of naming identical real world concepts differently and it is
strongly affected by subjective criteria of the organizations that modeled the concept. Semantic
heterogeneity of the data sources is a challenge in integrating data from different sources. Usu-
ally organizations create or collect their data independently so that it is quite unnatural to expect
that they will use the same terminology for data properties. Organizations use the concepts and
terminology specific for their respective field of expertise, and use different parameters and dif-
ferent languages to express their model of a concept. For example roads in one organization can
mean quite something different for another organization. These concepts can be interpreted by
humans using their common sense or knowledge. But software systems usually do not have any
knowledge about the world and have to explicitly be told how to translate one term into another.

Data level semantic heterogeneity can be subdivided into naming and cognitive heterogeneities
Naming heterogeneities caused by naming semantically identical data objects differently and it can
be relatively easily resolved with a thesaurus. Different organizations, have different views of the
real world so that they describe similar real world objects from their own perspectives. The other
subdivision is cognitive heterogeneities which is caused by naming different data objects similarly.
For example, a road can be understood as a link in a topological transportation network in traffic
management agency where as in the utility industry it can be understood as a surface with differ-
ent engineering properties, reinstatement issues and access constraints. This kind of heterogeneity
can be solved by ontology mapping.

2.1.3 Schematic heterogeneity

Schematic heterogeneity means that different information systems store their data in different
structures(e.g. data stored in XML schema, relational database schema). It is resulted from differ-
ent structures of source schemas which is heterogeneity of conceptual structures of data sources.
In addition such heterogeneity can be the result of having different data organizations such as
aggregation or generalization hierarchies. Schematic heterogeneity occur when modeling similar
application concepts using different data model concepts. Generally, it is the differences in data
model between different organizations. Organizations use their own data model(schema) to re-
flect their own view of functionalities. Thus, different organizations use different structures to
refer to similar real world objects. As a result heterogeneities can occur because of the different
domain perceptions, business logic and interests of different user groups. And, this affect the
way that the data is represented. Addressing schematic heterogeneity is the main concern of this
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research through the consideration of different data formats such as XML document, relational
database.

This heterogeneous state of the data within an SDI environment leads to data incompatibility
which is a major hindrance in accessing of data. There should be a mechanism to handle this data
incompatibility within an SDI environment. And thus, the finding of this research will be used as
one of the functionality in an SDI environment.

The enablement of data exploitability requires a method to tackle schematic heterogeneity
mentioned above. Thus,our research deals with overcoming the difference in data model so as to
facilitate data exploitability to different applications. However overcoming schematic heterogene-
ity does not necessary mean that the schema of the existing data sources has to be changed rather
it is like creating a method to retrieve the required data from the data source without harmonizing
its schema,see figure 2.1.

Spatial data with different data models or schemas can be grouped with three categories based
on their schema type characteristics in order to indicate the specific type of data source that our
research considers. The types are discussed as follows. They are structured data, semi-structured
data and unstructured data [9]. Such heterogeneities is known as schematic heterogeneity which
is the focus of this research.

2.1.3.1 Structured Data

Structure data is a type of data that is organized in structure so that it is traceable or searchable.
It is organized into semantic entities, with similar entities grouped together in relations or classes.
The structure is standardized and determined by a data model. If the same data model is used to
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Figure 2.2: An example of structured data

store and access the data then sharing the data will be possible. There are different technologies

that can manage a large amount of structured data and allow data access through querying against

predetermined data types and relationships. Example of structured data is given in figure 2.2.
Structured data have the following characteristics as described in [29]:

e Data is organized in semantic entities.

e Similar entities are grouped together(relations or classes).

e Entities in the same group have the same descriptions(attributes).

e Descriptions for all entities in a group(schema)have the same defined format and a prede-
fined length, they are all present and follow the same order.

2.1.3.2 Semi-structured Data

Semi-structured data is a kind of structured data that does not conform with the formal structure
of tables and data models associated with relational databases. In semistructured data, the infor-
mation that is associated with a schema is contained within the data, which is sometimes referred
as self-describing. In some forms of semistructured data there is no separate schema, in others it
exists but only places loose constraints on the data. Semi-structured data contains tags or other
markers to separate semantic elements and hierarchies of records and fields within the data. The
usage of semi-structured data is increasing dramatically as it is used for data exchange among ,and
integration of, heterogeneous data sources.




The characteristics of semi-structured data are given as follows as described in [4]:

e Organized in semantic entities

e Similar entities are grouped together

e Entities in the same group may not have the same attributes

e Order of attributes not necessarily important

e Not all attributes may be available

e Size of same attributes in a group may defer

e Type of same attributes in a group may defer

e No fixed schema(schema less ) and contains structure information in itself (self-describing)
e Structure is implicit and irregular

Example of semi-structured data is given below. The data is a land use data about Enschede
in GML format.As we can see from the partial example of semi-structured data, the identical
entities(feature objects) such as main roads are not represented with the same attributes.In addition
some attributes in the given feature object, are missing in the other one.This implies that it is
difficult to organized such data in a database system as it does not conform to the characteristics
of structured data.

<?xml version="1.0" encoding="UTF-8"?>

<gml: FeatureCollection xmlns:gml="http://www.opengis.net/gml"
xmlns: xlink="http://www.w3.0rg/1999/ xlink"

xmlns: xsi="http://www.w3.0rg/2001/XMLSchema—instance'
xmlns:fme="http://www.safe .com/gml/fme"
xsi:schemalocation="http://www. safe .com/gml/fme intgratedgmlfile.xsd">
<gml:boundedBy>

<gml:Envelope srsName="EPSG:28992" srsDimension="2">

<gml:lowerCorner >248532.999990321 464726.310002701</gml:lowerCorner>
<gml:upperCorner >263902.653607171 478450.03926584 </gml:upperCorner>
</gml:Envelope>

</gml:boundedBy>

<gml:featureMember>

<fme:e _mainroads gml:id="1d210a47ee —2d93 —4{27 —abcb—df2024336972">
<fme : OBJECTID>2</fme : OBJECTID>

<fme :ENTITY>Polyline </fme : ENTITY>

<fme:LAYER>Main Roads</fme:LAYER>

<fme : ELEVATION>0</fme : ELEVATION>

<fme : THICKNESS>0</fme : THICKNESS>

<fme:Shape Leng>869.091328498 </fme:Shape Leng>
<gml:curveProperty >

<gml:LineString srsName="EPSG:28992" srsDimension="2">
<gml:posList >261854.380001111 470975.530008751 261943.220004593 470968.53001:
</gml:LineString>

</gml:curveProperty >
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</fme:e_mainroads>
</gml:featureMember>

<gml:featureMember>

<fme:e mainroads gml:id="idb8feb454 —42d2—-4290—b66f—c60f658cef57">
<fme : OBJECTID>3</fme : OBJECTID>

<fme :LAYER NAME>Main Roads</fme:LAYER NAME>

<fme :ELEVATION>0</fme : ELEVATION>

<fme :QOLOR>7</fme : COLOR>

<fme:Shape Leng>370.55676136</fme:Shape Leng>
<gml:curveProperty >

<gml:LineString srsName="EPSG:28992" srsDimension="2">
<gml:posList >261485.589991304 471011.499998409 261499.089990741 471009.559998535
</gml:LineString>

</gml:curveProperty >

</fme:e_mainroads>

</gml:featureMember>

<fme:e_mainroads gml:id="idelbe028c —5181—-4729—a429 —717028b1d978">
<fme : OBJECTID>4</fme : OBJECTID>

<fme :NAME>Main Roads</fme :NAME>

<fme : THICKNESS>0</fme : THICKNESS>

<fme:Shape Leng >673.282815477 </fme:Shape Leng>

<fme:Shape Le 1>673.28281748</fme:Shape Le 1>

<gml:curveProperty>

<gml:LineString srsName="EPSG:28992" srsDimension="2">
<gml:posList >262166.280005592 470995.090014527 262066.629988002 471003.559999639
</gml:LineString>

</gml:curveProperty>

</fme:e mainroads>

</gml:featureMember>

<gml:featureMember>

</gml: FeatureCollection >

2.1.3.3 Unstructured Data

Unstructured data has no predefined structure or does not fit well into relational tables , that is
data do not easily conform to standard data structures which is well defined schema. Generally
unstructured data does not follow any format or sequence. It does not follow any rule. Under-
standing of such data requires human intervention for interpretation.Unstructured Data can be
textual or non textual data such as documents, multimedia content, maps and geographic infor-
mation, satellite imagery, and web content such as HITML [4]. It is difficult to use data from such
category compared to structured data. Example of unstructured data is given in figure 2.3.

2.2 DATA INTEGRATION IN THE CONTEXT OF SDI

The integration of heterogeneous and disparate spatial data is critical to the delivery of the objec-
tives of spatial services which is integrated information. The demand is also growing dramatically
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Figure 2.3: An example of unstructured data,MODIS Satellite Flood Image
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by different organizations to make effective decisions which are highly dependent on integrated
information. Thus, spatial data plays a critical role in informative spatial decision making. How-
ever, it is often difficult and sometimes impossible for users to integrate datasets from different
sources. This is because of the diversity of data models, semantics and syntax that are used by or-
ganizations for their best possible support of the core business processes and requirements which
may differ from those of other organizations. Hence, such diversity resulted in inconsistency and
heterogeneity of spatial data.

The access and integration of heterogeneous and disparate spatial data is crucial for different
spatial applications. However ,integration of heterogeneous and disparate spatial data faces many
technical and non-technical problems that hinder effective spatial data integration [22]. Our focus
is on the technical perspective and we specifically deal with overcoming the difference in data
models used to store spatial data.

Spatial data infrastructure is used to address and overcome the issues and challenges of data in-
tegration within its framework with a number of technological components. SDI involves spatial
data, people, Internet access and policies and standards to facilitate the integration of heteroge-
neous and disparate spatial data sources as it is a sharing platform. Thus, integration of spatial
data has to be studied and a system has to be developed in the SDI environment.

Generalization, federated database, ontology-based data integration, spatial mediation, spatial
ETL(Extract, Transform and Load) and spatial data interoperability can be mentioned as the dif-
ferent approaches for spatial data integration [23]. However, all of them deals with spatial data
that can be categorized as structured data according to our definition, see 2.1.3.1. But our ap-
proach needs to handle not only structured data but also semi-structured. Therefore, we need
to look for another approach which can be used to integrate the two categories of data sources,
see 2.1, available at various SDI nodes without altering the schema of the data sources because
physical integration of such data sources is impossible. And, the approach has to follow the prin-
ciple of achieving data harmonization that is a real time data transformation.

2.3 DATA INTEGRATION THROUGH SCHEMA TRANSFORMATIONS

The data transformation process can be discussed at three different levels, i.e. as syntactic, schematic
or semantic transformation. In this research we are dealing with data transformation at the schema
level. Data transformation at the schema level means modifying the structure and the schema vo-
cabulary of the data model used in the source datasets. To this end, there should be a clear well
defined one-to-one, one-to-many or many-to-one mapping from the elements in the source schema
to the corresponding elements in the target schema, and it is called schema mapping. This kind
of data transformation is well suited to data integration system in an SDI environment where the
heterogeneous and disparate data sources are available at various SDI nodes.

Our transformation process is carried out in real time since the process of answering the query
posed on the target schema can be done through a web service. The transformations is taken
place on spatial data which is a collection of feature objects. The conceptual structure which is
used to represent data elements of a given real world object is called a data model where as the
description of the model that expressed in some formal modeling language is called the schema of
the object [12].

In this research the schema transformation technique refers to a process in which spatial data
transformed from one schema into another schema in order to facilitate data integration as shown
in figure 2.4 i.e. it 1s used as a mechanism to enable schematically heterogeneous datasets to be
integrated into a common application schema(target schema). we call such process a schematic
transformation which is the focus of this research. In this process modification of the structure,




data type and unit system of the source dataset is performed to conform the transformed data to
the application schema. The process is undertaken in two steps namely schema mapping and data
transformation process, i.e. defining the transformation rules and interpreting the rules. The def-
inition of transformation rules or schema mapping rules is performed at the schema level where
as the interpretation of the rules performed at the data instance level. Defining the schema map-
ping between the source and target schema requires schema description for the source and target
schema and the mapping rule. We call this procedure schema mapping process. It is a process of
mapping elements of source schema to the corresponding elements of target schema. The schema
mapping language used in the research is described in detail in chapter 3. In general, the trans-
formation process involves correspondence determination of source and target schema elements
through schema mapping process which can be made with user intervention , semi-automatically,
or with total automation and generate schema transformation rules , execution of the rules on
source datasets and delivery of the required data sets to the user. The two processes are discussed
in chapter 3 and 4 independently.

Data model transformation(schema transformation) is a suitable approach to integrate hetero-
geneous and disparate spatial data in which data content expressed in one schema transformed into
data content expressed in another schema but it does not transform the schema itself [15]. This is
done through a process called schema mapping which is a process of determining the correspon-
dence between elements in the source and target schemas before the actual data transformation
process taken place. Schema transformation in an SDI environment is important because in an
SDI environment spatial data is supposed to be available through the SDI services as a seamless,
harmonized spatial content.

The implementation of Spatial data infrastructure has a number of advantages. The provi-
sion of integrated spatial information services is one of them that rely on existing spatial data
sources. Thus, to provide integrated spatial information services schema transformation plays a
great role by addressing lack of data harmonization between various spatial datasets and the dif-
ficulty in using such datasets. This can be done by defining a common application schema called
target schema in which those data from schematically heterogeneous spatial data sets mapped to
this target schema using schema transformation process. To this end, spatial data integration in
an SDI environment could be a typical application for schema transformation applications where
heterogeneous data sources delivered by different spatial data providers. In schema transforma-
tion process within an SDI environment knowledge about source and target schema, underlying
standards, used conceptual schema language, basic SDI concepts and much more are required [26].
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Chapter 3
Schema Mapping Process

This chapter discusses the overall schema mapping process proposed by this research. The chap-
ter also explains in detail on how schema mapping language is used for a schema mapping rule
specification.

In order to achieve real time integration of heterogeneous data in an SDI (Spatial Data In-
frastructure) environment, a schema mapping needs to be created between a source and a target
schema. A schema mapping is an important means to enable spatial data accessibility from a
bunch of data sources through a common data model. It can be used as a key technique for the
accessibility of data for different applications that depend on data collected from different formats
and models as it is used to overcome the challenges caused by the availability of applications with
heterogeneous datasets in different schemes, which hamper accessibility of data according to user’s
requirements. We call such schema differences schematic heterogeneity which is particularly an
obtrusive problem. Having different schemas of data sources and being disparate, put a require-
ment for an involvement of data model mapping in order to achieve the exploitability of the data.
For that, schema mapping is one of the solutions to be considered to facilitate data transformation
from those disparate datasets with heterogeneous schemas without the physical materialization of
the data sources. Therefore, schema mapping is pertinent in overcoming the data’s heterogeneity
at the level of data models.

Schema mapping is a process of determining the correspondence between the data items in the
source and target schemas before the actual data extraction can be performed [15]. That is, the
schema mapping process used to construct the mapping rule which are applied at the conceptual
level on the source schemas in order to provide the data set in the target schema which is user’s
application schema. The mapping rules are set of correspondences which are interpreted by a
transformation function to transform source data into target data or a filter that selects elements
of the source schema. The mapping rules are interpreted as a data transformation using different
transformation functions or a filter that selects elements of the source schema in order to materi-
alize the data at the defined target schema. In this research an example of a target schema defined
based on a specific spatial application such as Flood Risk Assessment. We have chosen this use
case because it is an easy approach that would help us to prove our approach. This target schema
requires a bunch of data sets to be populated with.

The schema mapping process proposed in our research make use of the query expression posed
on the target schema. The query expression may contain attribute names, the associated attribute
name source, the operator and some more. These informations given in the query expression will
be used to identify the feature and its attributes, the data source,the transformation function. This
process is depicted in figure 3.2.

A schema mapping rules can be expressed in different languages such as XSLT (Extensible
Stylesheet Language Transformation) [16], OML(Ontology Mapping Language) [27]. These lan-
guages are used to state that data for the target element can be obtained by fetching the data stored
at the corresponding source elements based on the specified transformation functions. We have
used OML to express our schema mapping rules and we will discuss more about the language in
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section 3.2.1.

Schema mapping has a wide range of usages in information integration or data exchange pro-
cess. It is a key operation for some data processing operations such as data integration, ontology
matching, and semantic query processing. It is an important approach to solve the problem of
data exchange and data integration as schema mappings constitute the essential building blocks
in such data interoperability tasks[8]. schema mapping is one of the mechanisms to solve the
problems of data transformation among different sources through schema mapping rule specifica-
tion between source and target schema[17]. To this end, the definition of schema mapping rule
is crucial in such processes. In this research the purpose of schema mapping is to map elements
of source schemas to target schema with the goal of transforming the corresponding spatial sets.
Thus, our focus is on the technique of conceptual schema mapping to describe the relationship
between the two inputs such as source and a target schemas.

3.1 SCHEMATIC HETEROGENEITY

A schema is an exact description of a data model ,where a data model is a conceptual structure
to represent data associated to a given real world object, expressed using some formal modeling
language [20]. The explosion of different data modeling languages to specify the schema is the one
to be mentioned as one of the causes for the diversity aspects of the data source schemas. Different
data modeling languages can be the reason for the creation of different schemas to represent data
which in turn bring a big difference in the structure of the data. Having differences in the schema
of the datasets is an obstacle to get an integrated information in an SDI environment. Thus, we
need to find a method through which this problem can be solved potentially.

There are different schema types in information system such as XML schema, database schema.
Because of the increasing number and diversity of the applications making use of spatial data, it is
necessary to support various data representations. Hence, in this research both types of schemas
are considered such that the data to be available for access can be represented by xml schema or
database schema , as we aim to handle schematic heterogeneity of the data source. Schema dif-
ference is not only occur because of the existence of different types of schemas. The difference
can also happen even using the same type of schema. For example if we consider xml schema a
different data or even the same data can be represented using the same schema in various concep-
tual structure i.e. the way that similar datasets structured and encoded can vary significantly. This
leads to schematic heterogeneity which is an aspect of structural heterogeneity.

Schematic heterogeneity is the result of disparities in the schema of different data sources used
to model similar application concepts. It can be considered as a schematic inconsistency which
is the main cause of data access limitation when the availability of the data source becomes huge.
Thus, it is a crucial problem in data integration scenario [1]. Integrating data with disparate
schema is a big problem which has to be solved so that it will be possible to get integrated infor-
mation from different data sources. Thus, overcoming these heterogeneities is a major focus of
this research through schema mapping and transformation technique. The technique is used to ad-
dress schematic heterogeneity by translating data from schematically heterogeneous data sources
to a unified target schema. It is one of the mechanisms to resolve the schematic inconsistency
among schematically disparate source schemas.

The data to be made accessible is represented with different schemas. Different schemas are de-
scribed in different modeling languages(metamodel)that fit certain requirement of the component
such as representation power of tractability. For example a database may use an object oriented
modeling language where as an XML document may be enriched with semantics by employing
an ontology of the domain. If we consider the schema of a relational database, a schema S is a




collection of relations R(T1,T2,...,Tn)where R is the name of the relation and T1,T2,...,Tn are its
attributes. Each attribute is associated with values. And, an XML schema used to define XML vo-
cabularies and contains rich set of modeling elements for constraining both the structure and the
data types available for use in a valid document. Thus, the schema mapping process will handle in
connecting all the different types of schemas in a way that data represented in one schema related
with data represented in the target schema.

As we are considering heterogeneous data source for the data integration system, some of
the data sources may be represented with relational schemas and some with XML schema. We
grouped these data sources as structure data, semi-structure data and unstructured data respec-
tively. We will discuss how we can handle the three data categories with our schema mapping and
data transformation process in Chapter 4.

3.2 SCHEMA MAPPING LANGUAGE

A language to specify a schema mapping rules between source and target schema based on some
requirements is needed. The schema mapping language is used for conceptual schema mapping.
The requirements for the language is explained below. The ability of the language to be declarative
is an important character since any procedural language will make the specification too compli-
cated. The language to be used for conceptual schema mapping would be preferred to have the
following characteristics:

e Generic: It should not be bound to specific implementation as we consider schematically
heterogeneous data sources.

e Declarative: a declarative style of mapping specification is a favour over a procedural style
as a procedural style is less amenable to different implementations. The language do not
specify a particular method for performing a certain function, but it suppose to specify
more what is required.

e Expressive enough: The language should allow the mapping specification to contain enough
information to facilitate instance transformations. It must support renaming of classes and
attributes, restructuring, reclassification, and also a number of general (non-spatial), geo-
metric and topological functions to transform geographic data.

e Complete and unambiguous: provide the necessary information required at run time to do
the actual data transformation.

e Instantiable: The actual mapping code for different implementations can be derived from
it.

e Standards based: Preferably it builds on existing standards or initiatives.

There are different languages for the description of a schema mapping rule between data models
such as OML (Ontology Mapping Language), XSLT (Extensible Style sheet Language Transfor-
mations) , OWL (Web ontology Language). However the degree of expressiveness of the languages
in constructing the mapping rule is different. Hence, there is a need to make an assessment of the
schema mapping languages. XSLT is one of the schema mapping languages which is a high level
language for performing XML-encoded data transformation. It is intended to translate data from
one XML document into another XML document. It has functionalities such as filtering ele-
ments, selection to read values, condition for restriction, loop over elements, create new elements
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and attributes. However,the language lacks some important operations such as Splitting and com-
bining features/properties and geometric operations[16]. Furthermore, XSLT cannot be used in
case of non-XML input. This implies that the expressiveness and declaratively of the language is
poor to use it for our study.

The other language is OWL which is used to represent the meaning of terms in vocabularies
and the relationships between those terms. That is,the language is intended to be used for de-
scribing ontologies and creating semantic annotations. Web Ontology Language(OWL) extends
the expressiveness of RDFs(Resource Description Framework) 2?. It consists of three increasingly
expressive sub-languages such as OWL Lite , OWL DL and OWL Full. Even though it has high
expressiveness it is not extensible which is an important characteristics for the schema mapping
language to be used for the purpose of this research. The third candidate is OML(Ontology Map-
ping Language) which is selected as most suitable candidate for it satisfy some of the requirements
mentioned above such as expressiveness ,declarative and extensibility so that it can expressively
define the relation between the source schemas and target schema without having the details of
transformation execution in it. The language is good enough for instance transformation. An-
other advantage of using OML is that it can be used with different schemas. That is, the language
has the ability to complex correspondences independently from the language in which the on-
tologies are modeled, and thus to represent any kind of schema mapping. In addition, OML is
capable of being extended to cover schema transformation on spatial data. Thus, we have found
that OML is most suitable language to be used to satisfy the purpose of this research.

As our approach is to separate the mapping specifications from the actual data transformation,
the selected language should have the ability to specify the mapping rule that will further be used
by the transformation functions for the actual data transformation during the transformation
execution process and OML has the capability for deriving the actual data transformation process
as it has high capability to be parse able. The derivation of the actual data transformation is
done by two main processes. One is the interpretation of the specified mapping rule to get all
the required information about the corresponding source and target items using a parser and the
second one is applying those transformation functions discussed in chapter 4.

The other requirement to be satisfied by the schema mapping language is that it has to be built
on existing standards or initiatives to facilitate spatial data transformation. Thus, OML needs
to have an extensively characteristics so that it will have geographic characteristics which enable
the language to support geometric or topological functions for spatial data transformation. And
so, the Humboldt project extended this language to enable spatial data handling. We have adopt
the geographic profile of OML from HUMBOLDT project with some modification to make it
suitable so that it will be easily readable by our transformation functions.

3.2.1 OML(Ontology Mapping Language)

OML is one of the schema mapping languages for expressing conceptual schema mapping which
is specified to provide a means to describe both declaration(specification) and transformations and
designed by Ontology Management Working Group(OMWG) [28]. The basic functionality of
the language is to give the user the possibility of expressing mappings between ontologies. It is
being used to express conceptual-level transformations and is used for the exchange and storage of
those. OML has the ability to provide the following capabilities as described in [25]:

e Expressiveness: The ability to express even complex conceptual mappings and attributive
transformations so that some mismatches are thus avoided.

e Loose coupling: Mappings are not bound to a specific Schema Language (UML, OWL,
GML Application SchemasE) and can thus be used with different schema formalisms.
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e Usage in semantic web technologies :possible to validate semantic correctness of created
mapping (and thus of translated data sets).

e Parse ability :Possibility to parse the OML documents and derive data transformation op-
erations from the mappings.

We have defined an OML schema used to express the schema mapping rule as depicted in 3.1.
This schema is defined to specify the mapping rule not only between one source and a target
schema rather among a number of source schemas and target schema. The schema contains the
main constructs of OML such as Alignment, location of the data source, cell and entity. The
definition of these constructs are given below.

e Entity represents elements of a schema that can be mapped. The entities are identified by
using the local name. Entities have a transformation function assigned which are defined on
the source features.

e A Cell contains a mapping between two Entities where Entity represent Feature or At-
tribute objects from one or more sources schemas and one target schema. The basic unit of
conceptual schema mapping belongs to a cell. It is possible to make a cell conditional based
on a certain restriction on attribute or features by including a local name to express the re-
striction. An instance split and merge conditions can also be defined in a cell. An instance
split is a case where from one entity represented in the source schema, multiple entities in
the target schema are created where as in the case of instance merge multiple source features
from one or more source schemas are used to create a single target feature [25].

e Alignment represents a complete set of mappings defined among one or more conceptual
schemas.

The OML construct Entity represents different element types of source and target schema
and they are defined below:

e Feature: It is a feature object of a schema. Spatial Object Type and Feature Type can be
mentioned as equivalent terms as they are termed in INSPIRE and OGC respectively.

e FeatureCollection: used to express statement such that the union of two types in a schema
or more than one schema is equal to one type in another schema.

e Attribute: is representative of a single property of a Feature; an attribute can be of primitive
type (i.e. contain a literal value, such as a String or a number), or it can be a complex
attribute.

e AttributeCollection: used to represent when a value in a target schema requires more than
a single attribute value from one source or more than one source.

3.3 SCHEMA MAPPING SPECIFICATION

Schema mapping rule specification is a prerequisite for data transformation. That is the schema
mapping rules specify how data transformation between source and target schemas should be
performed. The schema mapping specification is done on conceptual schema level using Ontol-
ogy mapping language to express a schema mapping rule. Since we deal with different source
schemas and target schema, we have constructed the mapping rule specification from all the avail-
able source schemas to the target schema including one-to-one,one-to-many and many-to-one, in
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one Alignment which means in one complete set of mapping having a number of cell containing
a mapping between two entities from one or more source schemas to a target schema.
Our schema mapping specification can be expressed mathematically as follows.

Let SS = {sl,s2,...sn}, where s belongs to a source schema

and n is an element of a Natural number

TS ={t},tis atarget schema

M = f(S,T), M is a function of a mapping between S and T

where S'is a subset of SS or an intersection set of si and sj where it and j are natural numbers
and T is an element of T'S

The schema mapping specification is used to express the relationship between two entities of
different schemas. The schema mapping specification requires at least two inputs such as source
schemas and a target schema to produce the correspondence between the elements of the schemas
given as inputs. For instance, a schema mapping between two schemas can be formalized as a triple
m=(S,T,f) consisting of a source schema S, a target schema T, and a set of mapping £,specifying
the relationship between the source schema and the target schema. That is, for a source instance S
and a schema mapping £, a target instance T is a solution for S if S and T together satisfy a certain
conditions. As an example, consider there is a need to have an integrated data about utilities of a
country where there are several different data providers who are responsible for delivering utilities
data, each using a different data model or schema belonging S and utility application schema which
is the target schema belonging T.

After the identification of the corresponding entities in the source and target schema based on
the query expression posed on the target schema(as shown in figure 3.2)through the information
that which source datasets are needed for the required data at the target schema where the target
schema is an application schema, a relation needs to be specified between the entities of both
schemas. The correspondence between the entities of source and target schemas is specified by
using a language called OML as mentioned earlier. The query can be expressed in any language
in accordance with the structure of the target schema as long as it is expressive enough to give
the required information for the specification of the schema mapping rule. For example,if the
target schema described in relational schema then the query can be expressed in SQL(sequential
Query Language). The query expression can be used to get information about which data sources
from the available ones required, which transformation function that is the relation between the
source schema and target schema has to be used and the condition specified in the query used
for the restriction in the filtering function which is one of the transformation function see 4.2.
Here,ontology based semantic description model for the retrieval of such information is needed.

In the OML schema defined for schema mapping specification a mapping among more than
one schemas is called an Alignment where a number of cells can be found. A cell can contain more
than one source entity in the case of entity merging from different sources, and a single target
entity. Such entities can be features or attributes, as well as Featurecollections or Attributecol-
lections. For each entity a transformation function can be defined and called to transfer source
entities data to the target entity.

The profile for the OML construct defined in this study is given below:

<7xml version="1.0" encoding="UTF-8"7>

<!-- edited with XMLSpy v2006 rel. 3 sp2 (http://www.altova.com) by ?ITC (ITC) -->
<xs:schema xmlns:xs="http://www.w3.0rg/2001/XMLSchema" elementFormDefault="qualified"
attributeFormDefault="unqualified">

<xs:element name="Alignment">

<xXs:annotation>

<xs:documentation>Comment describing your root element</xs:documentation>
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</xs:annotation>

<xs:complexType>

<xs:sequence>

<xs:element name="map" maxOccurs="unbounded">
<xs:complexType>

<xs:sequence>

<xs:element name="cell" maxOccurs="unbounded">
<xs:complexType>

<xs:sequence>

<xs:element name="source" maxOccurs="unbounded">
<xs:complexType>

<Xs:sequence>

<xs:element name="feature_type" type="xs:string"/>
<xs:element name="feature_name"/>

<xs:element name="attribute" type="xs:string"/>
<xs:element name="location" type="xs:string"/>
<xs:element name="param">

<xs:complexType>

<xs:sequence>

<xs:element name="name" type="xs:string"/>
<xs:element name="value" type="xs:string"/>
</xs:sequence>

</xs:complexType>

</xs:element>

<xs:element name="transf" type="xs:string"/>
<xs:element name="restriction"/>

</xs:sequence>

</xs:complexType>

</xs:element>

<xs:element name="target">

<xs:complexType>

<xs:sequence>

<xs:element name="feature_type" type="xs:string"/>
<xs:element name="feature_name"/>

<xs:element name="attribute" type="xs:string"/>
<xs:element name="location"/>

</xs:sequence>

</xs:complexType>

</xs:element>

</xs:sequence>

</xs:complexType>

</xs:element>

</xs:sequence>

</xs:complexType>

</xs:element>

</xs:sequence>

</xs:complexType>

</xs:element>
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</xs:schema>
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Chapter 4
Schema Transformation Process

This chapter discusses our approach to the interpretation of the schema mapping rule specified
at the schema level to transform the data according to the rule. The chapter also discusses how
the data transformation process handle the two categories of data sources(structured and semi-
structured data) including the definition of each transformation function that perform the actual
data transformation.

Our approach to schema transformation at the data level is preceded by schema mapping
process which is used to specify the transformation rules for transforming data from source to
target schema ,the schema mapping process is discussed in chapter 3. As mentioned earlier the
transformation rule is constructed by using OML(Ontology Mapping Language) in the schema
mapping process, which will be interpreted to transform the data from source to target schema.
The overall data transformation process proposed in this study is described in figure 4.2.

4.1 SCHEMA MAPPING RULE INTERPRETATION

After the schema mapping rule specification, performing the the schema mapping rule interpre-
tation will be the next to be done to retrieve information about the corresponding entities of the
source and target schemas. We have defined a function that parse through the mapping rule file
and get the necessary informations about the corresponding source and target schema to extract
the required data. This function take the schema mapping rule in an XML format and use an
XML parser to parse through the file and get the corresponding source and target elements such
as feature type, feature name, attribute name, filtering condition and the location of source and
target schema. These informations will be used to extract the required data from the one or more
sources. As we have mentioned earlier, we consider heterogeneous data sources so that the data
can be in relational database schema or in XML schema. If the source at hand is in relational
schema, there could be two options to extract the required data. One is transforming the data
in the database into GML format or specifying the necessary information in the mapping rule
to connect to the database and get access. If the data sources are in GML or XML format, the
function use the XML parser to parse through the dataset and return the selected data. Figure 4.1
shows how the schema mapping rule is interpreted.

4.2 TRANSFORMATION FUNCTIONS

The transformation functions used for data transformation process from the underlying data
sources to the required application schema (target schema). We can see the transformation func-
tions into two categories such as those of them that are applied on alphanumeric attributes and
those that are applied on geometric attributes of source datasets. This would help to do some pre-
processing data manipulation on geometry of source feature before the necessary transformation
function applied on. This means that the geometrical representation of source feature geometry is
different based on the format of the dataset for example the geometry of a feature in GML format
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extracted as list of points in textual format so that before transforming the data into the target
schema, these list of points exposed to some manipulation. The functions are grouped as follows
according to a classification given by [15].

e Filtering of Features and their Attributes: Based on values of Properties or Feature Proper-
ties that is based on conditional statements only selected features or attributes are mapped
to the target schema.

e Renaming of Features and Attribute values: e.g. a translation between two natural lan-
guages.

e Reclassification of Features and Attribute values: Based on an attribute value of feature
from one or more source schemas are translated to a single feature in the target schema.
In the case of reclassification of attribute values a coarser classification system in the target
attribute value domain can be performed.

e Merging or splitting Features and Attributes:

Merging Features: Features in two or more source datasets are transformed to a single
target FeatureCollection.

Splitting Features Collections: FeatureCollection in a single source dataset are trans-
formed to Feature in two or more target Feature.

Merging Attributes: Two or more Attribute values in the source Feature are trans-
formed to a single Property value in the target Feature.

Splitting Composed Attributes: A single AttributeCollection value in the source Fea-
ture is transformed to two or more Property values in the target Feature.

e Reordering of attributes: Change of Properties order inside a Feature and change the order
of component Properties inside a AttributeCollection.

e Value conversions:

- Spatial conversion: Simplification(e.g. polygon to line)
- Unit of measure conversions of Property values(e.g. converting miles to kilometers)
e Augmentation: Deriving values for target schema attributes missing on source schema based

on the values of other attributes existing in source schema and filling in default attribute
values in target schema.

4.3 ALGORITHMS FOR TRANSFORMATION FUNCTIONS

Description for the transformation functions are given above. In this section we will give an
algorithm for each of them on how the functions perform the data transformation task.

4.3.1 Filtering Function

This function extract data from the source dataset based on a condition and map the selected
attribute values to the target schema.

ApplyFilter()

BEGIN
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Input : Mapping rule in the XML format
Getsource featurename
Getsource featureattributename
Get Filter condition
while Filtering condition do

Get the attribute value in the dataset

store selected attribute value in a storage
end while
Insert the filtered attribute values into target
END

43.2 Feature Rename Function

This function creates a new feature in the target schema by copying the source geometry into the
target schema or by trivial conversions if the source geometry and target geometry are compati-

ble.

FeatureRenameFunction()
Inputl : Get the extracted feature geometry instance from the underlying source dataset
Input2 : Get target in formation
Get the geometric type of source feature
Get the geometric type of target features
CASE1 : ONE—-TO—-ONE
if Source Feature GeometryType is equal — Target Feature Geometry Type then
Copy source geometry instance into the target
else
CallSpatial Type Conversion
Target FeatureGeometryType)
end if
CASE2 : ONE —-TO — MANY(INSTANCE SPLIT)
Call Split Feature Function
CASE3 : Many —TO —ONE(INSTANCE MERGE)
Call Merge Feature Function

4.3.3 Feature Split

This function perform the data transformation by applying geometry split technique on the
source feature geometry based on the specified split condition and make the sub geometry com-
patible with the target schema.

Inputl : Get the extracted feature geometry instance from the underlying source dataset
Input2 : Get target in formation
Get the geometric type of source feature
Get the geometric type of target features
Get split condition
Extract sub geometry based on split condition
Check for the geometric types ofthe extracted sub geometry
if POINT then

Make new point feature

if target feature geometry is Point then

Copy the new feature in the target schema
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else
Call Spatial Type Conversion function
end if
else if POLY GON then
Make new polygon feature
if target feature geometry is Polygon then
Copy the new feature in the target schema
else
Call Spatial Type Conversion function
end if
else if LINESTRING then
Make new linestring feature
if target feature geometry is LineString then
Copy the new feature in the target schema
else
Call Spatial Type Conversion function
end if
else
Error message

end if

4.3.4 Feature Merge

The feature merging function perform the data transformation by merging the source feature
geometry

Inputl : Get the extracted feature geometry instance from the underlying source datasets
Input2 : Get target in formation
Get the geometric type of feature of the underlying sources
Get the geometric type of target feature
Check for geometric type compatibility
if Source feature Geometry types are compatible then
Check for the geometric types
if POINT then
make new MultiPoint feature
if target feature geometry is MultiPoint then
Copy the new feature in the target schema
else
Call Spatial Type Conversion function
end if
else if LINESTRING then
make new MultiLineString feature
if target feature geometry is MultiPoint then
Copy the new feature in the target schema
else
Call Spatial Type Conversion function
end if
else if POLY GON then
make new MultiPolygon feature
if target feature geometry is MultiPoint then
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Copy the new feature in the target schema
else
Call Spatial Type Conversion function
end if
else
Error message

end if
end if

4.3.5 Alphanumeric Attribute Rename Function from a single source

This function perform transformation of alphanumeric attributive values from a data source in
which the mapping rules are from a source to target schema.

Inputl : Get the extracted data
Input2 : Get target in formation
if The extracted source data con form to the target schema then
Copy source instance into target
else
Convert source instance into string
if (target attribute type = Integer) then
do string to integer conversion
else if (target attribute type = Long) then
do string to Long conversion
else if (target attribute type = Double) then
do string to Double conversion
else if (target attribute type = Float) then
do string to Float conversion
else
Error message
end if

Copy source instance into target using target in formation

end if

4.3.6 Alphanumeric Attribute Rename Function from Multiple Source

This function perform transformation of alphanumeric attributive values in which the map-
ping rules are specified to perform the data transformation from one or more source datasets.

Inputl : Get the extracted data from the underlying datasets
Input2 : Get target in formation
doConcatenation
if The concatenated source data con form to the target schema then
Copy source instance into target
else
Convert concatenated source instance into string
if (target attribute type = Integer) then
do string to integer conversion
else if (target attribute type = Long) then
do string to Long conversion
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else if (target attribute type = Double) then
do string to Double conversion

else if (target attribute type = Float) then
do string to Float conversion

else
Error Message

end if

Copy source instance into target using target in formation

end if

4.3.7 Spatial Type Conversion

Spatial type conversion function is one of the transformational functions that is used to con-
vert the source feature type into target feature type to conform source datasets to target schema.

Inputl : source feature type
Input?2 : target feature type
Input3 : Get target in formation
if (Inputl = Point) OR (Input2 = MultiPoint) OR) then
do Point to MultiPoint conversion
if (Inputl = LineString) OR ((Input2 = MultiPoint)) then
do LineString to Multipoint conversion
else if ((Inputl = Polygon) OR (Input2 = MultiPoint)) then
do Polygon to MultiPoint conversion
else if ((Inputl = MultiPolygon) OR (Input2 = MultiPoint)) then
do MultiPolygon to MultiPoint conversion
else if ((Inputl = MultiLinestring) OR (Input2 = MultiPoint)) then
do MultiLinestring to MultiPoint conversion
else if (Inputl = Polygon) OR (Input2 = MultiLinestring)) then
do Polygon to MultiLinestring conversion
else if (Inputl = Polgon) OR (Input2 = LineString)) then
do Polgon to LineString conversion
else if (Inputl = MultiPolygon) OR (Input2 = MultiLineString)) then
do MultiPolygon to MultiLineString conversion
else if (Inputl = Multipolygon) OR (Input2 = LineString)) then
do Multipolygon to LineString conversion
else
nomorespatialtypeconversion
end if
Copy source instance into target using target in formation

end if

4.4 CASE STUDY

we have made an experimental implementation on flood risk assessment scenario based on the
information taken from SwissRe company. Swiss Re is a Swiss reinsurance company, works
with corporations, governments, civil society organizations and academia to develop effective
risk transfer solutions to make societies more resilient. It is operating in more than 20 coun-
tries. It complements proven reinsurance portfolio for Property, Casualty and Life, Health with
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insurance-based corporate finance solutions and services for comprehensive risk management.
Swiss Re works with public and private partners to design and deploy risk transfer solutions that
are customized to the specific risk exposure in different parts of the world.

The risks covering large areas are mostly due to natural disasters (earthquake, flood, typhoon,
hurricane etc.). These risks can be estimated by spatial modeling using GIS tools and remotely
sensed data. Knowing the spatial location of any object and to estimate the risks is vital. GIS
tools are necessary to identify the spatial location of objects and to estimate the risks associated
with the insured objects. In order to evaluate the re-insurance pricing Swiss Re has developed a
system that consists of different kind of tools and services. For modeling of risks and hazards
and to evaluate objects re-insurance pricing, data from heterogeneous data sources need to be
collected and combined. The collected data sources have different data models that make the
unified accessibility of the data from the available data sources difficult. From this scenario the
following use cases are identified:

Flood risk assessment is carried out to determine the areas at risk of flooding and possible
economic losses that can be caused by flood in case, it occurs. This task requires different datasets
such as land use data,Metrological data,Socio-economic data and DEM.

Based on the above information we have defined the application schema which is a common
target schema for flood risk assessment. The figure depicted in 4.3 shows the application schema.
The target schema reflects what information the user requires to assess flood risk for a given
area(site). And, the required data come from heterogeneous data sources. We have used two
schematically heterogeneous land use data sources of Enschede to be transformed into this target
schema using our schema transformation method. The experimental implementation is done in
two steps.

First, a schema mapping rule from the data sources to the target schema is constructed as
shown below. This is done by using our OML schema shown in figure 3.1. Secondly, the inter-
pretation of the mapping rule is performed using some of the transformation functions.

An example of a schema mappmg rule specified for our use case is shown below. As shown
below a cell can contain a mapping from one or more source schemas to a target schema with the
required function. In the rule the source feature type,feature attribute and location of instance
data of source is specified. In the same way target feature type, its attribute and target schema
location. If a cell contain a mapping from more than one source then it is a many-to-one map-
ping in which the specified feature objects or attributes from the specified sources merged and
transformed to the target feature object in the target schema.

<?xml version="1.0" encoding="UTF-8"7>
<Alignment xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:noNamespaceSchemalocation="M:\res_ref\mymappingschema?2.xsd">
<map>
<cell>
<source>
<feature>e_mainroads</feature>
<attribute>NAME</attribute>
<location>M:/semistr2.xml</location>
<param>
<name>NAME</name>
<value>Main Roads</value>
</param>
<transf>’RenameAttributeFunction’</transf>
<restriction>no</restriction>
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aFeatureTypes
Population

adminstrative_unit: GM_Polygon
population: Real

aFeaturaTypes
Site

areacoverage: GM_Polygon
developmentsl_stage: String
graund_level_above datum: GM_Paoint

coverage: GM_Polygon
potential_usage: Real
type: String

Figure 4.3: An example of target Schema for flood risk assessment
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</source>
<source>
<feature>e_nighbourhood</feature>
<attribute>AREA_</attribute>
<location>M:/testdata.xml</location>
<param>
<name>all</name>
<value>all</value>
</param>
<transf>RenameAttributeFunction</transf>
<restriction>’no’</restriction>
</source>
<target>
<feature>settelment</feature>
<attribute>type</attribute>
<location>table</location>
</target>
</cell>
</map>
<map>
<cell>
<source>
<feature>e_nighbourhood</feature>
<attribute>AREA_</attribute>
<location>M:/testdata.xml</location>
<param>
<name>all</name>
<value>all</value>
</param>
<transf>RenameAttributeFunction</transf>
<restriction>’no’</restriction>
</source>
<target>
<feature>settelment</feature>
<attribute>area</attribute>
<location>table</location>
</target>
</cell>
</map>
<map>
<cell>
<source>
<feature>e _mainroads</feature>
<attribute>LAYER</attribute>
<location>’M:/semistr.xml’</location>
<param>
<name>all</name>
<value>all</value>
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</param>
<transf>RenameAttributeFunction</transf>
<restriction>’no’</restriction>
</source>
<target>
<feature>Infrastructure</feature>
<attribute>type</attribute>
<location>table</location>
</target>
</cell>
</map>
<map>
<cell>
<source>
<feature>e mainroads</feature>
<attribute>Shape_Leng</attribute>
<location>’M:/semistr.xml’</location>
<param>
<name>all</name>
<value>all</value>
</param>
<transf>RenameAttributeFunction</transf>
<restriction>’no’</restriction>
</source>
<target>
<feature>Infrastructure</feature>
<attribute>length</attribute>
<location>table</location>
</target>
</cell>
</map>
<map>
<cell>
<source>
<feature>e_mainroads</feature>
<attribute>THICKNESS</attribute>
<location>M:/semistr.xml</location>
<param>
<name>all</name>
<value>all</value>
</param>
<transf>RenameAttributeFunction</transf>
<restriction>’no’</restriction>
</source>
<target>
<feature>Infrastructure</feature>
<attribute>width</attribute>
<location>’table’</location>
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</target>
</cell>
</map>
</Alignment>
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A UNIFIED DATA MODEL FOR SPATIAL DATA ACCESS

Chapter 5
Discussion and recommendations

5.1 CONCLUSION

5.1.1 Introduction

Nowadays different spatial applications require data from diverse data sources which are repre-
sented with different schemas. The diversity of data source schemas can be categorized into three
such as structured, semi-structured and unstructured data based on the characteristics of their
schemas. Structured data has a fixed and regular schema where as semi-structured data does not
have fixed and regular schema. Unstructured data is a kind of data with no schema. This re-
search discussed how to resolve the schematic heterogeneity of structured and semi-structured
data sources so as to facilitate data integration.

The availability of schematically heterogeneous data sources pose a challenge in the data inte-
gration process so that it is difficult to get an integrated information from different data sources.
Hence, to resolve the problem of integrating schematically heterogeneous data sources, schema
transformations is have to be carried out before datasets can be integrated. In the previous work
schema transformation process performed only between one source and one target schema. In
this study we proposed an approach towards schema transformation process in which the schema
mapping process is performed from multiple source schemas to a target schema so that we will
be able to integrate a bunch of source datasets in the required application schema. To this end,
our schema transformation approach resolves some of the discrepancies with data harmonization
process from the user’s perspective and deliver the integrated data to the user following his/her
requirements. That is the user does not need to have knowledge about how the source data is
provided, how the schema transformation process taken place on source data sets etc.which is the
important part of the proposed approach.

The conclusions of this study can be summarized based on the research questions as follows:

1. What classification mechanism can be defined to classify the heterogeneous data source in terms
of structured, semi-structured and unstructured data to facilitate formalization of schema map-
pings and transformations of the data sources?

The classification of heterogeneous data sources is done based on the characteristics of their
schema. Different schemas have different structural characteristics to represent a real world
object. Structured data are those ones which are organized in a structure so that it is iden-
tifiable. The characteristics of structured data is that data is organized in semantic enti-
ties,similar entities are grouped together, entities in the same group have the same descrip-
tions and description for all entities in a group have the same defined format and a prede-
fined length and all are present and follow the same order. Data organized in a relational
database can be mentioned as a representative example of structured data. Semi-structured
data 1s a kind of data that does not conform to a fixed or regular schema. In semi-structured
data the information associated with a schema is contained within the data. Semi-structured
data have the characteristics such as entities in the same group may not have the same at-
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tributes, Order of attributes not necessarily important, not all attributes may be available,
size of same attributes in a group may defer, type of same attributes in a group may defer, no
fixed schema(schema less) and contains structure information in itself (self-describing) and
structure is implicit and irregular. Data in XML schema can be mentioned as an example.
Unstructured data those which do not have a schema at all.

. What is the suitable schema mapping and transformation approach to transform data from

source to target schemas

Schema transformation process plays a great role to address the schematic heterogeneity of
the data sources that hinder data integration. The suitable schema transformation approach
is the one which can be done in two process steps such as schema mapping process at the
schema level performed for the specification of schema mapping rules and the exclusion of
transformation functions at the data level for the interpretation of specified schema map-
ping rules to transform data from multiple source schemas to a target schema.

. What is the best and suitable approach for schema merging process to derive integrated data

model to facilitate data integration in a unified ways

The suitability of schema merging process is determined by the effectiveness of the specified
schema mapping rules. And the specification of schema mapping rules depends on the
definition of schema mapping. To this end, the definition of schema mapping depends on
the schema mapping language used. The characteristics of a schema mapping language being
declarative,expressive enough , not being limited with a specific schema language, and being
extensible can make the schema merging process suitable for the purpose of this study.
Thus, we have used Ontology Mapping Languages(OML) as it has the capability of being

declarative , expressiveness and loose coupling.

. How to specify complete, correct and functional guerying mechanism to retrieve information

from the underlying data sources through the integrated model?

The querying mechanism is performed through the proposed schema transformation pro-
cess in which the query posed on the target schema(user’s application) is analyzed during
the schema mapping process to find out which source datasets needed to be involved to
answer the query in the target schema, that means retrieving the data from the underlying
source datasets and exposed it to the transformation functions. Then, the user is provided
with the integrated data for his/her application. The completeness correctness and func-
tionality of the querying mechanism is related with the efficiency of the proposed schema
transformation process and we have done a case study to see its functionality.

. How to evaluate and test the proposed schema transformation approach?

The proposed schema transformation process is tested by using a use case called Flood Risk
Assessment. For that we have defined target schema. We use two datasets about Enschede
landuse data one is structured data and the other one is a semi-structured data based on
our data source schema characterization. We make use of our OML schema to specify the
schema mapping rules from the two datasets to the target schema. Here the target schema
is a relational database schema. Then, we defined some of the transformation functions to
interpret the specified schema mapping rules.

5.2 RECOMMENDATION AND FURTHER WORK

We would like to suggest some works to be done in the future. They are explained as follows:
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e The modification of schema mapping process to be able to specify the schema mapping rules
used to transform data from unstructured data source to the target schema. The fact that
unstructured data is a schema less and the suggested schema mapping process works with
those data sources that structured and semi-structured data, there should be a mechanism
that is used to be able to retrieve data from such type of data source. This can be done by
retrieving some information from the Meta data and generate a schema for the retrieved
information and expose it to involve in the schema transformation process.

e The quality assessment of the integrated data at the target schema is an important issue as it
is important to make significant decisions for different spatial applications. Thus,we would
like to suggest quality assessment of the integrated data to achieve accurate and efficient
integration of spatial data. The importance of assessing the quality of integrated data gets
increased with the increase number of source datasets as it gets more complex. The quality
of the transformed data can be dealt by including some quality parameters in the schema
mapping rules specification task.

e The other future work we would like to suggest is a schema mapping process which can gen-
erate schema mapping rules from multiple data sources to a target schema with generic and
automatic characteristics. To design the schema mapping process in a way that will have the
ability to generate the schema mapping rules from multiple and disparate source schemas
to a target schema, an effective conceptual schema transformation including ontology-based
semantic approach for schema matching purpose to handle the automation part, is required.
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