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Abstract

“Perception algorithms for localization of a pneumatic endoscope” aims to help increase the
level of safety and efficiency of colonoscopies by tracking the tip of the colonoscope and
localizing it in terms of the intestinal anatomy. While there are visual, electromagnetic,
or other position detection solutions currently in use, they mostly focus on colons with
typical anatomy, whereas this project aims to take into consideration difficult scenarios,
such as deformation or poor quality of intestinal features.

Using as the primary method a monocular Simultaneous Localization and Mapping
(SLAM) algorithm, this research focuses on localizing the distal end of the colonoscope
visually, in terms of the surrounding features. Based on a literature comparison of
multiple SLAM algorithms, ORB-SLAM (Oriented FAST and Rotated BRIEF SLAM)
was considered the best alternative. The validation of the results is done with an Aurora
electromagnetic sensor.

The report will start with a general context and a literature review that serve as the
starting point for choosing the methods. Furthermore, the approach is described. After
a theoretical overview of the employed methods (ORB-SLAMS3, blob detection, camera
calibration), the report will contain a description of the software and hardware, as well
as the experimental setup. Finally, the results are presented, along with a discussion on
limitations and future work, and conclusions.

Index Terms — Colonoscopy, ORB-SLAM, Tracking
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1 Introduction

1.1 Background

Since the advent of the modern minimally invasive surgery (MIS) in 1983, through a
laparoscopic appendectomy performed by Semm [1], this new technique became the
staple for appendectomies [2], cholecystectomies [3], adrenalectomies [4]. This is due
to great benefits, both aesthetic and medical, compared to open surgery (OS).

Minimally invasive procedures either involve small incisions or make use of natural
body openings through which an endoscope is inserted. A few examples are endoscopy
(a procedure used to examine the interior of a hollow organ or cavity of the body),
laparoscopy (an operation performed in the abdomen or pelvis using small incisions
with the aid of a camera), arthroscopy (performed on a joint).

1.1.1 Comparison between OS and MIS

Minimally invasive surgeries can be robotic or endoscopic. Surgeries of the robot-
assisted variety allow doctors to operate from a console equipped with controllers that
maneuver robotic arms. Surgical instruments directed by software have very precise
and easily reproducible movements and the high-definition 3-D imaging allows the
surgeon to see the surgical procedure better than in an OS that uses a conventional
camera.

The other type of MIS is endoscopic surgery. During endoscopic surgery, the surgeon
inserts a flexible tube equipped with a camera through a small incision or a natural
orifice, such as the mouth. The tube has a channel to utilize microinstruments, which
the surgeon uses while viewing the organs on a computer monitor [5].

A short comparison of procedures that can be performed by one or both MIS methods is
shown in table 1.1. For brevity, only up to three surgeries from each category are men-
tioned. As shown in the table, some surgeries are only suitable for one of the two MIS
types, with endoscopy allowing for a larger variety. However, each surgery is unique,
and some methods may not be suitable for a given patient. Minimally invasive surg-
eries require general anesthesia and take longer to perform than open surgery, making
the latter more suitable for some patients [6].

Furthermore, MIS presents a prolonged learning curve for most surgeons, in compari-
son with the learning process in open surgery. It is also more expensive, as the neces-
sity of disposing of the used equipment and the prolonged operating times increase the
cost. In the various healthcare systems around the world, these increased costs are not
always compensated for by shorter hospital stays.

However, with more research done every year, it seems that the advantages of MIS far
outweigh the negatives. Research carried out on the stress response during and after
minimally invasive procedures shows great improvements to similar tests performed
on OS patients [7].
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Category Surgery Type Robotic \ Endoscopic ‘

General Pancreatic cancer v
Liver tumours v

Hernias

Lung Some lung tumours

Esophageal cancer

Gynecological Endometriosis

Uterine prolapse

Conditions req. hysterectomy

Head and Neck Head and neck cancer

Skull base brain tumors

Heart Mitral valve repair

Atrial fibrillation

Aortic regurgitation

Neurosurgery/Spine | Spine conditions

Cervical disk hernias

Vascular Varicose veins

Venous insufficiency

Urological Kidney disorders v

Kidney cancer v

Kidney donation v

SN N N RN

N RN N NN NN A AN N ENENENENEN

Table 1.1: Comparison regarding usage of robotic and endoscopic procedures [5]

While open surgery is, by definition, an invasive procedure that leaves large, painful
wounds that take a long time to heal, MIS is performed through multiple, smaller
incisions. This means the recovery time is shorter and less painful in comparison to
OS [2], [8]. More so, it yields fewer wound infections and hernias, reduced pain, and a
reduction in ileus (bowel obstruction) compared with the open appendectomy (OA).

1.1.2 Evolution of Endoscopy

Since its first implementations in 400 BC [9], endoscopy has evolved tremendously.
Throughout its long history, its design was constantly improved as new challenges
came to light. The main limitations of these incipient endoscopes were the lack of an
adequate light source to illuminate the area exposed by the distal end of the instrument
and the rigidity of the endoscopic rod [10]. Without proper illumination, endoscopies
could either not be performed or would not yield sufficiently valuable information.
Without flexibility, the scope of the operation was severely restricted.

In modern times, these particular issues have long been solved. More so, endoscopes
have evolved to better fit each region of the human body. At the moment there are rigid,
flexible, and rigid-flexible endoscopes, each with its own purpose. Figure 1.1 shows a
simple rigid endoscope [11] and a schematic representation of its components [12].
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(a) Rigid endoscope, photograph [11]

Light post
Eyepiece / .
d Rod lenses Objective assembly Angle of view
T~ ¥
( 1 10( )0C 100( o7/
| [~

e
\ e Field of view /?
Spacers

(b) Rigid endoscope, schematic [12]

Ocular assembly

Figure 1.1: Rigid endoscope

A flexible endoscope can be seen in figure 1.2, both as a photograph [13] and as a
schematic [14]. The distal end of a flexible shaft is a steerable tip, of 4 to 10 cm in
length, which contains a digital camera chip, light provided by light-emitting diodes
(LEDs) or glass fibers, and the exits of air, water, and instrument channels. The instru-
ments embedded in the distal end (small forceps, needles, electrocautery instruments)
are used to do biopsies or surgeries close to the endoscope tip [15].

Video Gastroscope
Umbilical Cable Control Section

Rightideft " \
Angulation Control Knob

RightdLeft /
Angulation Lock

Light G;l‘de Flug v
‘j i N 0 andlﬂﬁseﬂ.;:"l‘End
ol picwater Nozzle Insertion Tube 9
(a) Flexible endoscope, photograph [13] (b) Flexible endoscope, schematic [14]

Figure 1.2: Flexible endoscope

Rigid endoscopes can be used in foreign body removal from children, while a flexible
version is more suitable for adults [16]. Ferarri et al. concluded that flexible and rigid
endoscopes yield similar results, and the decision to use one over the other should be
made for each patient [17]. Cheung et al. concluded that flexible esophagoscopy of-
fered more information, and was easier and safer to perform than rigid esophagoscopy
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in esophageal cancer patients [18]. On tests performed during outpatient hysteroscopy,
flexible endoscopes proved less painful but rigid hysteroscopes provided superior op-
tical qualities and faster performance with higher success rates at much lower cost [19].
Some tasks, such as endoscopic third ventriculostomy and biopsy to approach poste-
rior third ventricular tumors, are better suited for a combined rigid-flexible endoscope,
a technique that overcomes the limitations of using a rigid endoscope by reaching two
distant regions [20].

Flexible endoscopes are superior to the rigid ones in terms of maneuverability but are
not stiff enough to perform surgery, and localization inside the body can be difficult
to track. Research is conducted currently to develop flexible endoscopes that can be
maneuvered and tracked precisely. Advances have been made in terms of haptic feed-
back [21], but there are still areas to improve, especially in terms of precise positioning
of the endoscope’s end-effector.

1.2 Problem statement

Flexible endoscopy has evolved to a point where it combines accurate internal imaging,
low invasiveness, and increased patient comfort in comparison to rigid endoscopes.
However, some issues still remain [22].

Kurniawan et al. [23] have compiled a selection of clinical challenges related to the use
of flexible gastrointestinal (GI) endoscopes such as avoiding incomplete endoscopies or
improving adenoma detection, along with the technical approaches used to tackle them
(for the problems mentioned before, using colonoscopes of variable stiffness or increas-
ing the number of attached cameras, respectively). For the purposes of this paper, only
a pair will be brought into focus as the scope would be too broad otherwise.

First of all, the distal end of the endoscope is difficult to locate and track accurately. This
is especially important, as the clinicians executing the endoscopy have to know exactly
where the problem areas are located in order to be able to act upon the information re-
ceived from the endoscope. Relatively experienced clinicians would be able to identify
the main sections of the colon (such as the sigmoid colon, descending colon, transverse
colon) as they explore it. However, it is still difficult to localize the endoscope tip with
regards to a smaller section, such as a surgical target the endoscopists will have to re-
turn to. At times, these small targets might not show up on a CT scan. For example,
the study of Lee at al. [24] showed a CT scan accurately localize colon tumors in 50% of
the cases, with the rest being either incorrectly localized (17.3%) or not detected at all
(32.7%).

Secondly, optimal detection and classification of internal lesions can be solved by
enhancing the image procured by the endoscope, either by improving the camera
resolution or by using chromoendoscopy [25] [26], an expensive endoscopic tech-
nique [27].The problem of high-quality images also affects the tracking process, as bet-
ter video input yields better localization.
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While the second issue presented does not relate directly to tracking, which represents
the purpose of this project, suggests that using just a camera might not be sufficient
for localization. This is especially important since there is a very important trade-off
between the size and the resolution of the camera. A camera that is too large would
involve the use of an anesthetic, which might be dangerous, as mentioned above.

1.2.1 Challenges with tracking

Situations in which tracking is a significant issue are enumerated below:
1. strangely shaped colons, with too many twists and turns;
2. areas of the colon with smoother textures, lacking in features;
3. deformations, caused as natural responses to the insertion of a foreign object;

4. colons that require treatment or surgery following a precursory endoscopy, in
which it is important to locate the endoscope in terms of the anatomy of the colon.

While performing a colonoscopic examination, physicians control the colonoscope
based on the images provided by the colonoscope, which only show views from the
colonoscope tip. The physicians then have to estimate how the colonoscope is traveling
inside the colon based on their own experience. However, position estimation is diffi-
cult because both the colon and the colonoscope have long and winding shapes and the
intestine changes its shape significantly during the colonoscopy. Some inexperienced
physicians may cause complications such as looping or colon perforation during exam-
inations [28]. Even experienced physicians may have issues at times, especially if the
colon has an atypical shape. Even in an ordinary case, the elasticity of the colon can
lead to the misestimation of the colonoscope position or colon anatomy by the physi-
cians performing the operation.

One example of an unusual colon shape is volvulus, twisting of the colon, shown in
figure 1.3.

Stomach

Large intestine

Figure 1.3: Normal colon (left) and congenital GI malformation (right) [29]
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"Looping" is illustrated in figure 1.4. This occurs in over 90% of the examinations, al-
though experienced endoscopists know how to prevent or correct it quickly [28]. Loop-
ing means the colonoscope stretches and deforms the intestine instead of advancing.
Once the endoscope forms such loops, they must be rectified before the procedure can
continue. At best, this prolongs the process and at worst, it can prevent the colonoscopy
from being fully performed.

Figure 1.4: Endoscopic looping [30]

The frequency of looping can be reduced if the surgeon receives sufficient visual and
spatial information from the endoscope regarding the anatomy surrounding the endo-
scope. Reinsertion for surgical purposes can be more efficient if the endoscope end can
be localized in terms of these problematic areas from an initial consultation.

Finally, the elasticity of the colon can prove detrimental to the localization accuracy
of the distal end. Due to friction interaction with the colon wall, the endoscope’s tip
can suddenly slip, causing the endoscopist to have difficulties in keeping track of the
endoscope position with respect to the colon anatomy:.

One way to prevent such problems is to introduce a rigorous navigation system for
colonoscope examination that estimates the position and the trajectory of the colono-
scope in the colon.

1.3 Research Question

In many cases seen in practice, the distal end is unable to be accurately tracked and
located when it travels along the intestinal tract. Without a localization system, impor-
tant information for the diagnosis, such as the distance that the endoscope has traveled
or the region of the tract in which the end is located might be missing or is very difficult
to estimate, especially when the colon presents difficult scenarios, such as deformation
or abnormal anatomy. The lack of the position and orientation data of the end also
constrains the capability to return to the areas of interest for re-inspection or follow-
up interventions. To be noted that another issue with localizing an area of interest is
further complicated by the rotation of the endoscope during the endoscopic process.
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Taking into consideration the issues described above, the main research topic of the
paper can be phrased as:

How can the end-effector of an endoscope be localized with regard to the anatomy of the colon,
even in atypical scenarios, using a SLAM algorithm?

For this to be achieved, the following sub-questions have to be answered:

1. How accurately does an ORB-SLAM-based algorithm perform on various tex-
tures?

2. How accurately does the algorithm detect the positions of colon rings along the
endoscopic trajectory?

The first question is answered through an experiment in four parts, where the ORB-
SLAM algorithm is tested on the same trajectory, but with four different textures. Af-
terward, a second experiment is conducted to extract positional information of colored
dots (markers), which are placed equidistantly along the trajectory. These dots repre-
sent the folds delimiting colon segments (haustra), illustrated in figure 1.5. The differ-
ent textures specified earlier depict a simplified version of the texture of each segment
of the colon.

Transverse colon

Right colic ~— | eft colic
flexure flexure
\f - \—
e
7
= Ve /
Ascending ——
colon
- Descending
colon

ol %
W

S

Caecum &

Sigmoid colon

Figure 1.5: Illustration of the colon anatomy, including the haustra [31]

After the algorithm will detect these markers and record their position, an Aurora elec-
tromagnetic (EM) sensor will be used to verify the accuracy of these measurements.
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This method of localizing the distal end helps override issues with deformation or atyp-
ical colons. In scenarios where returning to a given point is needed, knowing the dis-
tance in meters is not as useful as knowing the position of the endoscope in terms of
the anatomy of the specific colon the procedure is performed on. More so, it allows the
endoscopist to return to a point of interest more quickly and efficiently.

1.3.1 Approach

The solution explored in this study focuses on both tracking the endoscope throughout
a section of the colon (both straight and slightly curved) and positioning areas of in-
terest along the trajectory. These areas of interest are designated points on the haustral
folds. Figure 1.6 illustrates relaxed and constricted colons, in which the lowest part of
the haustral fold marks a dark spot on the colon. These spots served as inspiration for
the technical approach, which will be discussed in detail in chapter 3.

B1. MESA, Relaxed

’Haustral Fold

. H o T
’._ b ‘.‘

Haustral Fold /' Haustral Fold

Figure 1.6: Relaxed and constricted colon views [32]

1.4 Overview of the report

This report is structured into seven chapters. After chapter 1, which indicates the back-
ground of the research and the research question, chapter 2, is dedicated to exploring
the literature that stands at the basis of this project. Chapter 3, details the approach
mentioned in 1.3.1. Chapter 4, discusses the software and hardware tools that made
the practical side of the project possible. The final experiments and their results are de-
scribed in chapter 5. These results are discussed in chapter 6. Finally, chapter 7, draws
conclusions regarding the project as a whole. A list of abbreviations is appended at the
end of the document.
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2 Literature review

Before starting a discussion of current trends in endoscope localization, it is best that
a few terms are defined. Observing the position of an agent throughout its movement
and recording the sequential location points for processing is called tracking. Mapping
refers to reconstructing an environment map by using the acquired environment infor-
mation through the position and attitude information of the device [33].

2.1 Endoscopic tracking

Electromagnetic localization methods have been used quite often in endoscopy [34].
Electromagnetic endoscopes use the electromagnetic signal caused by driving sine sig-
nals through electrical coils. A more detailed description of the algorithm can be found
in Peng et al. [35].

While some electromagnetic solutions are currently in use clinically, they still present
some limitations, such as insufficient accuracy, excessive complexity, and lack of user-
friendliness. More inaccuracies can be caused by metals present in the operating envi-
ronment.

Generally, image-based localization seems to remain the most used option when it
comes to endoscope tracking. The other methods are generally more expensive, or
present difficulties in multiple sensor fusion. When using an X-ray method, for ex-
ample [36], there is the danger of excessive radiation suffered by the patient. For the
ultrasound localization [37], there is a need for a water medium, which complicates the
operation further.

22 SLAM

One way of using visual elements to compute the location of a robotic device is by using
Simultaneous Localization and Mapping (SLAM). As the name suggests, its goal is to
concurrently build and use a map of local features. The device that has to be located
uses its sensors to observe features, which are then used in locating the device on a map,
although an absolute position is not possible to be determined. To make up for this
shortcoming, SLAM uses statistical modeling that takes into account the odometry of
the device to be located. Thus, most of the inconsistency between where the features are
predicted to be and where it is based on the sensor readings is removed [38]. However,
this is the case for binocular algorithms or algorithms which incorporate other sensors
as well. Monocular SLAM lacks the depth information which would make this possible
and will exhibit drift in time.

Table 2.1, based on information collected by Xie et al. [33], describes the main different
types of SLAM currently available. By analyzing the advantages and disadvantages of
each type of SLAM, it is easier to note which is the most suitable for a specific purpose.
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Front-end registration

| Category | Description | Advantages | Disadvantages
< | Monocular cheap; small size; scale and motion
g Uses one camera low power usage; . P
= | [39] . estimates drift in time
= easy to calibrate
3 Binocular more expensive than
9 [40] Uses two cameras no scale drift the monocular;
& pretty large;
g Uses an RGB-D . large power
= . less computation .
RGB-D camera, which consumption;
[41] includes a depth needed; large size;
P no scale drift & .
sensor quite expensive
Extracts features
from the images low computational the tracking fails
Feature-based collected by sensors com leinz ) if the texture
ex: ORB-SLAM and registers these ey is sparse (because
. sufficient for .
[42] features to achieve feature points

. navigation
the union &

of features
Point-to-point
registration of

can’t be extracted)

significant amount

uses information .
of computation;

imisation (EM . .
maximisation (EM) linearization process [44]

Dense-based . of the whole o .
ox: LSD-SLAM dense point image; difficult to navigate
; clouds though ICP " if the inter-frame
[43] (Iterative Closest stable if the displacement is too
. texture is sparse p
Point) large
Mav use as computational
P Y Ks: can mostly handle complexity is high;
Filter-based rameworks: both linear and limited update
. Kalman filters (KF), . ..
ex: Recursive non-linear efficiency;
| B . or Extended Kalman o £l
8 ayesian Filters (EKF); situations; may produce
S | estimation P can handle process inconsistent estimates
g Particle filters (PF);
8| [44] Expectation and measurement due to errors
3 P noise introduced during the
[
S
&

Used to evaluate the

Smoothing-based | position of the device | in Karlsson et al. [45], Shows some

(graph and construct the map | it is shown to create .
S . . sensitivity to
optimisation) through multiple large maps in near drift
[45] position information linear time
points

Table 2.1: SLAM techniques comparison
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CHAPTER 2. LITERATURE REVIEW 11

As it is mentioned by Xie et al. [33], the most suitable SLAM algorithm for inside the
human intestinal environment is a dense-based monocular variation. After compar-
ing Scale-Invariant Feature Transform (SIFT), Binary Robust Invariant Scalable Key-
points (BRISK), ORB, and Fast Retina Keypoint (FREAK) in terms of feature extraction
time, correct matching rate, and attitude estimation accuracy under rotation and scal-
ing transformations, the ORB binary feature operator has proven to be the best solution.
The ORB-SLAM had fast feature extraction, a high correct matching rate, and a small
estimation error [33].

2.3 ORB-SLAM3
2.3.1 General aspects

To understand the way ORB-SLAM works and how it is used in colonoscopy, it is
needed to build on the foundation set in subsection 2.2.

As mentioned prior, SLAM is the problem of concurrently creating a model of an envi-
ronment and calculating the trajectory of the agent that explores the said environment.
First introduced at the IEEE Robotics and Automation Conference in 1986, SLAM has
a long history of being continuously improved, with new algorithms derived from the
original concept.

ORB-SLAM is one of these algorithms based on ORB features. It is a sparse, feature-
based SLAM method, which allows an easier transition from images to geometry while
providing robustness to partial occlusion [46]. A disadvantage is that, over time, small
drifts will start to occur due to errors in motion estimation and feature extraction, and
the accumulation of these small errors in each frame will cause a large drift by the end
of the trajectory. As the last step of the map reconstruction, ORB-SLAM uses bundle
adjustment.

Bundle adjustment minimizes the reprojection error between the locations of the ob-
served and, respectively, the predicted image points. Mathematically, this is expressed
as the sum of squares of a large number of nonlinear, real-valued functions. The min-
imization is then obtained by using nonlinear least-squares algorithms [47], as can be
seen in equation 2.1.

min)_ ) Qe b)) X)) @

where 71 is a number of 3D points, m is the number of views corresponding to them,
and x;; is the projection of the i'" point on image j. Each point i is parameterized by a
vector b;, while a; is the parameter vector for each frame j. If point i is visible on image
j, the binary variable v;; will be equal to 1. Otherwise, it will be 0. Q(a;,b;) represents
the predicted projection of i on j. Thus, bundle adjustment takes into account all points
and camera parameters when calculating the minimum of the total reprojection error.
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12 Perception algorithms for localization of a pneumatic endoscope

Levenberg-Marquardt is one such algorithm widely used due to both an ease of im-
plementation and an efficient convergence from a wide range of initial guesses as pro-
duced by its damping strategy [48]. In ORB-SLAM, this algorithm is contained within
the General Graph Optimization (g20) framework [49].

The ORB features used by this type of SLAM algorithm refer to “Oriented FAST and
rotated BRIEF” [50], where Features from Accelerated Segment Test (FAST) is a feature
detector and BRIEF, a binary descriptor. Compared to other feature types, ORB is more
efficient, resistant to image noise, rotation invariant, and multi-scale.

ORB-SLAM also incorporates a bag-of-words description of the keyframes for place
recognition [51], which uses a vocabulary tree to speed up correspondences for geo-
metrical verification.

Finally, the global map and loop closure are based on the covisibility graph of Strasdat
et al. [52].

With the general aspects out of the way, it is time to discuss the three parts of ORB-
SLAM: tracking, local mapping, and loop closing pictured in figure 2.1.

TRACKING
Initial Pose Estimation
Extract Track New KeyFrame
Frame (-»| ORB fm;;“:;;;;:"gg:’ Local Map Decision
|
Map Initialization MAP
PLACE I MapPoints KevE 5
eyFrame
RECOGNITION Insertion g
" -
Visual Recent =
Vocabulary — MapPoints || >
Covisibility Culling )
Recognition Graph g
Database Spanning New Points || ~
Tree Creation
Loop Correction Loop Detection Local BA
! Ootimi Local
! Es?s:enr::iz; Loop Compute | | Candidates KeyFrames
: Graph Fusion Sim3 Detection Culling
L

LOOP CLOSING

Figure 2.1: ORB-SLAM algorithm diagram, showing the Tracking, Local Mapping, and Loop
closing threads [43]

2.3.2 Map initializaton

The first step to working with this algorithm is initializing the map since depth cannot
be estimated from just one image. This is done based on the estimated pose between the
first two frames. ORB-SLAM computes two geometric models in parallel, one assuming
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CHAPTER 2. LITERATURE REVIEW 13

the scene is planar and a fundamental matrix which works better with non-planar ones.
The initial map is only created once one of the two models results is an acceptable
configuration.

The map initialization is done by following a five-step algorithm:

1. The user sets a match threshold in the calibration file. Based on this value, the
algorithm will attempt to find a number of feature correspondences between the
current frame (F;) and the previous frame, considered reference (F;). The process
is repeated until a good enough set of matches x, <= x, (where x; is a point in
frame F;) is obtained.

2. To obtain the best configuration, two geometric models are computed in parallel,
with the same prefixed number of iterations for homogeneity. Equation 2.2 shows
the relation between the point in the current frame and the one in the reference
frame, where H,, is a homography, x. is a point in frame F. and x, is a point in
frame F,. The homography is computed with normalized Direct Linear Transform
(DLT) for 4 points.

Xc = Herxy (22)

At the same time is calculated the fundamental matrix, F,, in equation 2.3, where
x. and x, have the same meanings as before. For this model are needed 8 points,
in order to fulfill the requirements for the eight-point algorithm.

X Ferx, =0, (2.3)

Each iteration ends with a score Sy for each of the two models, calculated as
shown in equation 2.4:

Sm =Y (om(d (x0, x, M)) + pm(dre (x, x;, M), (24)

1

where d?, and d2. are the symmetric transfer errors from one frame to the other,
T is the outlier rejection threshold (equal to 5.99 for homography and 3.84 for
fundamental matrix assuming a standard deviation of 1 pixel in the measurement
error), and pp(d?) is calculated as follows:

I —d? if d> Ty
d?) =

The geometric models with the highest scores are kept unless no model can be

computed due to a lack of inliers, in which case the process is restarted.

3. The appropriate model is selected: a homography if the scene is planar or has low
parallax, or a fundamental matrix if the scene is non-planar. There are situations,
however, in which it is not as straightforward to decide on the best approach. The
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equation shown in 2.5 is used if that happens to be the case. If the Ry is greater
than 0.45, the homography will suffice.

SH

Ry=—"H _
B S+ Sp

(2.5)

4. Following the selection of a model is the retrieval of motion hypotheses.

Upon choosing a homography model when Ry 0.45, the 8 motion hypotheses
are extracted as described in the method of Faugeras and Lustman [53] unless the
parallax is low. Within the context of ORB-SLAM, the authors suggest a direct tri-
angulation of the eight solutions and checking if there is a motion hypothesis with
significantly more points with parallax from both cameras and with low reprojec-
tion errors compared to the others. A lack of a clear winner leads to repeating the
map initialization process from the beginning.

If Ry > 0.45, the fundamental matrix is converted to an essential matrix as shown
in equation 2.6
E,= KTFrcK/ (26)

where K is the calibration matrix. The four motion hypotheses are them retrived
with the singular value decomposition, triangulated and the best solution is se-
lected.

5. Lastly, bundle adjustment is performed on the best hypothesis. The result is the
initial map.

2.3.3 Tracking

During tracking, ORB-SLAM attempts to find pose differences between each frame and
the one before it as well as decides if a new keyframe can be created.

ORB is extracted constantly throughout the use of the algorithm as FAST corners at 8
scale levels with a scale factor of 1.2 (although these parameters can be changed from
the calibration file). For a homogeneous distribution, each scale level is split into a grid
with the expectation that each cell will contain at least 5 FAST corners, which are then
described using the ORB descriptor.

These extracted ORB initialize the pose of the current frame given the fact that the
camera has constant velocity. The map points detected in the previous frame are then
looked for in the new one. In case there aren’t enough matches, the search area for each
of them is increased. These newfound matches, if sufficient, then optimize the pose.

In case the tracking is lost, the frame is converted to bag-of-words and its position is
searched for in the global map by finding ORB matches between the current frame and
the one before, then optimizing the pose of the new frame with motion-only bundle
adjustment.

After obtaining this estimation of the camera pose and an initial set of feature matches,
the map can be projected into the frame so that ORB-SLAM can search for more map
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point correspondences. The local map, considered a set of keyframes, will use the one
keyframe with the highest number of correspondencies as reference. Each point in this
map is then projected onto the new image frame to check:

1. if it belongs to the image;

2. if the cosine of the angle between the points’ viewing direction n and the current
viewing ray v is higher than the product v ;

3. if the distance from the point to the camera center is within the scale invariance
region of the map point.

These points are then compared to the rest of the unmatched ORB features in the current
frame to match the point with the best contender.

Lastly, the algorithm needs to decide if the current frame needs to be a new keyframe.
While, for robustness purposes, it is desirable to spawn as many keyframes as possible,
all keyframe candidates must fulfill four conditions:

1. Since the last relocalization, the system must have passed through at least 20
frames;

2. Local mapping must be either idle or at least 20 frames must have passed from
the last keyframe;

3. At least 50 points must be tracked by the current frame;

4. The current frame must track less than 90% of the points found in the reference
keyframe.

2.3.4 Local Mapping

The algorithm updates the covisibility graph for every new keyframe by creating a node
for it and updating edges resulting from the shared map points with other keyframes.
This new keyframe is then represented using bag-of-words.

All detected map points must be both found in more than 25% of the frames in which
they are predicted to appear, and the keyframe they spanned from must be seen from
three other keyframes. In case these two conditions are not met, the points are culled
(where culling is the process of removing part of a set while maintaining the amount
of information as high as possible.) To create new map points, matches for previously
unmatched ORB are searched in other keyframes. Based on positive depth, parallax, re-
projection error, and scale consistency, the new pairs can either be accepted or rejected.

Local Bundle Adjustment (LBA) is used to optimize the currently processed keyframe
and all connected map points and keyframes. Outliers are discarded. Furthermore,
redundant keyframes (those whose 90% of points can be found in at least 3 other
keyframes in the same or finer scale) are detected and deleted to keep the bundle ad-
justment computation complexity low.
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2.3.5 Loop Closing

Throughout the running of the algorithm, every time a keyframe is added to the trajec-
tory, the loop closing thread verifies if the conditions for loop closing are met.

If a loop closure is detected, the loop is aligned to the map by means of the adjustment
of a similarity transformation. Duplicate points are fused, edges are upgraded, and one
more optimization is performed.

Since this project uses straight trajectories for testing, this step of the ORB-SLAM3 al-
gorithm is not used.

2.3.6 ORB-SLAM versions

The algorithm described in 2.3 is that of ORB-SLAM, the first version of ORB-SLAM
published. Since the publishing of the original paper [43] in 2015, two more versions
have appeared. It was considered that the best understanding of the algorithm can
be gathered by first studying the original paper, the differences between versions dis-
cussed thereafter.

ORB-SLAM2 [54] has the added benefit of also taking stereo images or depth maps
as inputs, which can be used to represent some of the ORB points as stereo points
consisting of the coordinates in the left image and the vertical position in the rectified
right image. This option can be very helpful for optimization algorithms.

ORB-SLAMS [55] brings another very important advantage. Improved recall allows
the ORB-SLAMBS to relocalize itself after periods of poor visual information. Specifically
because of this characteristic, ORB-SLAM3 is the best suited for this project: colons very
often have sections lacking in distinctive features and a robust relocalization algorithm
is vital.

2.4 Blob detection

To simulate the haustra separately from the surface texture of the colon, black dots
were placed at equidistant intervals throughout the endoscopic path. To perform the
blob detection, the following parameters have been taken into consideration:

1. Color: lower values (0) of this interval lead to the detection of dark-colored blobs,
while higher values (255) find the lighter-colored ones. In this case, the chosen
values lie between 0 and 100;

2. Area: Useful to eliminate a significant portion of undesirable blobs in case the goal
is to find some of a given size. For this project were chosen blobs between 500 and
2000 pixels.

3. Circularity: Focuses on how close the blob is to a geometric circle. Considering
that the blobs used in this project are circular, but deformed due to the camera’s
point of view, the circularity was chosen as 0.3
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4. Convexity: Obtained by dividing the area of the blob by the area of its convex hull,
it illustrates how complete the blob shape is. The minimum value chosen for this

algorithm is 0.3
5. Inertia: Referring to the elongation of a shape, the inertia was chosen as 0.05 (very
elongated ellipse).
2.5 ROS

Finally, ROS (Robot Operating System) was used to bring everything together. ROS is
a ‘meta-operating system" that supports message passing between different processes
across a network (Inter-Process Communication = IPC) IPC is needed when multiple
different systems have to communicate for a common goal, when there is a need for
modularity, or to connect systems written in different programming languages. To give
an example from the current project, it allows the blob detection algorithm (written
in Python) to communicate with the camera (a sensor that constantly feeds the blob
detection information), to the SLAM algorithm (written in C++, which also makes use
of the camera), and finally to the values communicated by the Aurora NDI (a second
sensor with continuous feed.)

On a filesystem level, ROS uses a few particular types of files, such as packages, the
main modular unit of organizing software, manifests (.xml files containing metadata
about a package), repositories (groups of packages sharing a version control system
(VCS), message and service types that describe the message and respectively service
descriptions.

On a computation level, a ROS-user would encounter nodes (runtime processes), a mas-
ter that allows these notes to communicate, topics (the messages routed by a node to
another), bags (the format for saving and replaying ROS message data). Nodes can be
either Publishers (in case they send a topic) or Subscribers (which receive that topic), as
shown in figure 2.2.

Service invocation

ITTTTTITTT PV
o LY
-

Node

AN |

Topi _
opc Subscription

Publication

Figure 2.2: ROS basic functionality diagram [56]

Rviz is the 3D visualizer designed for the ROS framework used for visualization.
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3 Approach

As was discussed in the first chapter , the research question can be split into two sub-
questions, one taking into account just the accuracy of the endoscope trajectory on a
phantom with various textures, while the second one focuses on the positions of the
haustra delimiters in relation to trajectory.

The project described in this report, while not having direct usability in a clinical con-
text, provides proof of concept for the proposed algorithm. A clinical workflow is sim-
ulated in a simplified manner, by using a phantom to act as the patient’s colon and the
endoscopic camera similar to those that might be used in endoscopy.

Figure 3.1 illustrates the approach. After calibrating the camera, the ORB-SLAM mod-
ule receives the video feed from the endoscopic camera as input and returns the trajec-
tory. The EM sensor, placed on the tip of the camera, acts as a validation agent. Concur-
rently, the dark blots symbolizing the lower part of the haustra are identified, then the
centroid for each of them is calculated and converted to world coordinates. Together,
the trajectory of the endoscope and the localization of haustra along the trajectory cre-
ate a schematic representation of the patient’s colon, allowing for easier identification
of specific points the clinician might need to return to.

Camera calibration

l— Video feed —l
Blob detection
il bl algorithm
ORB-SLAM3 Centroid position
EM sensor —|trajectory with EM extraction (wrt
tracker validation camera frame)
' v
Endoscope tip .
positioned wrt the Blob position
colon extraction (wrt

world coordinates)

L Blobs positioned J
along the

trajectory

Trajectory split
into segments
corresponding to
haustra

Figure 3.1: Schematic of proposed approach
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3.1 Endoscope localization with ORB-SLAM3

Compared to other SLAM algorithms, ORB-SLAM has faster feature extraction while
using a relatively low computational complexity, a high accuracy of point matching,
and small estimation error, as detailed in section 2.2. After an underwhelming trial with
ORB-SLAM?2, which had trouble finding sufficient features for efficient tracking, ORB-
SLAM3 became the algorithm of choice following the explanation given in section 2.3.6.
For the sake of comparing the ORB-SLAM trajectory with the EM sensor values, a ROS
wrapper is used to transmit both the image and the positional data to the computer.

Figure 3.2 illustrates the way ORB-SLAM finds landmarks in the phantom without any
other features, when using the blobs, and when using both blobs and striations.

ORB-SLAMS3: Current Frame

ORB-SLAM3: Current Frame

[SLAM MODE | Maps: 11, KFs: 14, MPs: 460, M

(a) ORB-SLAM detection in the bare phantom (b) ORB SLAM detect1on in the phantom,
with blobs

ORB-SLAM3: Current Frame

SLAM MODE | Maps: 2, KFs: 22,

() ORB-SLAM detection in the phantom,
with blobs and striations

Figure 3.2: ORB-SLAM detection in 3 cases
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3.2 Haustral fold detection

Localizing the distal end with the help of haustra helps override issues with deforma-
tion or atypical colons.

Knowing the distance in meters is not as relevant in a clinical context as knowing the
position of the endoscope in terms of the anatomy of the specific colon the surgery is
performed on. This is especially important in circumstances where returning to a given
spot is required for either reinspection or surgical operations. A precise localization
enables the endoscopist to return to a point of interest with greater speed and efficiency.
The localization happening during the operation can be correlated with information
obtained prior, such as CT scans or MRI volumetric data. This way, the localization of
the camera can be performed accurately based on existing data.

In this project, the haustral folds are represented by colored dots, symbolising the
dark areas visible on haustral folds during colon constriction. The markers are placed
equidistantly along the trajectory, thus creating 2 cm long segments between each pair
of markers.

The black dots symbolizing the folds are present in all experiments, whereas the tex-
ture (lines) surrounding them changes. Blob detection was used for identifying the
positions of these markers, as it is sufficiently different from the representation of the
other texture to allow for a more fair observation.

3.2.1 Step for detecting haustra

The image received from the camera is denoised by passing it through a blur function,
after which it is converted from BGR (Blue Green Red) to HSV. The previously found
HSV values are used as a threshold, to obtain the image mask, which is then dilated
and eroded to remove minor imperfections. The OpenCV function SimpleBlobDetector
is used on this preprocessed image and detects the desired blobs from the image. The
function’s parameters dictate which blobs in the image are considered good candidates.

Given the parameters described in section 2.4, the detector is created, followed by the
reversing of the original mask. The key points marking each blob are found by using
this reverse mask and then drawn on the image to ease visual inspection. The detection
is based on both the color of the blobs (black, chosen to stand out from the white of the
phantom) and their shape.

The blob detection would not be useful if the blobs” position could not be extracted.
This is achieved in a few steps:

1. finding the centroid of each detected blob, obtaining a set of cartesian coordinates
with respect to the camera frame;

2. transforming the coordinates of the centroid to pixel values;

3. calculating the bearing angle for each blob using the previously obtained pixel
values and the camera parameters extracted from the calibration file;
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4. calculating the world coordinates of the centroid.

The positions of the markers are calculated and placed along the SLAM trajectory to
create a better map of each colon. Before attaching these positions to the trajectory, each
marker needs to be detected and its position extracted with respect to the camera frame.
These cartesian coordinates are transformed to pixel values, then used for calculating
the bearing angle. Finally, this angle is used for extracting the world coordinates.

3.2.2 Finding the centroid

Finding the centroid of a shape refers to obtaining the average of all the points in the
shape. In this case, as the shapes are made of pixels, the centroid is the weighted av-
erage of all pixels making up the shape. Equation 3.1 shows the formulas needed to
obtain the centroid.

My . Mn

0.0 0 (3.1)
Mo ¥ My

Cx:

where C, represents the x coordinate and C,, the y coordinate of the centroid. Val-
ues represented by M;; represent raw image moments, which are weighted averages
of the pixels” intensities. The moments can be extracted via an OpenCV function
("cv2.moments"), which takes a user-specified threshold which isolates the desired
shapes (blobs) from the rest of the image. Equation 3.2 illustrates the process of ob-
taining moments from the rasterized image (which is an array of intensity values of
pixels obtained from the original image), where x and y represent pixel coordinates.

Mj; = Z (array(x,y)- Xl yi) (3.2)
XY

3.2.3 Field of view and bearing angles

The coordinates of the blob centroids with respect to the camera frame are two-
dimensional and, in order to make the algorithm applicable in real-life scenarios, these
two dimensions have to be transformed into their 3D counterparts.

Figure 3.3 illustrates the relation between the point in the image (with coordinates
(u,v)) with its real-life analogue, P(X,Y,Z) for a pinhole camera, which is the type
used in this study. The principal point, of coordinates cy,c, is obtained from the camera
calibration file.
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Figure 3.3: Pinhole camera model [57]

The perspective transformation from world coordinates to image coordinates can be
seen in equation 3.3.

u fr 0 cx| [rn r2 r3 h
s|lol =10 fy Cy ro1 T2 123 f2
1 0 0 1 Y31 T3 133 t3

(3.3)

=N X

where, other than the notations explained previously s is the scale; the first matrix on
the right side is the matrix of intrinsic camera parameters; the second matrix on the
right side is the joint rotation-translation matrix; and fy, f,, the focal lengths expressed
in pixel units, found in the camera calibration file. Equation 3.4 illustrates the simplified
calculation.

u fr 0 o] [x
1 0O 0 1 z

Figure 3.4 illustrates the relationships between all values needed to obtain the bear-
ing angle for each blob position. The notations keep the same meanings as previously
mentioned. The angle illustrated with yellow represents half of the wide field of view,
which encompasses the entire frame. The angle colored with pink is 6, the bearing
angle from the principal axis to the blob position.
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Figure 3.4: Field of view

The formulas to obtain 6, and, respectively, 6, are described in equation 3.5.

)
)

Cx —Uu
6, = arctan(
X

f

fy

(3.5)

6, = arctan(

Revisiting the steps mentioned in section , it is clear that the next step in finding the
position of the haustra against the trajectory, is finding the centroid of the detected
blobs. This is done by simply following the formulas provided in section . The resulting
cartesian coordinates are expressed with respect to the camera frame and need to be
transformed to pixel values.

The camera frame is structured as to have the point (0,0) in the center, while the top-
right corner has the value of (1,1), and the bottom-left, (—1,—1). To transform the
centroid coordinates to pixels, we use the formulas from equation 3.6.

Py = lwidth 4 (lwidth * centroidy )
2 2 (3.6)

py = %height + (%height * centroid, ),
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where p, is the location of the blob center in the image plane, in the horizontal axis,
py is the center location in the vertical axis, width is the width of the image in pixels
and height, the height in pixels. The width and the height can be extracted from the
calibration file (see figure 4.5).

These pixel values p, and p, can be used in the equation 3.5, as u and, respectively, v.
The ¢, and ¢, in the equation are the pixel coordinates of the principal point, and their
values can be taken from the camera calibration file. The focal lengths, f. and f,, can
also be found in the calibration file.

With the newly obtained 6, and 6, values, the distance from the camera to each blob is
calculated by using the formulas in equation 3.7. disty,p, is the real-life equivalent to
the c, from image 3.4. More precisely, disty;y, is the distance from the side of the phan-
tom to each blob, which is the radius of the phantom, 1.5 cm (along the x-axis illustrated
in figure 3.5). distyepy is the distance between two consecutive blobs, 2 cm. Since the
blob positions do not change along the z-axis, but each blob needs 3 dimensions for
an accurate representation, the values for z are obtained by averaging the z-values ex-
tracted by the EM sensor, assuming that the endoscope and the EM sensor connected
to it are sufficiently close to the bottom of the tube, where the blobs are, that this value
will be sufficiently accurate.

. dist
distance, = — - blobx
X
) 3.7
. distplopy (37)
distance, =
Oy

Figure 3.5: Coordinate axes respective to the phantom

When applying this algorithm to a clinical environment, the black markers will, of
course, be replaced with the actual haustral folds. This changes the approach slightly.
Instead of the blobs, the algorithm will focus on detecting the folds themselves. Since
they have a relatively circular shape, even when constricted, it will be possible to calcu-
late the centroid of the shape, which will no longer be placed on the "floor" of the colon,
but an imaginary point in the air. This removes the necessity of calculating the distance
from the edges of the colon to the point of interest, as this distance is just the radius of
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the colon itself. The distance between each two folds (which is the value on the "y’ axis)
can be approximated during the endoscopy itself, as they differ from patient to patient.
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4 Implementation

To be able to execute the proposed experiments, it is needed to prepare the hardware
and software tools used in the preparation of the algorithm and those needed for the
experimentation portion of the project.

4.1 Hardware
4.1.1 Endoscopic camera

The endoscopic camera used for experiments is a Depstech USB endoscope camera with
a 5 m cable, illustrated in figure 4.1. To improve visibility in the closed phantom, it is
equipped with a ring of 6 LED lights around the head. As it is very flexible, it can mold
itself easily around the curves of the phantom. It has a resolution of 640 x 480.

Figure 4.1: Depstech USB camera [58]

4.1.2 Phantom

Both experiments will be conducted using a flexible, striated plastic tube with an inner
diameter of 3 cm, used as a colon phantom. Figure 4.2 shows this tube in one of the
bent states used during the experiments. Inside this tube are placed transparent plastic
sheets with different textures.

Figure 4.3 shows the four types of texture used in this study. While the black dots
simulate the dark spots created by haustra along the colon, the presence (or absence) of
lines represents the texture of the colon wall, between two consecutive haustra. A lack
of lines simulates the case in which the texture is not visible at all; the short, long, or
hashed lines are meant to emulate the blood vessels visible inside the colon.
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(a) Just black dots

(d) Long striations

Figure 4.3: Texture types used in the experiments
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4.1.3 Computer

For all the development and testing needs of the project, a Ubuntu 18.04 PC with an
Intel Core i7-10750H with 16GB DDR4 3200Mhz Memory and an Intel Iris XE Graphics
G7 80UE graphics card will be used.

414 AURORA NDI

Aurora systems are the most widely used electromagnetic tracking systems in surgical
navigation [59], due to their real-time tracking, precise positioning, and miniaturized
sensors easy to attach to various surgical tools. The experiments were performed with
a 6 degree of freedom (DOF) sensor attached to the endoscopic camera, as shown in
figure 4.4. The NDI Aurora EM tracker operates at 40 Hz.

Figure 4.4: Endoscope and Aurora sensor

4.2 Software
4.2.1 Camera calibration

As the endoscopic camera is a pinhole model, it presents some deformation that needs
to be rectified. Because of this, a static camera calibration was performed before starting
any work with the algorithms. This was done with the help of the camera_calibration
package, part of the ROS stack image_pipeline. It allows easy calibration of the monoc-
ular camera and a simple calibration checkerboard as the target. Afterward, all the
parameters have to be introduced (such as the number of squares in the checkerboard,
the size of each square, and directing the input towards the endoscopic camera). A
window then appears on the computer screen, recording all the movements made by
the checkerboard along the X, Y, and Skew lines until sufficient movements have been
made along all of them. After pressing the calibration button on the screen, a calibration
file is generated.

The calibration file contains the intrinsic and extrinsic parameters of the endoscope
camera, which is used to normalize the frames used as input.

The generated calibration file is, however, in a different format than what the ORB-
SLAMS algorithm requires, which is used by the OpenCV library. Where the obtained
calibration file provides four matrices (a 3x3 camera matrix, a 1x5 matrix with distortion
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coefficients, a 3x3 rectification matrix, and, finally, a 3x4 projection matrix), the needed
format, shown in figure 4.5 requires separate parameters for each value.

9999
Camera.kl: 0.119415
Camera.k2: -0.5023989999999999
Camera.pl: 0.00117
Camera.p2: 0.002633
ra.width: 640

1 i)
]

T M
W

Camera.height: 486

Figure 4.5: Required calibration file format

When converting the original format into the second one, the camera.fx, cam-
era.fy, camera.cx, camera.cy parameters can be found in the camera matrix as
[ fx 0 cx 0 fy cy 0 O 1]. The distortion coefficients can be extracted from
the distortion coefficients matrix: [kl k2 pl p2 kS], where k1, k2, k3 represent the
radial distortion and p1, p2, the tangential distortion.

4.2.2 ORB-SLAMS3

A detailed description of the ORB-SLAM3 algorithm is not needed in this section, as
it was provided in chapter 2. However, it will be mentioned that the ORB-SLAM3
algorithm was supplemented with a ROS wrapper written mostly in C++ that allows
the publishing of extracted information through ROS nodes, information that is vital
for experimentation.

Using the procedure mentioned in subsection 4.2.1, a calibration file is created to rectify
the image received from the camera. This is done using the camera_calibration pack-
age from ROS with a checkerboard calibration sheet. The image will be used as input
twofold: for the ORB-SLAM algorithm and the blob detector.

The algorithm itself can be seen as a schematic in figure 4.6. Receiving the image feed
from /camera/image_raw, the /orb_slam3_mono node applies the ORB-SLAM3 algo-
rithm. /tf is the transformation used to bring the SLAM points to a world coordinate
system. Finally, /orb_slam3_ros/trajectory_server_orb_slam3 records the positions of
these points.

4.2.3 Blob detection

A script is used to find the best values for the blobs in the HSV (Hue Saturation Value)
color space, yielding the values (255, 165, 88) for outside of the phantom and (255, 255,
80) for inside.
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/camera Jorb_slam3_ros

forb_slam3_mono —I Jorb_slam3_ros/trajectory_server_orb_slam3

Figure 4.6: ROS schematic showing the connections between different blocks of the algorithm

The camera node (/camera) reads the image input from the endoscopic camera and
publishes it to the /camera/image_raw). At the same time, the /blob_find node sub-
scribes to the same topic and, using OpenCV, identifies the blobs within the image and
further publishes the position of the blob in the camera frame and the video feed con-
taining green circles drawn around the identified blobs.

This process can be seen as a schematic in figure 47. To be noted that
/blob_get_pos is the topic containing the position of each detected blob, whereas
/rostopic_11054_1645622339960 represents the recording of each experiment as a ros-
bag file. Rosbag files document every information obtained by each node for the
duration of the recording for further processing. The image shown in figure 4.7 has
been processed to show only the blob detection part of the algorithm. In reality, the
blob detection is only performed in parallel to SLAM (although the SLAM algorithm
can be run by itself). The change was made to better illustrate this specific portion of
the algorithm.

/camera Jolob

fi ra blob_find /rostopic_11054_1645622339960
O & geraw /blob/point_blob
/blob_get_pos

Figure 4.7: ROS schematic showing the connections between different blocks of the blob detec-
tion algorithm

4.24 Combining ORB-SLAMS, blob detection, and EM tracking

The blob detection section of the algorithm was written in Python, with ROS capabil-
ities. The most important libraries used are OpenCV (a cross-platform library of pro-
gramming functions mostly aimed at real-time computer vision), NumPy (a collection
of mathematic functions), SciPy (scientific and technical computing, more advanced
than Numpy), Imutils (basic image processing functions), RosPy (a Python client li-
brary for ROS, allowing programmers to communicate with ROS-specific functions),
and, finally, libuvc_camera (for the endoscope camera feed).

Both ORB-SLAMS3 and its ROS wrapper are written in C++ and they remain, largely,
the same way as they can be found on Github.

Laura Rusu University of Twente



CHAPTER 4. IMPLEMENTATION 31

The way all the nodes coming from the different modules (ORB-SLAM, blob detection,
EM tracking) are organized in terms of each other can be seen in figure 4.8. While the
SLAM and blob detection portions of the algorithm have been previously explained,
this schematic allows a holistic view of the entire process. The new element seen in this
figure is the Aurora EM tracker section. Two libraries are used to set up the EM sensor:
Plus app 2.8 (‘server side’) for use on the computer, and the ros_igtl_bridge package
for ROS (‘client side’), which receives information (in this case, position data) from the
PlusApp.

[rostopic_16229_1645616583600

Jros_igtl_bridge_node /IGTL_TRANSFORM_IN

forb_slam3_ros

[listener_IGTL_Bridge
forb_slam3_ros/trajectory_server_orb_slam3

Istatic_transform_publisher_1645616728293239032
/blob/image_blob

/blob._find /blob/image_mask

int_blob »(_ /blob_get_pos

n__rviz_1645618006812118442

fblob

Icamera

Il

Figure 4.8: All nodes used in this project and the relationships between them
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5 Experimental Validation

This part of the report describes the experimental design and setup which will aim to
answer the research question, as well as compiles the results obtained following the two
experiments. Afterward, the results will be interpreted in preparation for a discussion
and extraction of conclusions.

5.1 Experimental Design

The first experiment focuses on testing the accuracy of the end-effector position as ob-
tained by the ORB-SLAM3 algorithm and validated using the Aurora EM tracker.

In order to determine the accuracy of the measurements, the trajectories calculated by
the EM tracker and the ORB-SLAM are compared using two scripts: one which will
measure the absolute trajectory errors between the two trajectories, and one which will
focus on the relative pose error.

The results shed light on which of the textures yields the lowest error. The root-mean-
square (RMS) error will be compared to the average speed for each measurement, to see
if there is any correlation between the speed of the endoscope and the errors yielded.
If the difference is error between two types of texture is negligible, whereas the speed
of one is significantly higher, this would lead to a clearer idea of what type of texture is
the best suited for endoscopy.

The second experiment will add the element of blob detection. After feeding the en-
doscope through one of the side gaps of the phantom, the endoscope will continue to
advance for a length of around 15 cm (value which represents around 10% of the total
length of a human colon) and while doing so it will detect the phantom features (lines,
black dots) and map out the trajectory. When a black dot is detected, the position is
recorded and the process continues. As before, the trajectory created by the blobs will
be compared to the one made by the EM sensor in the form of a RMS error.

A flexible camera equipped with LED lights will act as an endoscope as it is sufficient
for the scope of the project. The Aurora EM sensor will be attached to this camera and
follow the same trajectory that is calculated by the ORB-SLAM.

5.2 Experimental Setup

For using the EM tracker, the Aurora NDI system has to first be turned on, the sensor
has to be plugged in, then the PlusServer Launcher on the computer acting as a server
can be connected to the sensor. This will yield an IP address, that has to be introduced
in the launch file on the client-side for a complete connection.

Since the Aurora system works on the basis of electromagnetism, it is advised to avoid
using any metal objects in its area of influence (a square with an edge of 0.5 m, where
the Aurora control unit is in the center).
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A photograph illustrating the experimental setup can be seen in figure 5.1.
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Figure 5.1: Experimental setup

5.3 Experiment protocol

Before performing any analysis on the trajectories, the timestamps of both files are man-
ually inspected to ensure they have the same starting and ending timestamp. This has
to be performed as the SLAM algorithms need a few seconds to initialize, depending
on the level of detail in each landscape it starts, the time in which no measurements are
made. Another reason for this analysis is that the EM tracker performs measurements
continuously throughout the experiments, without being turned off between record-
ings. The starting timestamps on a corresponding pair of files have been chosen to
have an offset of no more than 0.1 seconds between themselves.

To be able to perform any error calculations on these trajectories, the timestamps in each
pair of files are used to associate each trajectory point, which is performed via singular
value decomposition. The aligned trajectories are then compared.

5.4 Data analysis

The main metric used to measure the accuracy of the ORB-SLAMS trajectory is the RMS
error, although other metrics are used as reference as well: the mean, median, minimum
and maximum errors, as well as the standard deviation. All these errors respresent
absolute trajectory errors (ATE), where ATE refers to measuring the difference between
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pairs of points from the true and the estimated trajectory. These errors will be extracted
for each of the textures mentioned in section 4.1.2.

During the experiment recording phase, the measurements made by the EM tracker
and SLAM, respectively, have been exported to text files following a specific format:
timestamp tx ty tz qx qy qz qw, where the timestamp refers to the time at which a spe-
cific measurement was performed, the tx, ty, tz values represent the position of the
camera in cartesian coordinates and the gx, qy, gz, qw are quaternions representing its
orientation.

The first set of measurements performed referred to the absolute trajectory error (ATE)
of each pair of files. The EM-measured file is used as ground truth and the SLAM-
measured one as an estimate. A maximum time difference is chosen to help identify
the best pairs of equivalent timestamps, in order to synchronize the sampled EM and
SLAM estimated data. In this case, two timestamps considered equivalent have a max-
imum of 0.042 seconds. Another important value is the scale of each set of measure-
ments. While the EM measurements have a consistent scale, it is not the case for SLAM.
Since the particular variation of ORB-SLAMS3 used in this project is monocular, at the
beginning of each experiment the scale is randomly chosen, hence there is a need to
correct this in post-processing. The main metric illustrating the differences between the
trajectories is the root-mean-square error, following the algorithm described in equa-
tion 5.1. The mean, median, minimum, maximum errors, and standard deviation are
also extracted.

ali,gnerror = EMmeasurement - alignedSLASN[measurement

traHSeror == \/m (5 1)
RMSE — , | TaSerror”
len(tranSerror )

where EMpeasurement represents each position measured by the EM sensor;
alignedSLAMmeasurement 15 the value of each position identified by the SLAM algo-
rithm, aligned to the timestamps of the EM file; aligheror is the alignment error
obtained from the measurement files (EM and SLAM); transerror is the translational
error; len(transerror ) is the length of the translational error vector, or, more precisely, the
number of compared pairs of points; finally, RMSE is the root-mean-square error.

The other type of metric used is the relative pose error (RPE), which measures the rel-
ative motion between pairs of values at specific timestamps. After aligning the times-
tamps again, the errors in relative motion are computed, by means of a moving window
of 1 s. Each pose in the trajectory to be verified is associated with a later pose according
to this window size. This is useful to estimate the drift in trajectories, an important
factor when using monocular visual algorithms.
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6 Results and discussion

The results of the two experiments will be analyzed in this chapter. These experiments

have been performed by pushing the endoscope through a plastic, ribbed tube, which
is shaped to form both straight and bent trajectories.

6.1 Experiment 1, localization
6.1.1 Experiment 1, straight trajectory

In figure 6.1 are illustrated the four pairs of trajectories on the straight tube. The experi-
ment made with just the blobs as texture yielded the poorest results, with a trajectory of
only a little over 8 cm. This is due to the ORB-SLAM3 algorithm not having enough fea-
tures to continue to track the endoscope further. The other types of textures provided
decent results for the entire length of the desired trajectory.
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Figure 6.1: Trajectory comparison between ground truth and estimated positions

Robotics and Mechatronics Laura Rusu



36 Perception algorithms for localization of a pneumatic endoscope

To be noted that “poor results’ refer, in this case, to the unusably short trajectory that
could be tracked with the SLAM algorithm. Further in the chapter, the errors on each
trajectory will be taken into account as well.

The absolute trajectory errors calculated for these four scenarios can be seen in fig-
ure 6.2. The highest set of errors can be seen in the case of the long striations, which go
along the length of the tube, whereas the smallest one is in the case with no striations.
However, as mentioned before, the case with no striations didn’t have a sufficiently
long working trajectory.

Absolute Trajectory Errors

B Mo striations @ Short striations Long striations @ Hashed striations

2.0
1.5

1.0

Yalues [cm]

0.5

0.0
RMS error  Mean error - Median error STD Min errar Max errar

Figure 6.2: Absolute trajectory error for straight trajectory

The errors relative to each texture have no apparent correlation, as neither the environ-
ment with the least amount of texture (no striations) or with the most texture (hashed
striations) have the highest errors. This is initially surprising, as it was expected that the
errors would increase with the amount of texture (the more features can be detected, the
more opportunities for errors there are, with the trade-off of a longer trajectory length
and a higher velocity).

Observing the number of feature pairs noted in table 6.1, the environment with long
striations has by far the highest number of feature pairs, which explains the increased
error values. The environments with no striations and short striations have higher
numbers of features than the one with hashed striations, despite the latter having, ob-
jectively, more texture. This is because the number of feature pairs in the former two
skews high due to the first frames, which have an abundance of features. This initial
frame with a lot of texture is needed for SLAM initialization.
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] Texture \ Feature pairs \ RMS error [cm] \ Time [s] \ Length [cm] \ Velocity [cm/s] ‘
No striations 684 0.114307 22 8 0.36
Short striations 830 0.165619 30 22 0.73
Long striations 1358 0.709183 48 20 0.41
Hashed striations 639 0.353284 22 25 1.14

Table 6.1: Comparison of all experiment 1 measurements on a straight trajectory

Better indicators of accuracy for a specific texture are the RMS error and the velocity,
both of which increase proportionally with the number of feature (no striations < short
striations < hashed striations), with the exception of the environment with long stria-
tions. After a visual analysis of all measurements discussed thus far, it was concluded
that the reason why the long striation environment is such an outlier is most probably
due to human error, as the movement is slower than in the other texture environments,
despite a high number of detected features. To be noted that the velocity is the mean
velocity over the trajectory. As such, it encompasses both smooth and jerky motions
which happened during each specific measurement.

6.1.2 Experiment 1, bent trajectory

Figure 6.3 shows trajectories for the three cases with striations. The scenario with no
striations wasn’t attempted anymore as it didn’t perform well enough (losing track
after a short time) in the previous trial. The angle to which the tube was bent for each of
these measurements is between 15°and 45°. This section of the experimentation is also
where the endoscope had to be pulled, rather than pushed (in the case of the trajectory
with hashed striations), as the creases created in the plastic sheet proved to difficult
to navigate otherwise. Figure 4.2 illustrates an example of the bent tube used for this
section of experiments.
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Figure 6.3: Trajectory comparison between ground truth and estimated positions

Figure 6.4 illustrates the absolute trajectory errors for measurements made on bent tra-
jectories. Unlike the trial on straight trajectories, here the environment with hashed
striations presents the highest errors. By taking into account the number of features
from table 6.2, it can be noted that the number of feature pairs for the hashed striations
is significantly higher than for the other two, while having a similar trajectory length
and velocity to the environment with long striations.

When looking at the trajectories themselves, illustrated in figure 6.3, it becomes clear
that the hashed striations scenario has the most accentuated curve, which both in-
creased the number of features to be detected (due to an increased number of an-
gles caused by the plastic sheet folds), thus increasing the error, and slowed the pro-
cess down (as the endoscope camera would, at times, have a difficult time advancing
through the narrower space).
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Absolute Trajectory Error
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Figure 6.4: Absolute trajectory error for bent trajectory
’ Texture Feature pairs \ RMS error [cm] \ Time [s] \ Length [cm] \ Velocity [cm/s] ‘
Short striations 869 0.206289 28 14 0.50
Long striations 640 0.302173 49 20 0.41
Hashed striations 1370 0.978403 46 20 0.43

Table 6.2: Comparison of all experiment 1 measurements on a bent trajectory

The long striation scenario has an insignificant curve, with an almost straight trajectory.
The phantom itself was bent similarly to the experiment with the short striation, how-
ever the curve was along the z-axis, thus not showing on the graph. A screencapture
illustrating the curve can be seen in figure 6.5. The curves in the scenarios with long
and hashed striations are both more pronounced than the one with short striations,
thus decreasing the speed considerably. The short striation scenario also has a shorter
trajectory, imposed by loss of texture, due to large dark areas caused by the bending.

Of course, all these bent trajectories presented issues. Due to the relatively rigid nature
of the plastic sheets used, the creases formed as result of bending the tube increased
the difficulty of endoscopic movement, by creating very small spaces through which
the endoscope had trouble navigating smoothly and harsh shadows or bright reflection
areas obscuring the camera vision. These issues repeated throughout multiple sets of
measurements. In a clinical environment, with softer tissues and less contrast, these
issues would be at least partially neutralized. This is why the most telling results for
this method are the ones obtained from the straight trajectories.
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Figure 6.5: Curvature in environment with long striations

6.1.3 Experiment 1, relative pose drift

Figures 6.6 and 6.7 illustrate the drift errors for the measurements presented above,
for straight and bent trajectories respectively. More specifically, it shows the amount of
drift for each timepoint rather than a cumulative drift over time. This drift is calculated
in cm per second. To mostly remains below 0.5 cm/s, although there is a case where it
spikes to almost 0.8 cm/s, in the case of the straight trajectory with hashed striations,
figure 6.6d. On all trajectories, but more clearly on the bent ones, the sudden spikes
coincide with abrupt movement, mostly caused by the endoscopic camera tripping over
edges while inside the phantom. Most notably, in figure 6.7a, showing the drift for the
bent trajectory on the environment with short striations, the two spikes towards the
right of the graph represent a moment in which the endoscope camera passed over a
large crease, which obscured the remainder of the trajectory, causing loss of vision soon
after.
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Figure 6.7: Trajectory comparison between ground truth and estimated positions, bent trajecto-
ries

6.2 Experiment 2, haustral folds localization

The main purpose behind the detection and positioning of haustral folds along the
trajectory is the creation of a personalized colon map, which the clinicians can use for a
more accurate localization of the endoscope with respect to the patient’s anatomy.

During the second experiment, it was noticed that the blob detection element of the
algorithm was a lot faster to initialize than the ORB-SLAM3 algorithm, and good results
obtained from this method could allow for a faster operation time.

However, the results are not as robust as desired. While the markers themselves are
correctly identified in most cases, positioning them provided unsatisfactory results.
Subfigures 6.8a and 6.8b have the most clear identified markers, with the other two
cases, seen in subfigures 6.8c and 6.8d, illustrating large areas of near-constant blob
detections. In none of the cases, however, do the positions of the identified blobs coin-
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cide with their real positions (as the distance between two subsequent markers is not 2
cm). This is most probably caused by the repeated detection of the same marker as the
endoscope progresses through the trajectory.
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Figure 6.8: Trajectory comparison between ground truth and estimated blob positions

In figure 6.9 can be seen the error values obtained when comparing the trajectory
formed by the marker detection and the ground truth (the trajectory created by the
EM-tracker). It can be noted that, unlike the results of the first experiment, the error
differences between textures are less prominent and less reliable, without yielding a
noticeable trend.

As it currently stands, the spaces between blobs can give clues relating to the speed
of the endoscope on sections of the trajectory, where areas with sparse markers were
covered in a longer amount of time, while those with a high density of detections cor-
respond to higher velocities. This can also yield some potentially useful conclusions, as
the clinicians can estimate their position given the higher or lower identified velocity.
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Figure 6.9: Absolute trajectory error for blob positioning

However, without a clear way of quantifying this result, the usefulness of this method
as it stands is debatable at best.

6.3 Discussion

The ORB-SLAM3 algorithm performed quite well in three of the four texture situations.
While the RMS error of 0.11 cm for the scenario without striations is quite good, the
tracking fails after only 8 cm. The other three scenarios have an error of 0.16 cm for
the case with short striations, perpendicular to the trajectory path; 0.71 cm for long
striations along the trajectory path; and 0.35 for hashed striations. When testing the
same textures on a bent trajectory, the error remained below 1 cm, with 0.97 cm for
hashed striations, followed by 0.3 cm for long striations and 0.2 for short striations, all
managing to reach trajectory lengths of at least 14 cm. Positioning the haustra along the
designated trajectory is partly successful, managing to identify the desired indicators
in the vast majority of cases, but failing to position them correctly and independently
from each other.
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7 Conclusions

7.1 Result summary

This project focused on obtaining a robust method of tracking an endoscope through
colons of various textures and localizing it with respect to haustra. The algorithm com-
bines the ORB-SLAM3 algorithm for general tracking with blob detection for finding
the positions of simplified representations of colon folds along said trajectory. The ac-
curacy of the tracking was tested using an Aurora EM tracker connected to the tip
of the endoscope. The experimental results showed that the ORB-SLAM3 algorithm
performed reasonably well in three of the four texture situations, with decent results
obtained in the case of bent trajectory scenarios. Positioning the haustra along the des-
ignated trajectory is largely unsuccessful, managing to identify the spots, but not to
position them in a way that can yield useful results.

Unlike endoscope tracking solutions currently in use, the methods explored in this
project focus more on abnormal colons, personalizing the tracking to each patient. Their
application is also relatively cheap, small, and easy to use as they require just a monocu-
lar camera, rather than one of the more expensive options (stereo, RGB-D). ORB-SLAM
has proven to yield robust results on both straight and bent trajectories, with the caveat
that it takes a few seconds to initialize and sometimes loses track due to lighting con-
ditions or severe lack of texture. Thanks to its relocalization capabilities, however, the
second issue can mostly be prevented.

7.2 Limitations

The second part of the project, referring to the positioning of the haustral folds, poses
the biggest concerns as it stands. The poor positioning results do not provide useful
enough information for this method to have a real-life application as it stands. It does
show promise, as it is very fast, and even easier to implement than the SLAM algorithm.

7.3 Future work

A few changes are needed to make the haustral detection and localization more robust
and more applicable in a clinical environment. First of all, the issue with the repeated
detection of the same marker should be resolved, perhaps by including a search win-
dow in the middle of the frame, outside of each the markers are ignored, or by estab-
lishing a potential speed of insertion for the endoscope, and keeping just one positional
measurement for each time unit. Secondly, the testing environment used for this project
can be replaced by a more realistic version, including actual folds instead of the circu-
lar markers that have been used so far. Thirdly, to this improved environment can be
added lesion and tumor replicas, which can be identified by using machine learning
methods.
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7.4 Uses

While the project described in this report does not have direct usability in a clinical
context, it provides an exploration of the concept for the proposed algorithm. Both the
localization and the haustral folds positioning are tested in a simplified colon environ-
ment, with an endoscopic camera similar to the one used in clinical practice. The more
this concept is developed, as suggested in the future work section, the closer it becomes
to a real, clinical application, in which each patient’s colon anatomy is used to create
personalized maps, useful for further procedures.
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A Abbreviations

ATE - Absolute Trajectory Error

BGR - Blue Green Red

BRISK - Binary Robust Invariant Scalable Keypoints
DOF - Degree of Freedom

EE - End-Effector

EKF - Extended Kalman Filter

EM - Electro-Magnetic (when referring to the sensor)
EM - Expectation Maximisation (when referring to the algorithm)
FAST - Features from accelerated segment test
FREAK - Fast Retina Keypoint

g20 - General Graph Optimization

GI - Gastro-intestinal

HSYV - Hue Saturation Value

ICP - Iterative Closest Point

IEEE - Institute of Electrical and Electronics Engineers
IPC - Inter-Process Communication

KF - Kalman Filter

LBA - Local Bundle Adjustment

LED - Light Emitting Diode

LSD - Large-Scale Direct monocular

MIS - Minimally Invasive Surgery

NDI - Northern Digital Inc.

OA - Open Appendectomy

ORB - Oriented FAST and Rotated BRIEF

OS - Open Surgery
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Perception algorithms for localization of a pneumatic endoscope

PF - Particle Filter

reloc - Relocalization

RGB-D - Red Green Blue Depth

RMS - Root Mean Square

ROS - Robot Operating System

RPE - Relative Pose Error

SIFT - Scale-Invariant Feature Transform

SLAM - Simultaneous Localization and Mapping
STD - Standard deviation

VCS - Version Control System
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