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Abstract

Introduction Clinical studies showed promising results for neoadjuvant immunotherapy

for patients with muscle invasive bladder cancer (MIBC). Unfortunately, only a subset of

patients responds, urging the quest for predictive image features. We hypothesise that Arti-

ficial Intelligence (AI) can automatically quantify predictive image features for immunother-

apy response.

Patients and Method A retrospective study is performed in which n=79 patients from the

PURE-01 study and n=19 patients from the NABUCCO study were included. These patients

were diagnosed with MIBC (staged ≥ cT2N0M0), and received neoadjuvant immunother-

apy, followed by a radical cystectomy. For each patient, we analysed two Magnetic Reso-

nance Imaging (MRI) scans; the first one was acquired before neoadjuvant immunotherapy

(baseline) and the second one after therapy (on-treatment). Pathological treatment response

was divided between pathological Complete Response (pCR) (ypT0N0Mx) and non-pCR.

A nnU-Net model was trained to, automatically detect tumour. Volumetric analysis was

performed to determine its predictive value for therapeutic response. Radiological tumour

characteristics were extracted and a Random Forest Classifier was trained to identify predic-

tive image features. Finally, a Convolutional Neural Network (CNN) was trained to classify

pathological outcomes.

Results Segmentation volume analysis showed a higher predictive performance for the

pathological outcome for the on-treatment volumes, compared to the baseline volumes (re-

spectively 0.91 AUC and 0.81 AUC). The predictive value for the radiomic features of base-

line, on-treatment and difference over time was 0.49 AUC, 0.70 AUC and 0.74 AUC, respec-

tively. The CNN models overfit on the training data, the highest AUC score (0.62) showed

no significant predictive performance.

Conclusion The results show that the predictive performance for image features, obtained

after treatment, is promising for pathological response classification. These features might

be used to indicate organ-sparring treatment after neoadjuvant therapy. Predictions based

on tumour features, derived from the radiological images before neoadjuvant immunother-

apy, remain challenging.

Keywords: Artificial Intelligence, Neoadjuvant Immunotherapy, Radiological Imaging, Re-

sponse Prediction
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Chapter 1. General Introduction

1.1 Introduction

The incidence of bladder cancer has increased in many European countries and morbidity

and mortality are high.1 The current, multimodal treatment for muscle invasive bladder can-

cer (MIBC), consists of transurethral resection of the bladder tumour (TURBT) and neoad-

juvant chemotherapy, followed by surgical resection of the bladder (radical cystectomy).2

Recent studies show that immunotherapy is a promising treatment for different types of

cancer.3–5 Its effectiveness has been confirmed in terms of long-term survival and reduction

of toxicity, compared to traditional chemotherapy. Unfortunately, only a subset of the pa-

tients has a response to immunotherapy. Some patients may suffer from adverse effects of

the treatment, without achieving any benefit. The NABUCCO study showed that 46% of the

patients with MIBC had a pathological Complete Response (pCR) and 58% of the patients

had no remaining invasive disease (<ypT2) after neoadjuvant treatment with immunother-

apy.6 In the PURE-01 study, 42% of the patients with MIBC had a pCR and downstaging

of the tumour stage was achieved in 54% of the patients.7 Neoadjuvant immunotherapy

shows promising results, but to achieve optimal treatment, it should be decided, for each

patient individually, whether immunotherapy is the most suitable option.

By predicting the patients’ individual response to neoadjuvant immunotherapy before

or during treatment, physicians can determine the most suitable course of action. Therefore,

improving patients’ quality of life and reducing unnecessary toxicity and costs.8 Currently,

histological- and molecular biomarkers are not sufficient to predict whether the patient will

achieve any benefit from neoadjuvant immunotherapy. In addition, these biomarkers are ob-

tained invasively, via tissue biopsies, and the prediction is only based on the pre-treatment

status, while the inclusion of dynamic changes during therapy could increase the prediction

efficiency.7, 9

Medical imaging provides non-invasive, image features to determine tumour character-

istics. With the use of Artificial Intelligence (AI), large amounts of data can be processed

to detect and select image features that can predict therapeutic response.8, 10 AI has shown

promising results for automatically quantifying predictive biomarkers for immunotherapy

response.11–13
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1.2 Clinical Background

Bladder cancer is the sixth most common malignant cancer among men, worldwide. The

worldwide incidence is 9.6 per 100.000 persons per year for men and 2.4 for women. The

overall European incidence is higher: 20.2 per 100.000 persons per year for men and 4.3 for

women.1 The morbidity and mortality are high.1, 14

Bladder cancer is staged according to the TNM staging system, where Tumour (T) de-

scribes the invasion of the primary tumour into the bladder wall and its surrounding tissues,

Node (N) describes if the tumour has spread to lymph nodes, and depends on number and

location of the nodes. Lastly, Metastasis (M) describes if the tumour has spread to other

organs. An overview of tumour staging in bladder cancer, according to the American Joint

Committee on Cancer (AJCC) Staging System (8th edition, 2017), can be found in figure

1.1.15 According to staging, bladder cancer can be divided into two groups; non-muscle

invasive bladder cancer (NMIBC), which is staged as Ta/T1 and carcinoma in situ (CIS),

requires only minimally invasive local treatment, and MIBC, which is staged as T2/T3/T4

and generally requires multimodal treatment1, 16, 17

1.2.1 Diagnosis

The diagnostic workflow for bladder cancer includes a cystoscopy, TURBT and radiological

image assessment. During the cystoscopy, the bladder is viewed from the inside. Possible

abnormalities can be seen and assessed based on the shape, texture, size and location. A uri-

nary cytology sample can be drawn, to determine if there are tumour cells present within the

urine. If abnormalities are observed during cystoscopy, a surgical procedure called TURBT

is indicated. During the TURBT, tissue is obtained for histological assessment and tumour

cells are removed to assess the invasiveness into the bladder wall.13, 18

Radiological imaging is performed to assess whether cancer has spread outside the blad-

der wall, lymph nodes and other organs. In standard clinical practice, Computed Tomog-

raphy (CT) scans are acquired for local staging and the assessment of metastasis. Mag-

netic Resonance Imaging (MRI) scans offers superior soft tissue contrast and provide more

functional information, compared to CT. Nevertheless, a CT scan is still standard clinical

3



Chapter 1. General Introduction

FIGURE 1.1: Overview of the staging of bladder cancer, according to the AJCC Staging System15

practice, because it is faster and more cost-effective than MRI.19 For the scope of this study,

pelvic multi-parametric MRI (mpMRI) scans were acquired. The tumour is assessed on

T2-weighted images, diffusion-weighted images (DWI) and the dynamic contrast-enhanced

(DCE) sequence (see figure 1.2). T2-weighted images are used for the morphological charac-

teristics of the tumour, which is shown slightly hyperintense on this sequence. The DWI

sequence is used to evaluate the cellular physiology: restriction of movement of water

molecules, caused by hypercellularity of the tumour, will appear hyperintense on the DWI.

The DWI should always be assessed together with the apparent diffusion coefficient (ADC)

map, to determine whether there is true diffusion restriction, or that the hyperintensity is

due to a high T2- signal also called T2-shine-through. True restricted diffusion is charac-

terised by an increased signal on the DWI and a low signal on the ADC map. For the

4



DCE sequence, a contrast agent is administered intravenously, which will cause tissue en-

hancement on the MRI scan. Tumour lesions can be distinguished from other tissue because

neoangiogenesis and tumour vascularization cause early enhancement. Primary bladder

cancer starts to enhance after 6.5 ± 3.5 seconds, after the start of arterial enhancement.20–23

FIGURE 1.2: mpMRI acquisition of bladder cancer (stage T2) in a 75-year-old man. (A) The tumour is visible as
a slightly hyperintense lesion in the right posterior bladder wall (red arrow) on an axial T2-weighted image. (B)
An overlay of the tumour volume segmentation can be seen in green. True restricted diffusion is visible as the
hyperintense lesion on the DWI (C) and the low signal on the corresponding ADC map (D). The DCE scans (E,
8 seconds; F, 12 seconds) show early enhancement of the tumour lesion.

1.2.2 Treatment

Treatment options depend on the type, stage and grade of the bladder cancer. For patients

with NMIBC, intravesical chemo- or immunotherapy is given. With intravesical therapy,

drugs are administered directly into the bladder. Therefore, this therapy only affects the

cells lining the inside of the bladder and does not affect cells elsewhere. Bacillus Calmette-

Guering (BCG) is the most common intravesical immunotherapy for non-invasive bladder

cancer. Chemotherapy solutions (e.g. mitomycin, gemcitabine) are most often indicated

5



Chapter 1. General Introduction

when intravesical immunotherapy does not work.24 For patients with high-grade NMIBC,

the tumour can be fast-growing and the recurrence rate is high. Therefore BCG therapy

might not be enough and chemo-radiation can be considered. Chemo-radiation therapy is

not indicated if the tumour is located close to the ostia or the bladder neck and if CIS has

been proven.

For patients with MIBC, radical cystectomy with bilateral pelvic lymph node dissection

is currently the recommended standard. Neoadjuvant therapy might be indicated for sys-

temic treatment, to reduce tumour volume and destroy microscopic cancer cells that might

have spread beyond the bladder (which is not visible yet on medical imaging).7 The cur-

rent golden standard is neoadjuvant cisplatin-based chemotherapy, which shows a response

rate of 22-40% pCR, but the overall survival benefit is only 5% at 5 years.6 Neoadjuvant

chemotherapy followed by a radical cystectomy has a high recurrence rate, metastases de-

velop within two years after radical cystectomy in 50% of the patients.13 Beside that, approx-

imately 50% of the patients are ineligible to receive cisplatin-based chemotherapy, because

of pre-existing contraindications; mainly impaired renal function.7

1.2.3 Immunotherapy for bladder cancer

Studies with neoadjuvant immunotherapy show promising results, regarding treatment re-

sponse. The NABUCCO study6 showed that 46% of the patients with MIBC had a pCR and

58% of the patients had no remaining invasive disease after neoadjuvant treatment with

immunotherapy. Compared to neoadjuvant chemotherapy, neoadjuvant immunotherapy

appears to give better and long-lasting responses, which is shown by the survival rate over

time of patients treated with neoadjuvant immunotherapy, and a significant reduction of

toxicity.25

The most widely used immunotherapy is immune checkpoint inhibitors (ICIs). It blocks

specific immune interactions responsible for the suppression of an anti-tumour immune re-

sponse. Tumours employ several strategies to mitigate the risk of detection and destruction

by the immune system. Tumour cells suppress the host’s immune system by expressing

molecules, such as programmed death ligand 1 (PD-L1), which binds to programmed cell

6



death protein 1 (PD-1), expressed on the surface of an (activated) T-cell. PD-1 binding to PD-

L1 on the tumour surface blocks the activation of T-cells.26 Besides, tumour cells also cause

downregulation of specific molecules, such as the major histocompatibility complex (MHC).

By downregulating MHC, recognition by and cytotoxicity of CD8+ T-cells is reduced.27 Ac-

tivation of T-cells starts the immune response cascade, which will eventually result in cell

death. With the expression of PD-L1 and downregulation of MHC, the tumour suppresses

this immune response cascade preventing cell death.

PD-1/PD-L1 and cytotoxic T-lymphocyte-associated protein 4 (CTLA-4) are inhibitory

molecular checkpoints that are promising targets for the treatment of cancer.28 PD-1/PD-L1

inhibitors are antibodies that block these molecule bindings, and therefore activate T-cell

activation. CTLA-4 is expressed on the surface of an activated T-cell and has an inhibitory

function. By introducing CTLA-4 antibodies, CTLA-4 is inhibited and therefore the regula-

tion of the immune response will be increased. Activated T-cells will identify tumour cells

and initiate a cytotoxic mechanism that will eventually result in tumour cell death (see Fig-

ure 1.3).1

FIGURE 1.3: Effect of immune checkpoint inhibitors (ICIs). PD-1/PD-L1 and CTLA-4 block the inhibitory check-
point that is responsible for immune suppression, leading to T-cell activation and therefore tumour cell death.
APC= antigen-presenting cell; TCR = T-cell receptor.1
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Chapter 1. General Introduction

1.3 Technical Background

1.3.1 Artificial Neural Network

Machine Learning (ML) is used to create an algorithm that automatically extracts patterns

out of data, to make predictions, e.g. classifications, segmentations, etc. There are several

ML techniques, among which are Artificial Neural Networks (ANN). An ANN is an algo-

rithm where the relationship of the input data is modelled by the interaction of multiple,

stacked, non-linear layers of data processing:

xl = f (xl−1Wl + bl)

where x is the data, W and b are the weights and biases, and l is the index of the layer.

Each input vector is multiplied with individual weights and bias and subsequently passed

through an activation function, which will calculate the probability of the outcome (e.g. clas-

sification of diseases). The model is optimised using gradient descent:

Wi+1 = Wi − α∇L(Wi)

where Wi and Wi+1 are the current and updated weights, respectively; L is the loss func-

tion, that estimates the error of the network prediction; and α is the learning rate, represent-

ing the size of the step to take in the opposite direction of the error.

A schematic representation of an ANN can be seen in Figure 1.4. The process of learning

data relationships on these architectures with multiple layers is called Deep Learning (DL).

1.3.2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a class of DL algorithms, which is currently

the state-of-the-art method for automatic image processing.29 The model takes an image as

input and through convolutions, the image is down-sampled to a highly informative feature

representation. Features are extracted from the input image by the kernel. The kernel is a

matrix (for example [3x3] or [5x5]) that slides over the image to detect features at a given spa-

tial location, such as edges, corners, shape and size. Each kernel will have a corresponding

8



FIGURE 1.4: Artificial Neural Network, with the input data connected to all the nodes in the next hidden layers,
resulting in an output

activation map. By adding multiple convolution layers and therefore increasing the number

of kernels, more features can be identified - with the risk of overfitting: when a model per-

forms too well on training data but is lacking performance on new, unseen data. After the

convolutional layers, an activation function is applied to add non-linearity to the network,

enabling CNN to learn complex relationships. The most often used activation function is

the Rectified Linear Unit (ReLU), which converts all negative values from the filtered image

to zero.

Pooling layers can be implemented to reduce the image spatial dimensionality of the

activation map. After convolution and activation, the pooling layer takes the highest (max

pooling) or average (average pooling) activation value in a small region of typically 2x2

voxels to be passed forward to the next layer. Pooling layers are used to reduce the spatial

dimension of the input. Therefore the number of parameters and computation network will

be reduced, which will also help in controlling overfitting.

Combinations of convolution-, activation- and pooling layers, can be arranged and re-

peated multiple times to create a deeper network and therefore model more complex rela-

tionships.

Finally, the output from the final convolutional layer (3D-matrix) is flattened to a 1D

vector. This flattened vector is connected to a fully connected layer. The fully connected

layer consists of nodes, where each node is connected to all nodes from the previous layer.

9



Chapter 1. General Introduction

In the case of a classification or a segmentation problem, a softmax layer converts the results

of the activation layer to a probability, which sums to 1. The sigmoid or softmax function

can be used to calculate the probabilities out of network signals.

Just as described in the previous section, during training, the convolutional kernels (w)

are learned through gradient descent. After each training epoch, the loss is calculated. The

loss is defined as the difference between the predictions and their respective label. By us-

ing the derivative of the loss function, the loss can be minimised to optimise the network.

During backpropagation, the gradient is calculated by taking the derivative of the loss func-

tion. The gradient is calculated through the chain rule, with respect to each weight of the

network. With backpropagation, the weights and biases will be updated. The goal is to

minimise the training loss, in order to optimise the model performance. The loss function

should be set according to the application of the model.

1.4 Datasets

1.4.1 PURE-01

The PURE-01 study7, 30 was performed in two centres in Milan, Italy (IRCCS Istituto Nazionale

dei Tumori and IRCCS San Raffaele Hospital). This study aimed to determine treatment

response of neoadjuvant immunotherapy for patients with MIBC. Inclusion criteria for this

study were predominant (ie, at least 50%) urothelial carcinoma histology and clinical T≥3bN0

stage tumour. The administered immunotherapy was pembrolizumab, given in three cycles

of 200 mg every three weeks. After neoadjuvant therapy, a radical cystectomy was per-

formed. The primary outcome of this study was pCR (pT0). The PURE-01 dataset included

n=86 patients. For this thesis, n=14 patients were excluded due to the absence of MRI scans

and/or sequences. This resulted in a total of n=72 patients from the PURE-01 dataset, of

which n=28 patients (39%) had a pCR.

Images were acquired on a 1.5 Tesla MRI scanner (Philips MRI systems Ingenia). All

mpMRI examinations were performed with bladder catheterization to allow for consis-

tent bladder wall distension. The imaging protocol for mpMRI consisted of triplanar T2-

weighted fast spin-echo sequences, DWI in transverse planes at four different b-values (0,

10



100, 500 and 1000 s/mm2) and DCE sequences after injection of contrast agent (0.1 ml/Kg

Gadovist) with a temporal resolution of 4/5 seconds. The general slice thickness was 3 mm.7

1.4.2 NABUCCO

The NABUCCO study6 was performed at the NKI-AVL, with a multi-centre extension (Rad-

boud UMC and UMC Utrecht). The primary outcome of this study was the number of

patients that could have surgical resection 12 weeks after the study started. Secondary out-

come measurement is the response rate after cystectomy according to pathological response

criteria. Inclusion criteria according to the TNM-stage was high-risk resectable urothelial

cancer, defined as stage III urothelial cancer: cT3-4aN0M0 or cT1-4aN1-3M0. The patients

received three courses (similar to PURE-01) of ipilimumab and nivolumab combination as

neoadjuvant immunotherapy, followed by a radical cystectomy. The NABUCCO study in-

cluded 24 patients in cohort 1 and 30 patients in cohort 2. For this thesis, patients were

excluded due to the absence of MRI scans/sequences. This resulted in a total of n=19 pa-

tients from the NABUCCO study, of which n=7 patients (41%) had a pathological complete

response.

For mpMRI acquisition, two 3T MRI systems were used (Philips MR Systems Achieva

dStream and Philips MRI Systems Ingenia). Before the acquisition, patients emptied their

bladder and drank ± 0.5 litres of water, half an hour before the acquisition. The imaging

protocol consisted of triplanar T2-weighted turbo spin echo sequences, DWI in transverse

planes at four different b-values (0, 200, 800, 1000 s/mm2) and DCE sequences after injec-

tion of contrast agent (Dotarem) with a temporal resolution of 6 seconds. The general slice

thickness was 3 mm.6

For each patient, two MRI scans were acquired. The first scan was acquired before neoadju-

vant immunotherapy, further referred to as the baseline scan. The second scan was acquired

after neoadjuvant immunotherapy (and before radical cystectomy), further referred to as the

on-treatment scan. See figure 1.5 for a schematic overview of the data collection timeline.
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FIGURE 1.5: Timeline of data collection during the PURE-01 and NABUCCO study; starting with pre-treatment
diagnostics, followed by three cycles of immunotherapy, a response assessment MRI and finally radical cys-
tectomy with pathological assessment. TURBT= Transurethral Resection of Bladder Tumour; MRI = Magnetic
Resonance Imaging

1.5 Research Aim and Thesis Outline

This thesis aimed to perform therapeutic response assessment and prediction of neoadju-

vant immunotherapy for patients with MIBC. Clinical studies showed that neoadjuvant im-

munotherapy is a promising therapy, but until now there are no biomarkers that sufficiently

predict whether a patient will benefit from neoadjuvant immunotherapy. The long-term

clinical impact of this research is twofold: to prevent unnecessary toxicity in patients that

will not benefit from neoadjuvant immunotherapy and, for organ preservation in patients

that undergo complete response after receiving neoadjuvant treatment. To achieve this, im-

age features from baseline and on-treatment mpMRI scans were identified and determined if

these features had a predictive value for pathological response assessment. This will be pre-

sented threefold: in Chapter 2, we developed an automatic segmentation model for bladder

cancer using a DL algorithm. Volumetric measures were determined to see if tumour vol-

ume and tumour volume changes might be predictive of therapeutic response. In Chapter

3, tumour-specific image features were extracted from mpMRI, based on the segmentation.

Tumour characteristics were identified and, its predictive value for pathological treatment

response was analysed by using an ML algorithm. Finally, in Chapter 4, an end-to-end CNN

was implemented to automatically classify pathological treatment responses. In Chapters 2

and 3 the analysis was performed for tumour-specific characteristics that might be predic-

tive of pathological response. While in Chapter 4, a classification model for the pathological

outcome is presented.
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2.1 Introduction

Neoadjuvant immunotherapy showed promising treatment results for patients with muscle

invasive bladder cancer (MIBC), compared to traditional neoadjuvant chemotherapy, but yet

there is no reliable method to predict which patient is going to benefit from treatment.6, 7 As

a result, a fraction of patients will receive ineffective therapy, causing unnecessary adverse

effects and costs. Another fraction of patients will instead achieve pathological complete

response (pCR) after neoadjuvant immunotherapy, meaning that no tumour cells are visible

on pathological assessment of the resected bladder. Those patients could potentially forgo a

surgical resection, which will increase their quality of life.

Tumour volume, estimated at the start or during treatment could be a reliable predictive

biomarker of response.16, 31 Tumour volume delineation, when performed manually, by a

radiologist, is time-consuming. Therefore, there is a need for an automatic segmentation

algorithm of the bladder tumour on the radiological scans. This can be achieved with Deep

Learning (DL).

The state-of-the-art segmentation model in Machine Learning (ML) is a nnU-Net.32 nnU-

Net is a deep-learning-based segmentation method, that automatises and optimises most of

the image analytic pipeline, including pre-processing, network architecture, training and

post-processing. By training an automatic segmentation model, segmentations can be ob-

tained efficiently. Volume can be computed directly from these segmentations.

This chapter aims to investigate the predictive value of automatic DL bladder cancer

segmentations on multi-parametric MR images of the pelvis.

2.2 Technical Background

The state-of-the-art model for medical image segmentation is nnU-Net. nnU-Net is a DL-

based segmentation method, that automatizes the data pre- and post-processing pipeline. It

provides an end-to-end automated pipeline, which can be used to train models with new

data.32 The automatic configuration is based on three parameter groups; fixed, rule-based

and empirical parameters. The fixed parameters do not change between different datasets
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and describe for example the model’s architecture, loss function, optimizer and data gen-

eration. Based on the data fingerprint, data-specific parameters are identified (e.g. image

modality, shape, intensity distribution and distribution of spaces) as well as rule-based pa-

rameters (e.g. resampling, normalisation, batch and patch size). The fixed- and rule-based

parameters together generate the pipeline fingerprint. Method configuration can be com-

plex, since pipeline settings that are identified as optimal for one dataset, might not be suit-

able for other datasets. The Dice coefficient is used to monitor model performance during

training.32, 33 The complete nnU-Net workflow can be found in figure 2.1.

FIGURE 2.1: The workflow of nnU-Net; an automated configuration for DL-based biomedical image segmenta-
tion.33

A nnU-Net is based on the U-Net architecture. U-Nets are symmetrical network archi-

tectures, composed of an encoder and a decoder part. The output feature map of a convo-

lutional layer in the encoder is copied over, and concatenated with the input feature map of

the corresponding convolutional layer in the decoder.34 Both encoder and decoder consist

of a set of convolutional blocks. Where each block contains two 3x3 convolutions, followed

by a ReLU and a max pooling operation. The pooling operation will reduce the spatial di-

mension. The opposite architecture is implemented in the decoder. At the lowest dimension

space, the encoder produces a latent representation of the input, which is passed to the de-

coder. Because of the skip layers, spatial local information is added to the global abstract

information and is therefore important for image segmentation. The U-Net architecture can

be found in figure 2.2.
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FIGURE 2.2: U-Net architecture, where each blue box corresponds to a multi-channel feature map. The number
of channels is denoted on top of the box.

2.3 Method and Materials

2.3.1 Model Training

To study the applicability and limitations of DL-based segmentation in mpMRI scans of

bladder cancer, multiple instances of the nnU-Net segmentation model were trained, each

with different subsets of training data, from the PURE-01 and NABUCCO datasets (see

section 1.4). Training input consisted of five sequences from each 3D scan; T2-weighted

sequence, DWI with b-value 1000s/mm2, ADC map, DCE at 6/8 seconds and DCE at 12

seconds after arterial contrast enhancement.

The selection of these sequences was based on radiological bladder cancer assessment on

pelvic MRI, which is described in section 1.2.1. All models were trained with the nnU-Net

3D full-resolution configuration.

For this study, the segmentation labels were manually delineated by a radiologist, ex-

perienced in bladder imaging. This delineation was challenging due to the TURBT, which

was performed before image acquisition. In some cases, a large part of the tumour volume

was resected, with possibly only a few tumour cells left, hard to detect on the radiological

images. Moreover, subtle evident tumour was hard to distinguish from the post-operative

inflammatory response due to the TURBT.30, 35

The radiologist was able to delineate a tumour-specific segmentation if any morpho-

logical anomaly was visible on the T2-weighted sequence, if any diffusion restriction was
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visible on the DWI sequence (which was confirmed by the ADC map) and if early contrast

enhancement was shown on DCE sequence. In addition to these segmentations, the radi-

ologist segmented a region of interest (ROI), corresponding to the area of the tumour bed,

if there was no evident tumour visible. For model training, the ROI segmentations were

included, but whenever there was a tumour-specific segmentation available, this one was

included. The radiological segmentations are further referred to as ’ground truth’.

Four nnU-Net models were trained with different subsets of training data (see table 2.1).

1. The first model was trained on PURE-01 baseline scans (n=57) with the ground truth

segmentations used as labels. The test set consisted of n=15 patients with PURE-01

baseline scans and n=72 patients with PURE-01 on-treatment scans. External valida-

tion was performed with the NABUCCO dataset (n=35 scans).

2. Second, a model was trained with a combination of PURE-01 baseline and on-treatment

scans (n=57 patients for both baseline and on-treatment scans, so a total of 114 scans),

again with the ground truth segmentations used as label. The test set consisted of the

remaining n=15 patients from the PURE-01 dataset (both baseline and on-treatment

scans, a total of 30 scans). External validation was performed with the NABUCCO

dataset (n=35 scans). A training set with a combination of both baseline and on-

treatment scans was investigated, to extend the training data with also scans that do

not contain tumour.

3. The third model was trained on scans from both the PURE-01 and NABUCCO datasets,

on both baseline and on-treatment scans. From the PURE-01 dataset, n=57 patients

were included for training with both baseline and on-treatment scans. From NABUCCO,

n=13 patients were included for training. A combination of the two datasets was in-

vestigated, to optimise the generalisation of the model.

4. The data subset of this model is comparable with the second model, but with different

segmentation labels. For this model, the on-treatment segmentations for patients with

a pCR were removed, causing the volume to be reduced to zero, instead of the original

ROI. This is done to optimise the labelling according to the pathological outcome.
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TABLE 2.1: The models were trained with the different subsets of training-, test- and external validation sets.

Model Training Test External Validation Labels

1 PURE-01 baseline n=57
PURE-01 baseline
PURE-01 on-treatment

n=15
n=72

NABUCCO baseline
NABUCCO n-treatment

n=19
n=19

Ground truth

2
PURE-01 baseline
PURE-01 on-treatment

n=57
n=57

PURE-01 baseline
PURE-01 on-treatment

n=15
n=15

NABUCCO baseline
NABUCCO on-treatment

n=19
n=19

Ground truth

3

PURE-01 baseline
PURE-01 on-treatment
NABUCCO baseline
NABUCCO on-treatment

n=57
n=57
n=13
n=13

PURE-01 baseline
PURE-01 on-treatment
NABUCCO baseline
NABUCCO on-treatment

n=15
n=15
n=4
n=4

None Ground truth

4
PURE-01 baseline
PURE-01 on-treatment

n=57
n=57

PURE-01 baseline
PURE-01 on-treatment

n=15
n=15

NABUCCO baseline
NABUCCO on-treatment

n=19
n=19

on-treatment volume
to zero if pCR

Data Preprocessing

Preprocessing of the MR data is a key in many analyses, because MR images are acquired in

arbitrary units, which cannot be compared between multiple images of a single patient nor

across different patients.36 Besides the automated nnU-Net preprocessing pipeline, intensity

normalisation is applied to improve the generalisability of the model. For normalisation, a

two-step method is applied.37

First, a standardisation scale was learned, for each sequence individually. From the

PURE-01 and NABUCCO datasets, five scans of each were randomly selected. These scans

were resampled to 1x1x1 mm spacing, a Bias Field Correction was applied, the scans were

padded and cropped to the same geometry (256x256x256) and finally, the intensities were

scaled between zero and one. The mean intensity histogram was determined from these

scans, from which the standardised scaling factor was determined. The second step was to

transform all images from the datasets with the trained standard scale. This resulted in MR

images with consistent intensity histograms.37 All four models, as described above, were

trained again with the preprocessed data (further described as models 5-8).

2.3.2 Model Validation

Model performance was evaluated by the Dice score, Hausdorff distance and the volume

correlation. The Dice score measures the overlap between the ground truth segmentation

and the segmentation predicted by the trained model.38–40 The higher the overlap between

the two segmentations, the better the performance. The Hausdorff distance measures the

maximum distance between two points of two different surfaces, one of the ground truth
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and one of the predicted segmentation.40 The mean Hausdorff distance from all maximum

distances was calculated. The correlation between the volume of the ground truth and the

predicted segmentation was expressed with the Pearson Correlation Coefficient, measuring

the linear relationship between the two variables. The correlation was also visualised in

a scatter plot, where the regression line was plotted against the perfect prediction (x=y).

Bland-Altman plots were used to determine the agreement (bias and variance) between the

ground truth and predicted segmentation volumes.

2.3.3 Outlier Analysis

An observation of the outliers within the data was performed by calculating the Cook’s dis-

tance. Cook’s distance is an estimate of the influence of a specific data point. In other words,

the distance describes how much the metrics will change if that data point is removed. Data

points were suspect for outliers if the Cook’s distance was greater than 3 times the mean

value.41, 42 The suspect outliers were further analysed by visual inspection. We removed

outiers if there were image artefacts or misalignment between the sequences.

2.3.4 Prediction of Pathological Response

Tumour volume was calculated from the predicted segmentation. Its predictive value for

pathological treatment response was evaluated using the area under the curve (AUC) of the

receiver operating characteristics (ROC) curve, sensitivity and specificity. An AUC value

close to 1.0 indicates perfect discrimination between pCR and non-pCR, while an AUC value

close to 0.5 indicates that the performance is as good as random guessing. The analysis

was performed for both tumour volumes at baseline and on-treatment scans, as well as the

difference over time, expressed in percentage of volume change, according to the following

formula:

Volon−treatment − VolBaseline

VolBaseline
x 100% (2.1)
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2.4 Results

Eight instances of nnU-Net models were trained, each with a different subset of training

data from the PURE-01 and NABUCCO datasets, see table 2.1. For 41% of the patients, a

tumour-specific segmentation was delineated by the radiologist.

2.4.1 Model Performance

The results for model performance can be found in Appendix A. The segmentation vol-

umes were calculated and it can be seen that the mean predicted segmentation volumes are

smaller compared to the mean ground truth volumes.

Model 1, which was trained with the PURE-01 baseline scans, showed a Dice score of

0.39, the mean Hausdorff distance was 37.11 mm and the Pearson’s correlation was 0.499 for

the baseline test set. The PURE-01 on-treatment test set had a Dice score of 0.30, a Hausdorff

distance of 31.35 mm and the Pearson’s correlation was 0.693 (see Table A.1). Model 2 was

trained with baseline as well as on-treatment scans. In Table A.2 it can be seen that the

model performance for the PURE-01 on-treatment test set was getting better, while there

was a slight decrease for the PURE-01 baseline test set, according to the Dice score. When,

for model 4, the on-treatment labelling was changed according to the pathological outcome

(instead of an ROI segmentation), the model performance for the PURE-01 on-treatment

test set was even better; Dice score was 0.61, Hausdorff distance was 26.75 mm and the

Pearson’s correlation was 0.858 (see Table A.4). For model 3, where the training set was

based on both the PURE-01 and the NABUCCO datasets, the performance for the PURE-01

test set was roughly equal to the performance of model 2. The NABUCCO performance

could not be measured, since this was a very small subgroup (n=4). Instead, the overall

model performance was calculated (see Table A.3).

Visual inspection of the predicted segmentation showed that the segmentation was within

the ROI, but of a smaller volume. An example can be found in Figure 2.3.

The Pearson’s correlation scatter plots can be seen in Appendix B( Figure B.1 for the

baseline test set and Figure B.2 for the on-treatment test set). The regression line was plotted
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(D) (E)

FIGURE 2.3: Predicted segmentations on a T2-weighted on-treatment MRI scan from a 75-year-old man of the
PURE-01 dataset. After cystectomy the pathological staging was ypT0N0Mx. The segmentations are visualised
in green. (A) The radiological segmentation (ground truth) can be seen. The predicted segmentations can be
seen for (B) model 1, (C) model 2, (D) model 3 and (E) model 4.

against the perfect prediction, to see how the predicted volumes correlate to the ground

truth volumes. It can be seen that the regression line was bent due to the logarithmic scale.

Bland-Altman plots were used to determine the agreement (bias and variance) between

the ground truth and predicted segmentation volumes (see Appendix C: Figure C.1 for the

baseline test set and C.2 for the on-treatment test set). The mean difference was expressed in

mm3. The regression line was plotted with a 95% Confidence Interval (CI). For both baseline

and on-treatment, it can be seen that the regression line goes up when the mean volume

increases; the difference between the ground truth and predicted segmentation volume in-

creased if the mean volume is higher.

For models 5 through 8, the same data subsets were used, but the data was first prepro-

cessed based on Nyúl standard scaling, see Figure 2.4 for an example. The model perfor-

mance, correlation plots and Bland-Altman plots can be found in respectively Appendix A
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(Table A.5-A.8), Appendix B and Appendix C. The model performance for the PURE-01 test

set was quite similar to the models trained without Nyúl standard scale preprocessing.

2.4.2 External Validation

On the external validation, which was performed with the NABUCCO dataset, models 1,

2 and 4 were performing poorly, which can be seen according to the low Dice score of 0.00

and high Hausdorff distances (see Appendix A). The correlation plots (Figure B.3 and B.4),

showed that the overall correlation, especially for baseline segmentations, was poor. Visual

inspection showed random predicted regions, sometimes within the actual tumour or ROI,

as well as around the bladder in other anatomical structures (e.g. muscle, rectum and colon).

Model performance on the external validation set significantly improved for the models

trained with Nyúl standard scale preprocessing. The Dice scores for the baseline segmen-

tations were respectively 0.34, 0.36 and 0.28 for models 5, 6 and 8. This was comparable to

the results of the PURE-01 test set. The Dice scores for the on-treatment segmentations were

respectively 0.11, 0.27 and 0.09. It was noticeable that model 8 scores significantly lower on

the NABUCCO on-treatment (external validation), compared to the PURE-01 on-treatment

(test set); 0.09 vs 0.45. The baseline Bland-Altman plots (Figure C.3) for models 5, 6 and 8

showed a constant difference for different mean volumes. The on-treatment plots (Figure

C.4) showed a higher difference in volume for higher mean volumes.

2.4.3 Outlier Analysis

For the PURE-01 test set, three outliers were identified by calculating Cook’s distance. Visual

inspection showed no signs of artefacts or misalignment’s between the sequences, therefore

the data points were not removed. The same goes for the NABUCCO external validation

set. Three outliers were identified, but visual inspection showed no signs of artefacts or

misalignment. It can be seen that the outliers, identified with Cook’s distance, were the

segmentations with the highest volumes.
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(C) (D)

FIGURE 2.4: T2-weighted pelvic MR images. (A) Original axial slices from a patient of the PURE-01 dataset
with (B) the corresponding preprocessed slice. (C) Shows an original axial slice from a patient of the NABUCCO
dataset, within (D) the corresponding preprocessed slice.
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2.4.4 Prediction of Pathological Response

The predictive value of the volume was estimated using the ROC-AUC. An AUC value close

to 1.0 indicates perfect discrimination between pCR and non-pCR, while an AUC value close

to 0.5 indicates that the performance is as good as random guessing. In tables 2.2 and 2.3, the

ROC-AUC values, sensitivity and specificity, with 95% CI, for respectively the PURE-01 test

set and NABUCCO external validation set can be found. In Figure 2.5, the ROC curves for

both PURE-01 and NABUCCO segmentation volumes can be found, with on the x-axis the

False Positive Rate (1 - Specificity) and the y-axis the True Positive Rate (Sensitivity). Each

figure shows, for each trained nnU-Net model, the ROC curves for baseline volume, on-

treatment volume and the volume difference over time. It can be seen that the on-treatment

volume predictions have a higher AUC value, compared to the baseline volumes and the

volume difference over time.

2.5 Discussion

The goal of this study was to train an automatic segmentation model for bladder cancer.

With this segmentation, tumour-specific features, like tumour volume, can be analysed for

their predictive value of the therapeutic response.

2.5.1 Model Performance

To train a model for tumour-specific segmentations, the labels should contain a radiological

delineation of the tumour. Tumour delineation on baseline scans was complicated by the

post-operative inflammatory response of the TURBT, which made it difficult to distinguish

between tumour-specific tissue and the post-operative TURBT effect. If evident tumour

could be delineated, the radiologist created a specific tumour segmentation. For model

training, the tumour-specific segmentations were included if evident tumour could be de-

lineated, else the ROI delineation was used. This resulted in a very weak linear correlation

between the predicted and ground truth baseline segmentation volumes (Pearson’s corre-

lation coefficient between 0.051 - 0.523). In each trained model, the volume correlations for
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TABLE 2.2: ROC-AUC values, sensitivity and specificity, expressed with a Confidence Interval (CI) of 95%, for
the PURE-01 test set. Overall represents the average over all models.

Volume AUC Sensitivity Specificity

Baseline 0.66 (0.38 - 0.89) 0.50 (0.17 - 0.80) 0.57 (0.25 - 0.86)
Model 1 on-treatment 0.76 (0.66 - 0.85) 0.65 (0.52 - 0.76) 0.76 (0.61 - 0.88)

Difference (%) 0.86 (0.63 - 0.83) 0.75 (0.50 - 1.00) 0.86 (0.60 - 1.00)

Baseline 0.76 (0.50 - 1.00) 0.67 (0.40 - 0.90) 0.83 (0.56 - 1.00)
Model 2 on-treatment 0.87 (0.67 - 1.00) 0.67 (0.43 - 0.90) 0.83 (0.56 - 1.00)

Difference (%) 0.72 (0.54 - 0.95) 0.56 (0.29 - 0.83) 0.67 (0.33 - 1.00)

Baseline 0.81 (0.56 - 1.00) 0.67 (0.40 - 0.89) 0.86 (0.57 - 1.00)

Model 3 on-treatment 0.89 (0.68 - 1.00) 0.67 (0.40 - 0.91) 0.86 (0.57 - 1.00)
Difference (%) 0.76 (0.50 - 0.96) 0.67 (0.40 - 0.90) 0.86 (0.57 - 1.00)

Baseline 0.80 (0.55 - 1.00) 0.67 (0.40 - 0.90) 0.83 (0.56 - 1.00)
Model 4 on-treatment 0.87 (0.67 - 1.00) 0.67 (0.40 - 0.90) 0.83 (0.56 - 1.00)

Difference (%) 0.78 (0.52 - 1.00) 0.67 (0.38 - 0.89) 0.83 (0.56 - 1.00)

Baseline 0.50 (0.19 - 0.80) 0.44 (0.17 - 0.71) 0.50 (0.17 - 0.83)
Model 5 on-treatment 0.77 (0.68 - 0.86) 0.65 (0.52 - 0.76) 0.75 (0.62 - 0.88)

Difference (%) 0.73 (0.52 - 0.97) 0.60 (0.33 - 0.86) 0.71 (0.40 - 1.00)

Baseline 0.74 (0.50 - 0.97) 0.67 (0.38 - 0.89) 0.83 (0.56 - 1.00)
Model 6 on-treatment 0.89 (0.71 - 1.00) 0.67 (0.43 - 0.90) 0.83 (0.56 - 1.00)

Difference (%) 0.81 (0.66 - 0.99) 0.70 (0.45 - 0.91) 0.88 (0.60 - 1.00)

Baseline 0.73 (0.46 - 0.96) 0.56 (0.27 - 0.80) 0.67 (0.29 - 1.00)
Model 7 on-treatment 0.91 (0.72 - 1.00) 0.67 (0.40 - 0.90) 0.86 (0.57 - 1.00)

Difference (%) 0.83 (0.64 - 1.00) 0.67 (0.40 - 0.90) 0.86 (0.57 - 1.00)

Baseline 0.63 (0.38 - 0.88) 0.56 (0.29 - 0.83) 0.67 (0.33 - 1.00)
Model 8 on-treatment 0.89 (0.68 - 1.00) 0.67 (0.43 - 0.90) 0.86 (0.56 - 1.00)

Difference (%) 0.85 (0.63 - 1.00) 0.67 (0.40 - 0.90) 0.86 (0.56 - 1.00)

Baseline 0.70 0.59 0.72
Overall on-treatment 0.86 0.67 0.82

Difference (%) 0.79 0.66 0.81
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TABLE 2.3: ROC-AUC values, sensitivity and specificity, expressed with a Confidence Interval (CI) of 95%, for
the NABUCCO external validation set. Overall represents the average over all models.

Volume AUC Sensitivity Specificity

Baseline 0.60 (0.34 - 0.83) 0.55 (0.30 - 0.80) 0.64 (0.33 - 0.89)
Model 1 on-treatment 0.67 (0.39 - 0.93) 0.71 (0.40 - 1.00) 0.83 (0.50 - 1.00)

Difference (%) 0.66 (0.33 - 0.91) 0.57 (0.22 - 0.88) 0.67 (0.33 - 1.00)

Baseline 0.53 (0.31 - 0.77) 0.55 (0.27 - 0.82) 0.64 (0.33 - 0.90)
Model 2 on-treatment 0.50 (0.21 - 0.77) 0.43 (0.14 - 0.75) 0.50 (0.17 - 0.83)

Difference (%) 0.51 (0.25 - 0.79) 0.57 (0.29 - 0.86) 0.67 (0.33 - 1.00)

Baseline 0.59 (0.35 - 0.80) 0.45 (0.20 - 0.71) 0.50 (0.22 - 0.80)
Model 4 on-treatment 0.57 (0.30 - 0.85) 0.57 (0.25 - 0.88) 0.67 (0.33 - 1.00)

Difference (%) 0.75 (0.48 - 0.95) 0.57 (0.25 - 0.88) 0.67 (0.33 - 1.00)

Baseline 0.70 (0.44 - 0.92) 0.50 (0.25 - 0.78) 0.57 (0.25 - 0.88)

Model 5 on-treatment 0.59 (0.34 - 0.82) 0.40 (0.15 - 0.67) 0.43 (0.14 - 0.75)
Difference (%) 0.77 (0.52 - 0.97) 0.60 (0.33 - 0.86) 0.71 (0.40 - 1.00)

Baseline 0.49 (0.25 - 0.74) 0.40 (0.17 - 0.67) 0.43 (0.12 - 0.75)
Model 6 on-treatment 0.60 (0.36 - 0.85) 0.50 (0.25 - 0.75) 0.57 (0.25 - 0.88)

Difference (%) 0.84 (0.66 - 0.99) 0.70 (0.45 - 0.91) 0.88 (0.60 - 1.00)

Baseline 0.54 (0.31 - 0.77) 0.50 (0.22 - 0.78) 0.57 (0.25 - 0.88)
Model 8 on-treatment 0.47 (0.25 - 0.72) 0.50 (0.25 - 0.75) 0.57 (0.25 - 0.88)

Difference (%) 0.61 (0.40 - 0.83) 0.50 (0.25 - 0.75) 0.57 (0.25 - 0.86)

Baseline 0.58 0.49 0.56
Overall on-treatment 0.57 0.52 0.60

Difference (%) 0.67 0.59 0.70
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FIGURE 2.5: ROC plots of the segmentation volume’s predictive value for pathological response.
For each trained nnU-Net model, the ROC curves for baseline volume, on-treatment volume and
the volume difference over time. The x-axis represents the False Positive Rate (1 - Specificity) and
the y-axis the True Positive Rate (Sensitivity). * For models 3 (C) and 7 (G), the NABUCCO data
have too few data points for statistical analysis, therefore the ROC curve for the whole test set is
calculated (PURENAB all). Abbreviations: base = baseline, ont = on-treatment, delta = difference
between baseline and on-treatment.
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Chapter 2. Automated detection of tumour

the baseline segmentations were lower compared to the on-treatment segmentation volume

correlations (0.693 - 0.942).

In the correlation scatter plots for the PURE-01 on-treatment set it can be seen that the

predicted volumes underestimate the radiological ground truth (see Figure B.2). This was

also seen during visual inspection (see Figure 2.3) and by the mean volume calculations (see

Appendix A). This can be explained by the fact that the radiologist delineated an ROI for

the on-treatment scans, based on the previously delineated ROI on the baseline scan. The

segmentation was slightly adjusted to the anatomical structures, but no specific (residual)

tumour segmentation was created. Since the on-treatment segmentations are not tumour-

specific segmentations, the radiological ground truth will probably be an overestimation of

the true pathological response, especially for those with a pCR.

When looking at performance evaluation only in terms of predicted segmentations, the

Dice score, which determines the amount of overlap between both segmentations, and the

Hausdorff distance are relatively poor. However, when we look at Pearson’s correlation

coefficient (Table Appendix A), the mean difference in the Bland-Altman plots (Figures C.1

and C.2) and the predictive value of segmentation volume for pathological response (Table

2.2), measured with the AUC, we see a significant performance. Since the model was trained

on radiological segmentations, larger than the evident tumour, this could introduce a sys-

temic error. A systemic error would throw off the performance metrics measuring overlap

of volumes but would be accounted for in metrics that rely on rankings.

Further, it can be seen for the on-treatment segmentations that the difference between the

ground truth and predicted segmentation volume was larger when the mean segmentation

volume was higher (see Figure C.2). This proportional bias can be explained by the fact

that for some patients the tumour specific segmentation was used as label and for others the

large ROI.

Besides this mathematical approach, a visual inspection was performed as well during

outliers detection and model failure. It can be seen that the segmentation was located cor-

rectly, i.e. in the bladder wall, but that the volume was systematically smaller than the

ground truth (see Figure 2.3). This resulted in a low Dice score and the high Hausdorff dis-

tance as we have seen. However, the high correlation between the predicted and the ground
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truth volume, the agreement between AI- and radiologist-measured volume, and the good

correlation between the on-treatment AI-measured volume and pathological response indi-

cates the presence of a systematic error in volume measurement made by the AI algorithm

- which can be also explained by the algorithm selecting the pixels providing the highest

evidence of tumour.

2.5.2 External Validation

External validation was performed with the NABUCCO dataset (see 1.4.2). Model perfor-

mance for external validation showed poor Dice scores, high Hausdorff distances and poor

correlation coefficients (see Tables A.1, A.2 and A.4 in Appendix A). The Dice Score, deter-

mining the amount of overlap, was for all validation sets 0, except for model 1. This model

was trained with PURE-01 baseline scans and the external validation with NABUCCO base-

line showed a Dice score of 0.21. Visual inspection showed that the predicted segmentation

was within the ROI, but there were also a lot of segmented areas outside of the ROI. The

NABUCCO on-treatment predictions for model 1 showed a high mean predicted volume,

but the Dice score was 0. Visual inspection showed that other (random) anatomical struc-

tures were segmented. Which corresponds to the low correlation coefficient. The predicted

segmentations for models 2 and 4 had a very low mean volume, resulting in a Dice score of

0 and high Hausdorff distances.

Data preprocessing was applied to normalise the voxel intensities and therefore har-

monise both datasets, in an attempt to make the models more generalisable. Comparing the

models trained with the original data (models 1 to 4, see Table A.1 to A.4) with the models

trained with preprocessed data (model 5 to 8, see Table A.5 to A.8), the models trained with

preprocessed data showed significant improvement on the external validation set. The Dice

scores for the models, both baseline and on-treatment, were comparable with the perfor-

mance on the PURE-01 test sets. Only on-treatment segmentations for model 8, where the

segmentation volume for pCR is set to zero, showed a really low Dice score for the exter-

nal validation set. The significant improvement on the external validation set proves that

intensity normalisation optimises the model performance on our external validation set.
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Further, it can be seen that the mean ground truth volume for the NABUCCO baseline

scans was significantly higher, compared to the NABUCCO on-treatment and the PURE-01

dataset. This is because both studies had different inclusion criteria according to the staging.

The PURE-01 study included patients who had a clinical (c)T3bN0 stage tumour,7 while the

NABUCCO study included patients with a cT3-4aN0M0 or cT1-4aN1-3M0.6 The ground

truth volumes between the ’original’ data and the preprocessed data slightly change, this is

because the preprocessed data was resampled with nearest neighbour interpolation.

2.5.3 Outliers

Outliers were identified quantitatively, using the Cook’s distance.42, 43 The Cook’s distance

identifies the influence of a data point on the model, so it measures how much the model

will change if an individual data point is deleted. A high Cook’s distance means a high

influence on the model. If a data point is of high influence, it is suspect for an outlier,

but it does not necessarily mean that it should be deleted from the dataset. The suspect

outliers were analysed by visual inspection. Outliers were removed if there were image

artefacts or misalignment between the sequences. For both the test- and external validation

set, three outliers were identified with Cook’s analysis, but we did not remove outliers. It

turned out that the outliers were the ones with the highest segmentation volume. This is

also reflected in the Bland-Altman plots, where we see that the difference between ground

truth and predicted segmentation volume increased as the mean volume increased.

Outlier analysis relies on statistical assumptions that may not hold on small datasets.

Using Cook’s analysis on our datasets, the results are biased against larger volumes, there-

fore we decided to only remove the outliers if image artefacts or misalignment between the

sequences was seen. Since those were not present, we did not remove outliers. For larger

datasets in future studies, we should look into different methods for outlier removal.
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2.5.4 Prediction of Pathological Response

The performance measurement for predicting pathological response can be found in Table

2.2 and the ROC curves can be found in Figure 2.5. The AUC values close to 1.0 indicate per-

fect discrimination between pCR and non-pCR, while the AUC values close to 0.5 indicate

that the performance is as good as random guessing. Analysing the AUC scores showed

that the on-treatment segmentation volumes have the highest predictive power. The on-

treatment AUC scores are the highest for model 7, which was trained with both the PURE-01

and NABUCCO datasets (AUC score is 0.91).

Together with the AUC, sensitivity and specificity were calculated (95% CI). The sensi-

tivity determines the ability to correctly identify patients with a disease (True Positive Rate),

while the specificity determines the ability to correctly identify patients without the disease.

If we look at the prediction of the pathological response, we want the sensitivity to be as high

as possible, to minimise the number of False Negatives. In other words, we want to avoid

that a patient with a non-pCR (labelled as 1) is classified as pCR (labelled as 0). But if we

look at organ-sparring treatment options after neoadjuvant therapy, we would like to have

a high specificity. For all models, it can be seen that the specificity is higher compared to the

sensitivity. This means that the number of false positives is lower compared to false nega-

tives. It is possible to choose a different threshold value to increase the sensitivity, however,

this will result in a decrease in specificity. Since the current treatment protocol consists of a

radical cystectomy, regardless of neoadjuvant therapy response, the high specificity might

be an opening for possible organ-sparring protocols in the future.

2.5.5 Limitations and Outlook

The models were trained with an ROI segmentation, instead of a tumour-specific segmen-

tation, for both the baseline and on-treatment scans. This is an overestimation of the actual

tumour volume. More tumour-specific segmentations should be included in the training

set, to create more accurate segmentations, which might probably increase the predictive

value of segmentation volume for the pathological response. For tumour-specific segmen-

tations we do not necessarily need immunotherapy studies, increasing the range of possible
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datasets that could be included.

For this study, the pathological response was defined as the pathological staging after

radical cystectomy. Pathological staging was based on the location of remaining tumour

cells within the bladder wall of the resected specimen. This means that pathological re-

sponse was not based on the remaining tumour volume or tumour regression rate. For

example, tumour regression can be close to 100%, but if only a few viable tumour cells are

left within the perivesical fat, this will result in a pT3. For this study, therapeutic response

was based on the pathological staging; pCR (no remaining tumour cells; ypT0N0) vs non-

pCR (remaining tumour cells; ≥ ypTaNo). Since the results for both on-treatment volume

(remaining tumour volume) and the volume difference over time (tumour regression) as a

predictive value for pathological response is promising, volume and regression might be

taken into account for pathological treatment response.

The AUC values for on-treatment tumour volume were between 0.76 and 0.91, and the

AUC values for tumour difference over time were between 0.72 and 0.85. When looking

at organ sparring treatment after neoadjuvant therapy, further prospective studies should

determine the prognostic role of pathological staging and tumour regression in clinical prac-

tice. Follow-up treatment could, for example, be different for a complete response vs non-

complete response, remaining non-muscle invasive tumour vs remaining muscle invasive

tumour, the remaining tumour volume or the tumour regression rate.

For training the nnU-Net model, all five sequences were added as separate channels,

therefore it is important that the geometry of the landmarks and structures represented on

each sequence is the same, and that each voxel represents the same anatomical location.

Especially for the bladder, the anatomical location can vary during the sequences since it

is a very deformable organ (during the MRI acquisition bladder filling increases). For this

study, each sequence was pre-processed to the same voxel size to match the same space.

Unfortunately, this interpolation does not result in perfect anatomical alignment. Optimis-

ing sequence alignment ensures that the voxels in different channels will represent the same

anatomical information, and will therefore result in more accurate segmentations. Opti-

mising sequence alignment could be performed with the use of registration software that

supports non-rigid image registration parameters. Non-rigid transformations can change in
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shape and size, therefore dilatation and shear transformations are possible. For bladder reg-

istration, these non-rigid transformations are essential because the correspondence between

two acquired images cannot be described by only local translation or rotation.44

The sequences that were included in this study, are the same sequences as the radiolo-

gist uses for bladder cancer assessment. It is not known whether other sequences have a

predictive value. The fact that the radiologist does not include them in the assessment, does

not automatically mean that they do not contain predictive characteristics. Future studies

could include different or multiple DWI sequences and/or different time moments for the

DCE sequence and should point out the added value of each sequence.

Besides the DCE at 6/8 seconds, where early enhancement from tumour tissue is visible,

the DCE at 12 seconds was included, because post-operative inflammatory tissue, due to the

TURBT, starts to enhance at 13.6 seconds (± 4.2 seconds) after arterial enhancement.20 Based

on these two DCE scans, it might be possible to make a distinction between tumour and

post-operative inflammatory tissue, but further research should be performed to determine

the added value of each sequence. For this study, the DCE scans were manually selected,

but it might be possible to create a new algorithm to automatically select the DCE scan with

the most predictive information. Especially if more data is included, hand-picking the scans

is time-consuming.

2.6 Conclusion

We developed an automatic segmentation model using a DL algorithm to segment a bladder

tumour in mpMRI scans, from patients with MIBC, treated with neoadjuvant immunother-

apy. Performance evaluation showed a systematic error, introduced by ground truth seg-

mentations which is an overestimation of the real tumour volume. This systematic error

throws off the performance metrics. Nevertheless, the predictive value of segmentation vol-

umes for pathological response looks promising. Future clinical studies should prove the

role of pathological staging, in terms of remaining tumour volume and tumour regression

rate, for organ sparring treatment after neoadjuvant therapy.
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Chapter 3. Identification of predictive features

3.1 Introduction

Radiomics is an emerging field in oncology and radiology, that aims to use computer algo-

rithms to quantify tumour-specific characteristics from medical imaging, that can be used

for clinical outcome predictions. In the current clinical practice, radiological images are

qualitatively assessed by the radiologist. Research is increasing in the field of extracting

quantitative tumour morphological characteristics from radiological images, using com-

puter algorithms, that can be used for image feature identification and response prediction,

allowing more objective and quantitative analysis of tumours on radiological images.45 Ra-

diomics uses a collection of methods that extracts features from radiological images with

a data-characterisation algorithm. By quantitatively analysing the tumour characteristics

on radiological images, radiomic features could provide a better understanding of bladder

cancer pathology.45–47 In our study, where we make use of multiple MRI sequences, mor-

phological and functional features are extracted and quantified by the image intensity, shape

and texture.

More specifically, in this chapter, radiomic features were extracted from MRI sequences,

based on the DL-segmentations from the previous chapter, and used to predict immunother-

apy response in patients with MIBC. We studied the predictive performance of radiomic fea-

tures to select patients for immunotherapy, in case of baseline scans, or for potential organ-

sparring treatment following complete response after neoadjuvant immunotherapy, in case

of on-treatment scans.

3.2 Technical Background

3.2.1 Radiomic features

Radiomics uses data-characterisation algorithms to convert radiological imaging data into a

high-dimensional feature space. This is done through mathematical extraction of the spatial

distribution of signal intensities and their interrelationships.48, 49 There are multiple soft-

ware libraries available to extract radiomic features. We used the open-source PyRadiomics

package. Different types of features can be extracted from a radiological image. These are
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divided into three classes: shape, intensity and texture.49 Shape based features are described

in two- and three-dimensional size and shape of the segmentation mask, which is defined

by the segmentation mesh grid. The intensity-based features are calculated with first-order

statistics, these calculations describe the distribution of the voxel intensities. The textural,

second-order statistics-based, features are derived from the textural matrices and the distri-

bution of the grey level values in an image.49, 50

There are five matrices to describe textural features: 1) Grey Level Co-occurrence Ma-

trix (GLCM). This matrix shows different combinations of grey levels within the image and

therefore textural features can be extracted. The GLCM are second-order derived features,

which are computed considering the spatial relationship between two intensity levels of the

ROI. 2) Grey Level Size Zone Matrix (GLSZM), which quantifies grey level zones, defined

as the number of connected voxels with the same grey level intensity in an image. 3) Grey

Level Run Length Matrix (GLRLM) features are defined by the length of consecutive voxels

with the same grey level value. 4) Neighbouring Grey Tone Difference Matrix (NGTDM)

features point out the difference between the grey value and the average grey value with its

neighbours. 5) Grey Level Dependence Matrix (GLDM) features, which quantifies the grey

level dependencies of voxels within an image.

3.3 Method and Materials

3.3.1 Feature Extraction

The features were derived from a segmentation mask on a specific MRI sequence. For each

patient, radiomic features were extracted for both baseline and on-treatment scans, from

five sequences (T2-weighted, DWI b=1000, ADC, DCE at 8 and 12 seconds after arterial

enhancement), using the segmentations that were obtained with Model 1, as described in

Chapter 2.3 (see also table 2.1). All available feature classes were enabled and extracted. See

figure 3.1 for the schematic pipeline.
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3.3.2 Feature Analysis

After extracting the features, a Random Forest classifier (RFC) was trained to predict patho-

logical response to treatment. We investigated four different settings: baseline, on-treatment,

the difference over time between baseline and on-treatment, or delta features (in percent-

ages) and concatenation of both the baseline and on-treatment features.

The PURE-01 dataset was split into a train- (70%) and a test set (30%), via Monte Carlo

Cross Validation (MCCV). With MCCV, random subsamples of train- and test sets are gen-

erated, where the data is tested arbitrary. This means that the data can be more than once in

the test set, or not even at all. This differs from K-fold cross-validation, where each subset is

only tested once. Due to the small dataset, MCCV wass introduced to avoid overfitting and

reduce the variability of the model.

In each training fold, we selected the 20 most predictive features, based on the score

function f-classif, which calculates the ANOVA F-value between the label and features. An

RFC was trained to predict treatment response, with the pathological response used as the

ground truth: pCR was labelled as 0 and non-pCR was labelled as 1. As a random forest fits

several decision tree classifiers (n-trees=100), the maximum depth of the tree was set to two,

to avoid overfitting.

Model performance was evaluated by fitting the model on the test fold. By using mul-

tiple iterations (number of iterations = 100), the average test error was calculated over all

iterations. The accuracy of the classifier was expressed in the ROC-AUC with a 95% CI.

A correlation analysis was performed to determine whether there is a linear relationship

between the features of the sequences.

3.4 Results

The proposed pipeline was trained with n=55 patients and tested with n=24 patients, 36% of

them were labelled with a pCR. Features were extracted from the baseline and on-treatment

scans, for five different MRI sequences; T2-weighted, DWI b=1000, ADC, DCE=8s and

DCE=12s. For both the PURE-01 baseline and on-treatment scans, 112 features were ex-

tracted.
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FIGURE 3.1: Workflow of radiomics: starting with the image acquisition of mpMRI scans. Tumour segmenta-
tion is automatically performed by a trained AI segmentation model, the mask can be seen in green. Second,
radiomic features are extracted and finally, the predictive performance for the pathological treatment response
is analysed.

Classifier performance was expressed with the ROC-AUC. An AUC score close to 1.0

indicates perfect discrimination between pCR and non-pCR, while an AUC score close to

0.5 indicates that the performance is as good as random guessing. In Table 3.1, the AUC val-

ues can be found, expressed with a CI of 95%. The ROC curves can be found in Figure 3.2.

Radiomic features determined on the on-treatment segmentation had a higher predictive

value compared to the features extracted on the baseline segmentation, across all sequences

(respectively 0.70 vs 0.49 average AUC). For on-treatment scans, the T2-weighted sequence

had the highest AUC score (0.73). Baseline scans still provide valuable information, when

combined with on-treatment, as the difference over time between baseline and on-treatment

showed, overall, the highest AUC scores. Compared to the results reported in the previ-

ous chapter (Chapter 2, Table 2.2), radiomic features underperform compared to volumetric

measurements (respectively; on-treatment 0.70 vs 0.77, and difference over time 0.74 vs 0.82)

In Table 3.2 the most predictive radiomic features were determined for each sequence,

divided into feature classes; intensity, shape and texture. For the baseline scans the most
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predictive features were shape-based. While for the on-treatment scans, the most predictive

features were intensity- and textural-based. For the delta features, it can be seen that surface

area (shape-based) and texture features were the most predictive. It was noticeable that

the most predictive radiomic features for the concatenated database were based on the on-

treatment segmentations. This can be explained by the fact that the AUC scores for the

on-treatment features were higher compared to the AUC scores of the baseline features (see

Table 3.1).

In Figure 3.3, the correlation matrices of the most predictive radiomic features were pre-

sented. The correlation matrices describe the strength and direction of the linear relationship

between two features. A correlation score close to 1 indicates a strong positive linear rela-

tionship, while scores close to -1 indicate a strong negative linear relationship. The correla-

tion scores around 0 mean that there is a very weak linear relationship between the features.

For example, among the baseline features, it can be seen that the kurtosis feature from the

DWI had no linear correlation with any other feature. The on-treatment correlation matrix

showed a low linear correlation between the GLCM-class features from the DCE scans and

the shape-based features from the DWI, ADC and DCE at 8 seconds. The correlation ma-

trix for the difference between the baseline and on-treatment features showed weak linear

correlations. Since the most predictive features from the concatenated dataset were based

on the on-treatment features, the concatenated correlation matrix is quite similar to the on-

treatment correlation matrix.

TABLE 3.1: Results of the extracted image features. The results are expressed as the ROC-AUC with a 95% CI.
The ROC-AUC value represents the predictive value of the extracted image features, for each segmentation, to
predict the pathological therapeutic outcome. The predictive value was expressed as the ROC-AUC with a 95%
CI, for the three different experiments.

Radiomics Features

T2-weighted DWI dADC map DCE = 8s DCE = 12s

Baseline 0.51 (0.49 - 0.54) 0.49 (0.47 - 0.51) 0.53 (0.51 - 0.55) 0.46 (0.43 - 0.48) 0.46 (0.43 - 0.48)
On-treatment 0.73 (0.71 - 0.75) 0.66 (0.65 - 0.68) 0.71 (0.69 - 0.72) 0.68 (0.66 - 0.70) 0.70 (0.68 - 0.72)
Difference (%) 0.74 (0.73 - 0.76) 0.73 (0.71 - 0.75) 0.74 (0.72 - 0.76) 0.75 (0.74 - 0.77) 0.74 (0.72 - 0.76)

Concatenation 0.71 (0.69 - 0.73) 0.66 (0.64 - 0.68) 0.72 (0.70 - 0.73) 0.70 (0.68 - 0.73) 0.72 (0.70 - 0.74)
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(A) (B)

(C) (D)

(E)

FIGURE 3.2: ROC curves of the predictive values for the pathological response, based on the radiomic features
for the five sequences: (A) T2-weighted, (B) DWI, (C) ADC map, (D) DCE at 8 seconds after arterial enhancement
and (E) DCE at 12 seconds after arterial enhancement. The ’area’ within the legend corresponds with the AUC
value.
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(A) (B)

(C) (D)

FIGURE 3.3: Correlation plot between the most predictive features of the sequences, for (A) baseline scans, (B)
on-treatment scans, (C) difference over time and (D) the concatenated dataset.
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3.5 Discussion

In this chapter, radiomic features were extracted from the baseline and on-treatment seg-

mentations to predict pathological response. Delta features were calculated to analyse the

difference in tumour morphology over time. As shown in Table 3.1, it can be seen that

the AUC scores for the baseline segmentation were around 0.5 and therefore no distinction

between the therapeutic response can be made, based on the baseline features. When look-

ing at the features extracted from the on-treatment segmentations and the difference over

time, the AUC scores showed significant predictive values and were better to distinguish

cases of different pathological responses. For the concatenated dataset it can be seen that

the predictive features were determined from the on-treatment segmentations, and was not

considering baseline features at all. Considering the highest performance being reached by

delta features, these results suggest that simple concatenation might not provide optimal

utilisation of the feature set. However, it is difficult to formulate any sound hypothesis on

this matter, due to the apparent lack of predictive value in the baseline features.

From Chapter 2 (see Table 2.2), the AUC scores for the segmented volume as predictive

value for therapeutic response were calculated. The volume difference over time had the

highest AUC score (0.82) and the on-treatment volume had an AUC score of 0.77. The ra-

diomic features corresponded with these results because the Mesh Volume was one of the

most predictive features for on-treatment scans and the Surface Area was one of the most

predictive features for the difference over time (see Table 3.2). However, compared to these

volumetric measurements, the radiomics features showed lower AUC scores and therefore

underperformance. This might be the case if the RFC was overfitting on the training data.

AUC performance for the test set will decrease. Therefore we implemented a Logistic Re-

gression Classifier, to reduce the model complexity. Performance results showed lower AUC

values, compared to the model trained with RFC, and therefore it was probably underfitting

on the training data. Further study is needed to determine the optimal balance for variance-

bias trade-off and minimise the total error.

The T2-weighted sequence was used by the radiologist to determine morphological

characteristics of the tumour, which will appear slightly hyperintense.22, 23 The First-Order
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Range defines the range of grey values within the ROI and was a predictive T2 feature for

the therapeutic response. Then a second predictive T2 feature was the Dependence Entropy

from the GLDM. This feature determines the heterogeneity between the voxels. The DWI

sequence was used to evaluate diffusion restriction, caused by the tumour. True restricted

diffusion will show an increased signal on the DWI and a low signal on the ADC.22, 23 This

is why the maximal voxel intensity and intensity range (First-Order Maxima and -Range)

was a predictive feature for the DWI sequence. For the ADC sequence, the maximal in-

tensity was also predictive, together with the Kurtosis of voxel intensity. The Kurtosis rep-

resents the shape (peakedness) of the voxel intensity distribution. Tumour lesions can be

distinguished from healthy tissue due to early enhancement visible on the DCE sequence.

Early enhancement is recognised by hyperintensity on the early DCE time frames.20, 21, 23

For the DCE sequences, the GLCM features were identified as predictive features. GLCM

is a second-order statistical texture feature, which represents the spatial relationship, or dis-

tribution, of the grey values between voxels.51 The distribution of enhancement might be

predictive since it gives information about the extent of early enhancement, together with

the shape of the mesh volume.

For the difference between baseline and on-treatment, it can be seen that the surface area

was a predictive feature for multiple sequences. This can be explained by the fact that the

surface area is a shape-based feature that is computed on the segmentation independently

from the image itself. In combination with it, several textural features were predictive of

therapeutic response. When the baseline and on-treatment features were concatenated, the

predictive features were based on the on-treatment features, and therefore comparable with

the on-treatment results.

Correlation matrices were generated to visualise the linear correlation between the most

predictive features of each sequence. For baseline scans (Figure 3.3a) it can be seen that

the kurtosis feature from the DWI had no linear correlation with any other feature from the

other sequences. It should be noticed that the kurtosis was also the only feature from the

First-Order class, all other features were shape-based. From the correlation matrix of the on-

treatment features (Figure 3.3b), it can be seen that there was a very low linear correlation

between the GLCM features from the DCE scans and the shape-based features from the
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DWI, ADC and DCE at 8 seconds. The correlation matrix for the difference between the

baseline and on-treatment features (Figure 3.3c) showed low linear correlations, especially

if the features were from different classes. The features that showed weak linear correlation

were independent of each other. Therefore, a combination of these features might improve

the overall predictive value, increasing the AUC score. For this study, we only calculated

the AUC scores for each sequence separately. Due to some weak correlations between the

features, we might look further into the predictive value when all sequences are combined,

especially for the on-treatment and difference over time features.

The most predictive features turned out to be all shape-based features. Therefore we

assume that only (baseline) tumour volume will not have enough predictive performance

for therapeutic response assessment.

Some predicted segmentations for the on-treatment scans had a segmentation volume of

zero, which means there is no segmentation available to extract radiomic features. Instead

of removing these scans, the values were replaced by zeros for further analysis, but further

research is needed.

3.6 Conclusion

In this study, we extracted tumour-specific image features based on DL segmentations from

mpMRI in patients with MIBC, treated with neoadjuvant immunotherapy. Based on the

baseline scans, almost no distinction can be made in the pathological treatment response, but

looking at the difference over time between the features, a better distinction can be made.

The features that are extracted after neoadjuvant immunotherapy are promising to predict

the pathological response, while the features, derived before treatment are not.
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Chapter 4. Automated classification of response

4.1 Introduction

Currently, there are no biomarkers sufficient enough to predict therapeutic responses for

neoadjuvant immunotherapy for patients with MIBC. Neoadjuvant immunotherapy shows

promising results,6, 7 but to achieve optimal treatment, it should be decided, for each patient

individually, whether immunotherapy is the most suitable option.

Radiological images provide noninvasive, image features which might be useful to pre-

dict therapeutic responses. Especially, mpMRI plays an important role in therapeutic re-

sponse assessment.23 CNNs can be used to identify these image features and therefore a

prediction model can be trained. In the previous chapters we have seen an automatic seg-

mentation model and tumour-specific radiomic features are extracted from those segmen-

tations. The features and predictions are based on tumour-specific characteristics. In this

chapter, an end-to-end CNN is presented, where the prediction of therapeutic response is

based on the full 3D mpMRI scan, rather than tumour-specific characteristics. The goal is

to classify pathological staging and identify image features that might be predictive of the

therapeutic response for neoadjuvant immunotherapy.

4.2 Method and Materials

For this study, T2-weighted, 3D MRI scans from the PURE-01 study were used. MRI scans

are initially expressed in arbitrary units, therefore the voxel intensities cannot be compared

between multiple images of a single patient nor across different patients.36 Corresponding

anatomical structures do not have similar voxel intensities, not even under the same scan-

ner conditions, with the same acquisition protocol, and therefore image preprocessing is

required. The T2-weighted images were normalised by a standardised scale, according to

the method described by Nyúl et al.37

First, a standardisation scale was learned from 10 randomly selected on-treatment scans

of the PURE-01 dataset. These scans were re-sampled to 1x1x1 mm spacing, a Bias Field Cor-

rection was applied, the scans were padded and cropped to the same geometry (265x256x256

and 192x192x192) and finally, the voxel intensities were scaled between zero and one. The
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mean intensity histogram was extracted from these scans, from which the standard scal-

ing factor was determined. The second step was to transform all on-treatment scans with

the trained standardised scale. This resulted in MR images with voxel intensities that had

consistent tissue meaning.

Network Implementation

A 3D ResNet-18 architecture was implemented for model training. A ResNet, also called

Residual Network, is a CNN-based network, where skip layers are implemented. The net-

work architecture consists of residual blocks where skip connections are made between the

activation layers (see figure 4.1). A ResNet was formed by stacking these residual blocks,

whereas the ResNet-18 architecture consisted of 18 stacked residual blocks. ResNet has

the ability to provide a deep neural network, which can be trained without increasing the

training error percentage. Besides that, ResNet also overcomes the vanishing/exploding

gradient problems, because of the skip layers.

FIGURE 4.1: Residual block from a ResNet architecture
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Chapter 4. Automated classification of response

Multiple ResNet-18 models were trained, with n=82, T2-weighted, on-treatment scans

from the PURE-01 dataset (see Table 4.1). A binary classification label was used, based on

the pathological outcome: pCR was labelled as 0 and non-pCR as 1. Train- and validation

sets were randomly divided (respectively 70% and 30%) concerning the pathological out-

come. First, a model was trained with the entire 3D T2-weighted scans (256x256x256). A

second model was trained with T2-weighted scans that were preprocessed to geometry of

192x192x192. The scans were cropped around the bladder, to decrease the complexity of

the data and therefore overcome underfitting of the model. Lastly, a multichannel model

was trained with the cropped T2-weighted scans and the radiological segmentations (as

described in Chapter 2.3). The segmentations were added as a second input channel, to

provide the model with a region of interest (ROI).

The model was compiled with the categorical cross-entropy loss function and Adam as

an optimizer, with an initial learning rate of 1e-3. The batch size was set to 5, the model

was trained for 50 epochs and after every epoch, the best model checkpoint was performed.

To address overfitting, several methods were implemented to optimise the model towards a

more generalisable model: First, we focused on the input data. We applied data augmenta-

tion with multiple rotation angles, to enlarge the dataset, but also to increase the heterogene-

ity of the training samples. Second, we modified the model architecture and parameters.

Several drop-out layers (standard, spatial, alpha) were added and multiple normalisation

methods have been applied (batch-, group-, layer normalisation). Lastly, we modified the

model output by increasing regularisation.52, 53

Model performance was determined by the validation accuracy of the trained model and

overfitting was identified by analysing the training and validation loss. A model is overfit-

ting when the validation loss starts increasing, while the training loss continues to decrease.

The predictive value for pathological response was expressed with the AUC of the ROC

curve, sensitivity and specificity, presented with a 95% CI.

Finally, gradient-based saliency maps were visualised to determine which regions of the

MRI scan were relevant for the classification of pathological response. The saliency maps

were rendered as a heatmap, where the ’hotness’ corresponds to the region that has a high

impact on the models’ classification. It represents the features that lead to the final decision.
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TABLE 4.1: Model specifications for the training of the 3D ResNet-18 models.

Data input Geometry Additional Specifications

Model 1 3D T2-W MRI 256x256x256 None

Model 2 3D T2-W MRI 192x192x192 None

Model 3 3D T2-W MRI 192x192x192

Data Augmentation
Standard drop-out 30%
Spatial drop-out 30%
Batch Normalisation

Model 4
3D T2-W MRI
Segmentation ROI

192x192x192x2
Data Augmentation
Spatial drop-out 30%
Batch Normalisation

Model 5
3D T2-W MRI scan
Segmentation ROI

92x114x93x2
Data Augmentation
Spatial drop-out 30%
Batch Normalisation

4.3 Results

A 3D ResNet-18 model was trained with T2-weighted, on-treatment MRI scans, from n=57

patients of the PURE-01 dataset. The validation set consisted of n=25 patients. Model per-

formance results can be found in Table 4.2. First, a model was trained with the entire 3D,

T2-weighted scans (256x256x256), resulting in a validation accuracy of 0.42, the AUC score

for predicting pathological response was 0.34. Cropping of these scans to the geometry of

192x192x192 resulted in a validation accuracy of 0.63. Validation accuracy goes up, but so

does the training accuracy (respectively 0.89 and 1.00), indicating that the model is over-

fitting. To prevent overfitting; data augmentation, drop-out methods, normalisation and

L2-regularisation additions were performed. Model 3 showed a validation accuracy of 0.67

and an AUC value of 0.47. The validation accuracy for model 3 was the highest compared

to the other trained models.

Models 4 and 5 were trained with the segmented ROI of the tumour added as a second

channel. This resulted in a validation accuracy of 0.58 with a training loss of 0.53 and train-

ing accuracy was 0.88. The AUC score for model 4 was 0.62. For model 5, the MRI scans

were cropped according to a general bounding box based on the ROI segmentation. The

input layer had a dimension of 92x114x93x2, resulting in a lower validation accuracy (0.52

compared to 0.58) and lower AUC score (0.52 compared to 0.62). Training loss for model

5 was 0.12 and the training accuracy is 1.00, indicating overfitting during training. From

the ROC curves in Figure 4.2, it can be seen that model 4 had the highest AUC score (0.62)
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TABLE 4.2: Model performance of the trained 3D ResNet-18 models. The AUC, sensitivity and specificity are
presented with a 95% CI. None of the models showed significant results.

Validation

Accuracy

Training

Loss

Training

Accuracy
AUC Sensitivity Specificity

Model 1 0.42 0.59 0.89 0.34 (0.14 - 0.56) 0.47 (0.28 - 0.68) 0.44 (0.14 - 0.73)
Model 2 0.63 0.26 1.00 0.42 (0.22 - 0.61) 0.42 (0.22 - 0.61) 0.33 (0.09 - 0.60)
Model 3 0.67 0.82 0.63 0.47 (0.24 - 0.72) 0.47 (0.27 - 0.67) 0.44 (0.17 - 0.75)
Model 4 0.58 0.53 0.88 0.62 (0.42 - 0.82) 0.57 (0.35 - 0.76) 0.67 (0.38 - 0.92)
Model 5 0.56 0.12 1.00 0.52 (0.30 - 0.73) 0.43 (0.22 - 0.67) 0.44 (0.17 - 0.73)

FIGURE 4.2: ROC curves of the 3D ResNet-18 models

compared to the other models.

In Figure 4.3, the loss curves of the training and validation set for each model were

plotted. It can be seen that the validation loss increased at some point, while the training

loss continued to decrease. This indicates overfitting of the model. Only model 3 did not

show signs of overfitting.

In Figure 4.4, the gradient-based saliency maps were presented, where the tumour region is

marked with a white circle. The highlighted areas on the image represent the data which

is relevant for classification. It can be seen that, for models 1, 2, 4 and 5, there was a high-

lighted area around the bladder wall which contains tumour lesion. Model 1 showed also
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(A) (B)

(C) (D) *

(E)

FIGURE 4.3: Loss curves of the training and validation for each model. * For model 4 it can be seen that the 50
epochs were not reached, this was because early-stopping had been applied for this model.
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highlighted areas around the femur heads. Models 2 and 5 showed also highlighted areas

around the pelvic musculature. Besides this, model 5 also showed a slightly highlighted

area around the whole bladder wall. Model 4 showed solely a highlighted area within the

ROI segmentation. At last, model 3 did not show any highlighted areas within the tumour

region, only some in fatty tissue.

4.4 Discussion

A CNN, with ResNet-18 architecture, was implemented and trained on 3D, T2-weighted,

on-treatment pelvic MRI scans. The goal was to classify the pathological outcome, pCR or

non-pCR, for patients with bladder cancer, treated with neoadjuvant immunotherapy. A

classification model was trained to determine the presence of remaining tumour cells after

neoadjuvant immunotherapy, to classify the pathological outcome.

4.4.1 Model performance

Despite different setups, the models continued to overfit on the training data and therefore

showed poor results on the validation set. To address overfitting, on the one hand, adjust-

ment had been made regarding the input data; different input geometries, data augmenta-

tion and cropping of the scans to a bounding box based on the ROI segmentations. On the

other hand, the ResNet-18 architecture was slightly adjusted by adding drop-out layers and

network parameters, like normalisation and L2 regularisation, were modified.52, 53 The first

three models were only trained on the T2-weighted MRI scans. According to the validation

loss, models 1 and 2 were overfitting on the test data. Multiple network parameters were

modified. Model 3, which was trained with data augmentation, standard drop-out (30%),

spatial drop-out (30%) and batch normalisation, showed the best performance according to

the validation loss and -accuracy (0.67). Compared to models 1 and 2, modifying network

parameters prevented overfitting, but model performance remained poor. When looking at

the AUC scores for classifying pathological response, model 3 had the highest score (0.47

compared to 0.34 and 0.42 for respectively model 1 and 2), however, these scores implicate
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(A) Model 1 (B) Model 2

(C) Model 3 (D) Model 4

(E) Model 5

FIGURE 4.4: Gradient-based saliency maps show highlighted areas on the MRI scan which are relevant for the
classification of pathological response. The tumour region is marked with a white circle.
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that classification is still as good as random guessing. The heatmap plots for models 1 (Fig-

ure 4.4a) and 2 (Figure 4.4b) showed that there was at least a highlighted area within the

tumour region, while for model 3 (Figure 4.4c) there was not. For model 3 we were able

to prevent overfitting, but when visualising this network, the model did not recognize the

tumour as a relevant area for classification.

Additionally, two models were trained with the radiological segmentations as a second

input channel. According to the validation loss, both models were overfitting on the training

data, which can also be seen for the validation accuracy (0.58 for model 4 and 0.56 for model

5). When looking at the AUC scores for the classification of pathological outcomes, model

4 showed a higher AUC score compared to model 5 (0.62 AUC vs 0.52 AUC). The AUC

score of model 4 was slightly better than just random guessing, but still, the performance

for making a distinction between pCR and non-pCR is weak. It should be noticed that none

of the calculated AUC scores was significant. The heatmap for model 4 (Figure 4.4d) showed

solely a highlighted area within the tumour region. The model recognised the tumour region

as relevant for classification, yet it is not able to make the distinction between pCR and non-

pCR. The heatmap for model 5 (Figure 4.4e) showed, besides the highlighted area within

the tumour region, highlighted areas around the pelvic musculature as well.

When adding the segmentations as a second input channel, the predictive performance

for pathological outcome slightly increased but is still too close to random guessing. The

only model that was not overfitting, which was model 3, showed no highlighted areas on the

heatmap within the tumour region. While the highlighted areas of model 4 were perfectly

located within the tumour region, it had no predictive value for classifying pathological

outcomes.

4.4.2 Limitations and Outlook

The trained CNN models showed poor performance according to the classification of patho-

logical outcome. The main limitation of this study was the small dataset, only n=57 scans

were included for model training. To address overfitting and increase model performance,

we should add more training data. A way to increase the dataset might be by changing the
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inclusion criteria. This study focused on the response of immunotherapy, but for classifica-

tion of the pathological outcome we can, for example, include neoadjuvant chemotherapy

as well. Once we can classify pathological response, we can dive deeper into the image

features which are specific for immunotherapy response.

Other options to address overfitting can be divided into multiple classes. The first class

is about model inputs, such as data augmentation. With data augmentation, the training

data is enlarged by cropping/rotating/mirroring the data. Second, model architecture and

model parameters can be modified, such as adding drop-out layers and normalisation. Fi-

nally, we can also look into the models’ output, for example, the regularisation of the learn-

ing rate can be modified.52 In this study, we performed some first trial-and-error with the

above-mentioned methods, but the lack of training data remained the Achilles heel of this

study. By applying the different methods, we compared the validation loss with the vali-

dation loss of the model where nothing was done to prevent overfitting. It could be seen

that, when applying methods to address overfitting, the validation loss increased at a later

epoch or that the validation loss increased at a slower rate. Unfortunately, we were not able

to fully prevent overfitting, which can be seen in the validation accuracy (Table 4.2). For

further optimisation of this model, we should first include more training samples and then

address overfitting again according to the above-mentioned methods.

4.5 Conclusion

A 3D CNN, with Resnet-18 architecture, was trained on T2-weighted, on-treatment MRI

scans, to classify the pathological outcome in patients with MIBC treated with neoadjuvant

immunotherapy. Despite different network modifications, the models continued overfitting

on the training data. Therefore the models do not generalise on new, unseen data. More

training data should be included to address overfitting.

Further, it can be seen that adding segmentation as a second channel shows good results

according to the saliency map. The model recognises the tumour region as relevant for

classification, but cannot yet distinguish between pCR and non-pCR.

57



Chapter 5

General Discussion



Chapter 5

General Discussion



Chapter 5. General Discussion

This thesis aimed to perform therapeutic response assessment of neoadjuvant immunother-

apy for patients with MIBC. Clinical studies showed that neoadjuvant immunotherapy is

promising, but until now there are no biomarkers that sufficiently predict whether a patient

will benefit from neoadjuvant immunotherapy. From the clinical perspective, there are two

main research questions; can we predict whether a patient will benefit from neoadjuvant

immunotherapy, based on the diagnostic MRI scan, and can we classify the pathological

outcome after receiving treatment and therefore give an indication if organ-sparring treat-

ment (e.g. chemo-radiation) is a possibility instead of radical cystectomy after neoadjuvant

immunotherapy.

5.1 Limitations

The work in this thesis contains limitations. First, the dataset had a low sample size. For

nnU-Net training we could only include n=72 patients, so training was performed on 114

scans. This resulted in model overfitting and therefore poor performance for new, unseen

data. Statistical analysis could only be performed on n=25 patients from the PURE-01 test

set and n=19 for the NABUCCO external validation set. Due to the small dataset, we intro-

duced Monte Carlo Cross Validation to reduce the variability of the model and for the CNN

we addressed overfitting with multiple techniques. Nevertheless, model performance will

increase and the results will be more reliable with a bigger dataset.

Second, the labels used for model training were an overestimation of the actual tumour

volume. Tumour delineation on baseline scans was complicated by the preceding TURBT,

which made it difficult to distinguish specific tumour tissue and post-operative inflamma-

tory response of the TURBT. Besides, for the segmentations on on-treatment scans, the radi-

ologist delineated an ROI, based on the previously delineated ROI on the baseline scan. The

segmentation was slightly adjusted to the anatomical structures, but no specific (residual)

tumour segmentation was created.
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5.2 Recommendations

For further studies, we would like to add more training data. For this study, we limited

the included data to patients treated with neoadjuvant immunotherapy. To increase model

performance for automatic tumour detection, we might consider adding more patients with

MIBC, regardless of neoadjuvant treatment.

To overcome the second limitation, we advocate for standardisation of the segmentation

process. With a standardised segmentation pipeline for new MRI scans, we can improve

the accuracy and precision of the delineations. This also allows for several radiologists to

segment cases, making the model more robust, since only one radiologist delineates the

tumour ROI for this study. We could also add an iterative revision pipeline, where the radi-

ologists adjust the models’ predicted segmentations. The model can be retrained with these

improved segmentations. By adding more data and applying a standardised segmentation

pipeline, we aim for better model performance. Increasing the segmentation accuracy might

also increase the predictive performance for the radiomic features.

We trained an automatic segmentation model on five mpMRI sequences. All five sequences

were added as separate channels, therefore it is important that the geometry of anatomical

structures, represented on each sequence, is similar and that each voxel represents the same

anatomical information. Especially for the bladder, the anatomical location can vary during

sequence acquisition, since it is a very deformable organ. Optimising sequence alignment

ensures that the voxels in different channels will represent the same anatomical information,

and will therefore result in more precise segmentations.

Predictive performance for the diagnostic MRI scan was lower compared to the on-treatment

and difference over time. Results for volume and radiomic features showed low AUC scores,

and are therefore poor in predicting pathological outcomes. It remains challenging to pre-

dict whether a patient will benefit from neoadjuvant immunotherapy. Future studies might

consider a multi-modality approach, we could add, for example, genetic immunological

biomarkers PD-L1 and CD8+ or look more into the predictive value of CT scans.6
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The clinical goal would be to have a model, that can perform a prediction for the most

suitable therapy. The outcome would be an indication for each possible neoadjuvant ther-

apy, expressed in percentages, considering pathological outcome or overall survival.

Results for both on-treatment volume (remaining tumour volume) and the volume differ-

ence over time (tumour regression), as a predictive biomarker for pathological response

assessment, are promising. Although, the predictive performance should be optimised, con-

sidering the low sensitivity. When looking at organ sparring treatment after immunother-

apy, remaining tumour volume and tumour regression rate could be taken into account.

Further clinical studies should determine the prognostic role of pathological staging and tu-

mour regression in clinical practice. For the radiomic features, further studies might focus

on the distinction between predictive features and prognostic features.54

Current clinical protocol, for patients with MIBC, consists of neoadjuvant chemother-

apy followed by a radical cystectomy, regardless of the chemotherapy response. If the

model would be able to classify pathological outcomes, we might have a good indication for

organ-sparring treatment after neoadjuvant therapy. Clinical studies should define which

treatment is suitable, according to the survival/recurrence rate.

Before introducing AI into clinical practice, we should compare the AI results against

radiological assessment. A qualitative radiological assessment of therapeutic response and

residual disease can be performed, which should be compared to the AI performance. Sub-

sequently, the added value of AI within the current clinical protocol should be quantified.
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Appendix A. Model performance tables

Model 1

TABLE A.1: Model performance for model 1. Model 1 is trained on PURE-01 baseline scans, performance is
analysed over the PURE-01 test set (baseline and on-treatment) and the external validation set with NABUCCO.
The volumes are expressed in cm3, the Hausdorff distance in mm and the Dice Score with a confidence interval
of 95%.

Mean volume

Ground truth (cm3)

Mean volume

Prediction (cm3)
Dice score

Hausdorff

distance (mm)
Pearson’s r

PURE-01 baseline 5.906 3.359 0.39 (0.09 - 0.46) 37.11 0.499
PURE-01 on-treatment 10.790 4.940 0.30 (0.19 - 0.40) 31.35 0.693
NABUCCO baseline 34.977 39.067 0.21 (0.03 - 0.37) 136.76 0.787
NABUCCO on-treatment 10.367 17.418 0.00 (0.00 - 0.17) 124.34 0.090

Model 2

TABLE A.2: Model performance for model 2. Model 1 is trained on both PURE-01 baseline and on-treatment
scans, performance is analysed over the PURE-01 test set (baseline and on-treatment) and the external validation
set with NABUCCO. The volumes are expressed in cm3, the Hausdorff distance in mm and the Dice Score with
a confidence interval of 95%.

Mean volume

Ground truth (cm3)

Mean volume

Prediction (cm3)
Dice score

Hausdorff

distance (mm)
Pearson’s r

PURE-01 baseline 7.992 7.192 0.33 (0.20 - 0.41) 33.46 0.414
PURE-01 on-treatment 12.909 6.901 0.52 (0.11 - 0.71) 30.12 0.896
NABUCCO baseline 34.977 0.812 0.00 (0.00 - 0.00) 83.21 0.736
NABUCCO on-treatment 10.367 0.377 0.00 (0.00 - 0.00) 106.59 -0.406

Model 3

TABLE A.3: Model performance for model 3. Model 3 is trained on both the PURE-01 and NABUCCO dataset.
Performance is analysed over the PURE-01 test set and the overall model performance is presented, since the
NABUCCO test set has too few datapoints for statistical analysis. No external validation set is used.The volumes
are expressed in cm3, the Hausdorff distance in mm and the Dice Score with a confidence interval of 95%.

Mean volume

Ground truth (cm3)

Mean volume

Prediction (cm3)
Dice score

Hausdorff

distance (mm)
Pearson’s r

PURE-01 baseline 7.992 6.556 0.33 (0.22 - 0.46) 28.55 0.364
PURE-01 on-treatment 12.909 7.090 0.50 (0.11 - 0.72) 32.05 0.888
Overall Test set 10.605 6.086 0.34 (0.23 - 0.49) 34.32 0.517

Model 4

TABLE A.4: Model performance for model 4. Model 4 is trained on both PURE-01 baseline and on-treatment
scans, where the labelling is adjusted to the pathological staging (if pCR, the segmentation volume is set to zero).
Performance is analysed over the PURE-01 test set (baseline and on-treatment) and the external validation set
with NABUCCO. The volumes are expressed in cm3, the Hausdorff distance in mm and the Dice Score with a
confidence interval of 95%.

Mean volume

Ground truth (cm3)

Mean volume

Prediction (cm3)
Dice score

Hausdorff

distance (mm)
Pearson’s r

PURE-01 baseline 7.992 5.604 0.33 (0.20 - 0.42) 24.64 0.299
PURE-01 on-treatment 10.022 6.924 0.61 (0.32 - 0.71) 26.75 0.858
NABUCCO baseline 34.977 2.729 0.00 (0.00 - 0.00) 105.24 0.186
NABUCCO on-treatment 10.367 2.187 0.00 (0.00 - 0.00) 114.70 0.594
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Model 5

TABLE A.5: Model performance for model 5. Model 5 is trained on preprocessed PURE-01 baseline scans,
performance is analysed over the preprocessed PURE-01 test set (baseline and on-treatment) and the external
validation set with NABUCCO. The volumes are expressed in cm3, the Hausdorff distance in mm and the Dice
Score with a confidence interval of 95%.

Mean volume

Ground truth (cm3)

Mean volume

Prediction (cm3)
Dice score

Hausdorff

distance (mm)
Pearson’s r

PURE-01 baseline 6.621 2.147 0.31 (0.13 - 0.43) 22.77 0.051
PURE-01 on-treatment 10.817 2.749 0.18 (0.06 - 0.27) 29.98 0.847
NABUCCO baseline 29.588 7.614 0.34 (0.00 - 0.46) 51.05 0.037
NABUCCO on-treatment 7.344 6.562 0.11 (0.02 - 0.43) 52.68 0.561

Model 6

TABLE A.6: Model performance for model 6. Model 6 is trained on both preprocessed PURE-01 baseline and
on-treatment scans, performance is analysed over the preprocessed PURE-01 test set (baseline and on-treatment)
and the external validation set with NABUCCO. The volumes are expressed in cm3, the Hausdorff distance in
mm and the Dice Score with a confidence interval of 95%.

Mean volume

Ground truth (cm3)

Mean volume

Prediction (cm3)
Dice score

Hausdorff

distance (mm)
Pearson’s r

PURE-01 baseline 7.852 4.346 0.33 (0.23 - 0.54) 24.30 0.511
PURE-01 on-treatment 12.839 4.168 0.35 (0.19 - 0.49) 29.13 0.845
NABUCCO baseline 29.588 9.734 0.36 (0.00 - 0.61) 31.99 0.156
NABUCCO on-treatment 7.344 7.290 0.27 (0.00 - 0.40) 32.44 0.524

Model 7

TABLE A.7: Model performance for model 7. Model 7 is trained on both the preprocessed PURE-01 and
NABUCCO dataset. Performance is analysed over the preprocessed PURE-01 test set and the overall model
performance is presented, since the NABUCCO test set has too few datapoints for statistical analysis. No exter-
nal validation set is used.The volumes are expressed in cm3, the Hausdorff distance in mm and the Dice Score
with a confidence interval of 95%.

Mean volume

Ground truth (cm3)

Mean volume

Prediction (cm3)
Dice score

Hausdorff

distance (mm)
Pearson’s r

PURE-01 baseline 7.852 4.323 0.32 (0.28 - 0.49) 24.14 0.523
PURE-01 on-treatment 12.839 4.448 0.45 (0.14 - 0.56) 29.81 0.942
Overall Test set 14.535 5.769 0.36 (0.28 - 0.48) 28.17 0.801

Model 8

TABLE A.8: Model performance for model 8. Model 8 is trained on both preprocessed PURE-01 baseline and
on-treatment scans, where the labelling is adjusted to the pathological staging (if pCR, the segmentation volume
is set to zero). Performance is analysed over the preprocessed PURE-01 test set (baseline and on-treatment) and
the external validation set with NABUCCO. The volumes are expressed in cm3, the Hausdorff distance in mm
and the Dice Score with a confidence interval of 95%.

Mean volume

Ground truth (cm3)

Mean volume

Prediction (cm3)
Dice score

Hausdorff

distance (mm)
Pearson’s r

PURE-01 baseline 7.852 4.191 0.30 (0.01 - 0.35) 27.28 0.424
PURE-01 on-treatment 9.693 3.689 0.45 (0.17 - 0.59) 17.09 0.788
NABUCCO baseline 29.589 7.763 0.28 (0.00 - 0.47) 29.37 0.205
NABUCCO on-treatment 7.344 6.959 0.09 (0.00 - 0.31) 60.94 0.545
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Appendix B. Scatterplots

(A) (B)

(C) (D)

(E) (F)

(G) (H)

FIGURE B.1: Scatterplots of the PURE-01 baseline ground truth and predicted segmentation
volumes (mm3)
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(A) (B)

(C) (D)

(E) (F)

(G) (H)

FIGURE B.2: Scatterplots of the PURE-01 ontreatment ground truth and predicted segmentation
volumes (mm3)

69



Appendix B. Scatterplots

(A) (B)

(C) (D)

(E) (F)

FIGURE B.3: Scatterplots of the NABUCCO baseline ground truth and predicted segmentation vol-
umes (mm3)
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(A) (B)

(C) (D)

(E) (F)

FIGURE B.4: Scatterplots of the NABUCCO ontreatment ground truth and predicted segmentation
volumes (mm3)
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Appendix C. Bland-Altman plots

(A) (B)

(C) (D)

(E) (F)

(G) (H)

FIGURE C.1: Bland-Altman plots of the PURE-01 baseline (test set) ground truth and predicted
segmentation volumes (mm3)

74



(A) (B)

(C) (D)

(E) (F)

(G) (H)

FIGURE C.2: Bland-Altman plots of the PURE-01 ontreatment (test set) ground truth and pre-
dicted segmentation volumes (mm3)
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Appendix C. Bland-Altman plots

(A) (B)

(C) (D)

(E) (F)

FIGURE C.3: Bland-Altman plots of the NABUCCO baseline (external validation) ground truth
and predicted segmentation volumes (mm3)
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(A) (B)

(C) (D)

(E) (F)

FIGURE C.4: Bland-Altman plots of the NABUCCO ontreatment (external validation) ground
truth and predicted segmentation volumes (mm3)
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