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Abstract

Introduction: Endovascular thrombectomy (EVT) for large vessel occlusion stroke of the anterior
circulation (LVO-a) can only be performed in selected hospitals. Of all EVT-eligible patients 45–83%
are initially presented in a hospital incapable of EVT and need to be transferred. A resulting delay of
39–114 minutes in EVT initiation is associated with worse functional outcome. A prehospital triage
instrument with which paramedics can reliably identify patients with an LVO-a stroke would enable
direct routing of these patients to the right hospital. Research has shown that electroencephalography
(EEG) can discriminate between patients with and without an LVO-a stroke. In this study, the diag-
nostic accuracy of subhairline EEG for LVO-a stroke was evaluated.

Methods: An EEG recording was performed in 37 patients who were presented to the emergency
department with a suspected stroke or known LVO-a stroke, as soon as possible after presentation,
and prior to potential EVT. Recordings were performed using 9 self-adhesive electrodes placed on
the forehead and behind the ears. We evaluated the diagnostic accuracy of EEG features quantifying
frequency band power (relative delta, theta, alpha and lower beta powers and power ratios), brain sym-
metry (pairwise derived Brain Symmetry Index [pdBSI]), connectivity (Magnitude Squared Coherence
[MSC] and weighted phase lag index), complexity (sample entropy and Higuchi Fractal Dimension) and
the probability distribution (skewness and kurtosis) for LVO-a stroke using receiver operating charac-
teristic analysis. Optimal cut-off points were determined as the maximum sensitivity at a specificity
of ≥ 80% for LVO-a stroke.

Results: Median age was 75 (IQR 66–81) years and 17/37 (46%) patients were female. In total,
13/37 (35%) patients had an LVO-a stroke, 14/37 (38%) a non-LVO-a ischemic stroke, 4/37 (11%) a
transient ischemic attack and 6/37 (16%) a stroke mimic. Median onset-to-EEG-time was 250 (IQR
127–528) minutes and median EEG-recording-time was 185 (IQR 181-–189) seconds. Recordings of all
patients were of sufficient quality to calculate frequency band power and brain symmetry measures.
Connectivity measures could not be calculated for 1/13 (8%) LVO-a stroke patient. Highest diag-
nostic accuracy for LVO-a stroke detection was obtained by the pdBSI in the theta frequency band
(AUC=0.88; sensitivity=85%; specificity=83%).

Conclusion: Subhairline EEG is a promising method for detection of LVO-a stroke, but validation in
a larger study population and the prehospital setting is necessary.

Keywords: acute stroke, electroencephalography, prehospital triage
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1 Introduction

Stroke is the second leading cause of death and third leading cause of disability worldwide [1–4]. The
majority of all strokes are ischemic in nature [3, 5]. Of all patients presented with acute ischemic stroke
(AIS), around 20% have a large vessel occlusion (LVO) [6, 7]. Endovascular thrombectomy (EVT) has
become standard treatment for patients with an LVO of the anterior circulation (LVO-a), ever since its
efficacy was established in five randomized trials in 2015 [8]. EVT, however, can only be performed in
comprehensive stroke centers (CSCs) [8]. Of all EVT-eligible patients 45–83% are initially presented
in a primary stroke center and need to be transferred to a CSC for EVT [9–12]. This interhospital
transfer causes delays of 39–114 minutes in EVT initiation, which is associated with worse functional
outcome [9, 10, 13–15].

Since EVT needs to be initiated as soon as possible, early identification of EVT-eligible patients in
the prehospital setting and subsequent direct transport to the closest CSC will benefit the outcome of
patients. Electroencephalography (EEG) is a promising technique for prehospital LVO-a stroke detec-
tion, as reduced cerebral blood flow (CBF) results in a decrease in higher frequencies, followed by an
increase in lower frequencies [16–19]. Several studies have shown that EEG can discriminate between
AIS patients and controls, and between LVO-a stroke patients and suspected stroke patients without
an LVO-a stroke [19–25].

The use of conventional wet electrode EEG would not be feasible in the prehospital setting, as it can
be time consuming [26]. An easy-to-use alternative with minimal setup time is needed. Possible alter-
natives that meet these requirements are a reduced EEG montage, a dry electrode EEG system [20,
21] or subhairline EEG [27]. In this research we focus on subhairline EEG, because it can be used in
practically all patients, regardless of hairstyle and head size.

Subhairline EEG has never been investigated for the specific purpose of LVO-a stroke detection, but
frontal and forehead EEG have been studied in patients with AIS. Finnigan et al. (2020) [27] for
instance showed that F3–F4 delta/alpha ratio (DAR) values discriminated between 18 AIS patients
and 28 healthy controls with high diagnostic accuracy (area under the receiver operating characteristic
(ROC) curve=0.99; sensitivity=94%; specificity=93%). Hussain et al. (2020) [28] developed a portable
device with dry electrodes at positions Fp1 and Fp2 and demonstrated a difference in revised Brain
Symmetry Index (rsBSI), DAR, and delta/theta ratio (DTR) values between 37 ischemic stroke pa-
tients and 36 healthy controls. In two other studies by Gottlibe et al. (2020) [29] and Wilkinson et al.
(2020) [30] an EEG headband (Muse, Interaxon Inc., Toronto, Canada) was used to explore forehead
EEG in patients with AIS. Gottlibe et al. showed a difference between rsBSI values of 33 AIS patients
and 25 healthy controls. Wilkinson et al. found differences in DAR, (delta+theta)/(alpha+beta) ratio
(DTABR) and pairwise derived Brain Symmetry Index (pdBSI) values when comparing 16 patients
with AIS and 9 controls. These EEG changes scale with the severity of the stroke.

The studies described above suggest that subhairline EEG could be used for LVO-a stroke detection.
To gain more insight into subhairline EEG as triage instrument, we will answer the following research
question in this thesis: “What is the diagnostic accuracy of subhairline EEG for large vessel occlusion
stroke of the anterior circulation in patients admitted to the emergency department with suspected
stroke?”. We hypothesize that subhairline EEG can be used to discriminate between LVO-a stroke
patients and suspected stroke patients without an LVO-a stroke.

1



2 Background: The effect of LVO-a stroke on EEG signals

The functioning of the brain is closely tied to its blood supply [17, 31]. In normal conditions the
CBF lies in the range of 50–70 mL blood per 100 g of brain tissue per minute [32, 33]. When the
CBF drops below normal conditions, protein synthesis is inhibited [34]. At this stage no changes are
seen in EEG signals; the first EEG abnormalities become present at a CBF of approximately 25–35
mL/100g/min [17]. Initially there is a decrease in the fast frequencies (in the alpha and beta frequency
band) followed by an increase in the slow frequencies (in the delta and theta frequency band) when
the CBF declines further [17, 33]. These EEG changes coincide with various cellular events, ranging
from anaerobic glycolysis to the suppression of synaptic transmission [16, 17, 32, 34, 35]. Under the
infarction threshold of 10–12 mL/100g/min the EEG becomes iso-electric [16, 17, 33, 36]. The affected
neurons lose their membrane potential, start to swell, and become irreversibly damaged [16, 17, 34].
An overview of changes in EEG signals and cellular responses at different CBF values is given in Table
1.

Table 1: Changes in EEG signals and cellular responses at different CBF values. The CBF is expressed
in mL blood per 100 g of brain tissue per minute.

CBF
(mL/100g/min) EEG changes Cellular response Neuronal injury

35-50 • No change • Inhibition of protein No injury
synthesis

12-35 • Decrease of fast frequencies • Anaerobic glycolysis Reversible1

(alpha and beta) • Complete suppression
• Increase of slow frequencies of protein synthesis

(delta and theta) • Suppression of synaptic
transmission

<10-12 • Iso-electric EEG • Anoxic depolarization Not reversible2

• Cytotoxic edema
1 can be irreversible depending on the extent and duration of ischemia [37, 38].
2 brainstem neurons depolarize more slowly and can recover [39].

2.1 Quantifying the effect of LVO-a stroke

Ischemia-induced changed in EEG signals can be quantified and used to distinguish patients with and
without an LVO-a stroke. Studies in which EEG features values have been compared between either
LVO-a stroke patients and other suspected stroke patients without LVO-a stroke or stroke patients
and controls have been summarized in Tables 2 and 3.

2.1.1 Frequency band power based features

Features that are most often used to distinguish stroke patients from non-stroke patients are based on
frequency band power. Ischemia causes slowing of the EEG and features that can be used to express
this shift in frequencies are therefore very common for ischemic stroke detection.

2.1.1.1 Relative band powers
The simplest method of analyzing a shift in frequencies is quantifying the power of each EEG frequency
band. The relative power of a specific band is subsequently calculated by dividing the spectral density
in that band by the total spectral density or the spectral density in a wider range.

2
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2.1.1.2 Power ratios
Slowing of EEG signals caused by ischemia can also be quantified by the ratios between lower and
higher frequency bands. Commonly used EEG features for this purpose are the DAR, theta/alpha
ratio (TAR) and DTABR. These features are calculated using the following formulas:

DAR =
P (δ)− P (α)

P (δ) + P (α)
, (1)

TAR =
P (θ)− P (α)

P (θ) + P (α)
, (2)

DTABR =
(P (δ) + P (θ))− (P (α) + P (β))

(P (δ) + P (θ)) + (P (α) + P (β))
, (3)

where δ, θ, α and β represent the delta, theta, alpha and lower beta band respectively. The ratios
are normalized between -1 and 1. A value between -1 and 0 indicates that the power of the higher
frequencies (alpha and/or lower beta band) is greater than the lower frequencies (delta and/or theta
band). For values between 0 and 1 the opposite is true.

2.1.2 Frequency asymmetry feature

An EEG feature that can be used to evaluate the difference in spectral characteristics between the
left and right hemisphere is the pairwise derived Brain Symmetry Index (pdBSI) [24]. The severity of
asymmetry in the EEG is determined by calculating the Fourier coefficients of the EEG signal along
homologous channel pairs i = 1, ...,M at frequency j = 1, ..., N for the right and left hemisphere (Rij

and Lij respectively). The pdBSI ranges between 0 (full symmetry) and 1 (maximal asymmetry) and
is defined as:

pdBSI =
1

NM

M∑
i=1

N∑
j=1

∣∣∣∣Rij(t)− Lij(t)

Rij(t) + Lij(t)

∣∣∣∣, (4)

where M is the number of homologous channel pairs and N the frequency. The variables Rij and Lij

represent power spectral densities (PSDs).

2.1.3 Features that quantify functional connectivity

It is assumed that neuronal oscillations and their inter-areal synchronization are essential in a normal
functioning brain [43]. Oscillatory interactions between neuronal populations can be described as
functional connectivity, which is the temporal correlation between neurophysiological events in different
areas of the brain [44].

2.1.3.1 Magnitude squared coherence
A commonly used linear measure of functional connectivity is the magnitude squared coherence (MSC).
The MSC is defined as:

Cxy(f) =
|Pxy(f)|2

Pxx(f)Pyy(f)
, (5)

with Pxx and Pyy the PSDs of signals x and y respectively and Pxy their cross power spectral density
[25]. The MSC ranges between 0 and 1, where a MSC of 0 indicates that x and y are linearly indepen-
dent and a MSC of 1 indicates that the signals are linearly dependent.

An important limitation of the MSC is that it is strongly affected by volume conduction [45]. Volume
conduction describes the effects of “recording electrical potentials at a distance from their source
generator” [46]. In scalp EEG there are several layers of tissue between the depolarizing neurons and
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the recording electrodes. The electrodes register the electric field that is created and its transmission
through the tissue. This means that an electrode not only records a signal based on the neuronal
activity directly below, but that surrounding neurons also affect the signal. If the MSC is calculated
for electrodes close to each other, the influence of volume conduction will be great, resulting in a high
MSC [25, 45].

2.1.3.2 Weighted Phase Lag Index
In 2007 the phase lag index (PLI) was introduced by Stam at al. [47], as a reliable measure for phase
synchronization. Compared to the MSC, it is not as sensitive to common sources. To determine the
PLI first the phases (ϕ) of the signals of channels n are calculated as:

ϕn,t = arctan
x̃n,t
xn,t

, (6)

where x is the signal and x̃(t) its Hilbert transform [47]. Subsequently the difference in phase between
the signals of two channels is calculated as:

∆ϕni,nj ,t = ϕni,t − ϕnj ,t. (7)

The PLI is then defined as:
PLI = |E{sign(∆ϕni,nj ,t)}|. (8)

Using the PLI it can be determined whether there is an asymmetry of the phase difference distribution.
An asymmetry implies that there is a difference between the likelihood that the phase difference lies
in the interval −pi < ∆ϕni,nj ,t < 0 and the likelihood that it lies in the interval −pi > ∆ϕni,nj ,t > 0.
If there is a difference, there is a phase lag between the two signals. Symmetry of the phase difference
distribution suggests that there is no coupling or the phase difference is 0 mod π. The latter can occur
when a common source influences the signals.

In 2011 Vinck et al. [48] described the weighted phase lag index (WPLI) for the first time. This feature
is an extension of the original PLI, with the advantages that it is not as sensitive to uncorrelated noise
and has greater statistical power to identify a change in phase synchronization. The formula of the
WPLI is [48]:

WPLI =
|E{ϕni,nj ,t}|
E{|ϕni,nj ,t|}

. (9)

2.1.4 Features capturing complexity

The electrical activity of the brain contains complex nonlinear dynamics. Over recent years there has
been increasing interest in studying the complexity of EEG signals [49]. The complexity of EEG signals
can be characterized using different measures.

2.1.4.1 Sample entropy
Entropy can be described as the rate at which information is generated and quantifies the randomness
and regularity of a system [50]. Many entropy algorithms have been described in the literature [51]. The
sample entropy (SampEn) was introduced by Richman and Moorman [52] in 2000, as a modification of
the approximate entropy (ApEn) [50]. The SampEn is the negative natural logarithm of the probability
that two sequences which are similar for m data points, are also similar for m+ 1 points. A low value
of SampEn indicates a high degree of regularity and self-similarity. Advantages of the SampEn are
its consistency, the fact that it is largely independent of data length and the elimination of self-matches.
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When calculating the SampEn we have two input parameters: r and m, with r the tolerance and m
the length of sequences to be compared. SampEn is calculated for time series of N data points: u(1),
u(2), ..., u(N). From this sequence we form the vectors x(1), x(2), ..., x(N −m+1), which are defined
as x(i) = [u(i), u(i+ 1), ..., u(i+m− 1)]. We describe the distance d[x(i),x(j)] between vectors x(i)
and x(j) using the following formula, where self-matches are excluded:

d[x(i),x(j)] = max
k=1,2,...,m

(|u(i+ k − 1)− u(j + k − 1)|) with i ̸= j. (10)

Next, for every i we define Cm
i as:

Cm
i (r) = (number of j such that d[x(i),x(j)] ≤ r)/(N −m+ 1), (11)

which is the probability a vector xm(i) is within a distance r of xm(j). Subsequently Bm(r) and Am(r)
are calculated, as the sum of all matches using m and m+ 1 respectively:

Bm(r) = (N −m)−1
N−m∑
i=1

Cm
i (r), (12)

Am(r) = (N −m)−1
N−m∑
i=1

Cm+1
i (r). (13)

We then divide Am(r) by Bm(r) and take the negative natural logarithm to determine the SampEn of
the signal:

SampEn(r,m,N) = − ln
Am(r)

Bm(r)
. (14)

2.1.4.2 Higuchi’s fractal dimension
The complexity of a signal in the time domain can be quantified with the Higuchi’s fractal dimension
(HFD). The HFD was introduced in 1988 by Higuchi [53] as a nonlinear measure for the changing
magnetic field of earth. Since then it has been applied in many different areas of science and engineer-
ing, including the analysis of physiological signals [54]. The HFD has lower computational cost than
entropy-based algorithms such as the SampEn [41].

To calculate the HFD we first define a time series x(1), x(2), ..., x(N), from which we form k new sets
of time series:

xmk : x(m), x(m+ k), x(m+ 2k), ..., x

(
m+

[
N −m

k

]
· k

)
with (m = 1, 2, ..., k),

with m the initial time, k the interval time and N the length of the original time series. The length of
curve xmk is defines as:

Lm(k) =

{( [N−m
k

]∑
i=1

|x(m+ ik)− x(m+ (i− 1) · k)|
)

N − 1[
N−m

k

]
· k

}/
k. (15)

In this formula N−1[
N−m

k

]
·k

represents a normalization factor.

The mean length L(k) can be determined by averaging Lm(k) for all m:

L(k) =

k∑
m−1

Lm(k)

k
. (16)

The HFD can be estimated as the slope of least squares linear regression line through the points
(ln(1/k), ln(L(k))).
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2.1.5 Features that describe the shape of the probability distribution

All values of an EEG signal can be captured in a probability distribution. The shape of this distribution
can be described by measures such as kurtosis and skewness. When calculating these measures we need
to determine the second, third and fourth moment of the signal. The rth central moment of a time
series of length n can be calculated using the following formula [55]:

mr =
1

n

n∑
i=1

(xi − x̄)r. (17)

2.1.5.1 Skewness
Skewness is used to describe the asymmetry of a probability distribution and is calculated using [55]:

skewness =
m3

m2
3/2

. (18)

2.1.5.2 Kurtosis
Kurtosis provides information on the shape of the peak and tails of a probability distribution. It is
calculated by [55]:

kurtosis =
m4

m2
2
. (19)
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3 Methods

3.1 Study population

Recordings with a subhairline EEG setup were performed from February 2022 until July 2022 in pa-
tients who were admitted to the emergency department (ED) of Amsterdam University Medical Centers
(UMC), location AMC, with a suspected or confirmed AIS. Additional inclusion criteria were an age
of 18 years or older and an onset of symptoms less than 24 hours before the EEG acquisition. The
exclusion criteria were an open head wound, an active infection of the scalp or a suspected COVID-19
infection.

The study population of the current study was not attained by consecutive sampling. An intentional
selection bias was introduced to enrich the study population with LVO-a stroke patients. This was
done to enable exploration of differences between patients with and without LVO-a stroke despite the
small study population size of this study.

The study was approved by the ethical review board of Amsterdam UMC (METC 2018_175). All
included patients or their legal representatives provided written informed consent. Because the research
was carried out in an emergency setting, consent was asked after EEG acquisition, as soon as logistically
feasible.

3.2 Subhairline EEG setup

The subhairline EEG setup consists of wet self-adhesive electrodes (Neuroline 720, Ambu, Ballerup,
Denmark). Electrodes were placed on the following electrode positions: AFpz, AF3, AF4, AFF7h,
AFF8h, FFT9h, FFT10h, TPP9h and TPP10h (Figure 1). These positions belong to the 10-10 or
10-5 systems as described in [56] and correspond with locations just below the hairline. In total seven

Figure 1: An overview of the electrode lay-out of the subhairline EEG setup. A: electrode positions of
the international 10-20 system (circles with thin outline), together with the electrodes positions used
in the subhairline EEG setup (circles with thick outline); B: approximate locations of the electrodes
projected on the brain [56–59]. The vascular territories of the anterior, middle and posterior cerebral
arteries are highlighted in red, blue and green, respectively [60]. This figure is an adapted version of
[61].
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(a) The template used for reproducible placement of the electrodes. This
guide is produced in sizes small, medium and large and ensures the forehead
electrodes are always placed on the correct locations of the 10-10 and 10-5
systems.

(b) The self-adhesive electrodes
that were used for this study
(Neuroline 720, Ambu, Ballerup,
Denmark).

(c) An illustration of the placement of the template and electrodes on the forehead. The underside of the
template is placed at the nasion. In the eight holes in the template, the studs of the electrodes can be placed.
Arrows on the template indicate in what direction the electrodes need to point.

Figure 2: Components of the subhairline EEG setup.

electrodes were placed on the forehead and two were be placed behind the ears. Additionally, a ground
electrode was placed right above the nasion. For all electrodes placed on the forehead, we developed a
template together with the department of Medical-Technical Innovation and Development of the Am-
sterdam UMC, location AMC. This template was used for swift and reproducible electrode placement
(Figure 2).

All electrodes were connected to an amplifier (Refa, TMSi, Oldenzaal, The Netherlands). This is
an average reference amplifier, with a sample frequency set at 2048 Hz and a built-in impedance
measurement function. The electrode cables were actively shielded, minimizing disturbance by external
electromagnetic signals on the EEG recordings. The acquired data was accessed real-time through an
application programming interface (API) created by TMSi. MATLAB R2021b (MathWorks, Natick,
Massachusetts, United States) was used to connect to this API and subsequently acquire the data.
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3.3 Data acquisition

With the subhairline EEG setup an EEG recording was performed in every patient as soon as logistically
possible after ED admission. Before placing the electrodes, the skin was cleaned with an alcohol wipe
and before starting the EEG recording the impedance level for each electrode position was measured.
We aimed to reach impedance levels below 10 kOhm [62]. During the recording the patient was
instructed to lie still and not talk, to prevent artifacts in the EEG data. If possible, the patients were
additionally instructed to keep their eyes closed during the first half of the recording and keep them
open during the second half. The intended recording duration was three minutes.

3.4 Definition of terms

In this study an LVO-a was defined as an occlusion of the first segment of the middle cerebral artery
(M1), the proximal part of the second segment of the middle cerebral artery (proximal M2), the first
segment of the anterior cerebral artery (A1) or the intracranial part of the internal carotid artery.
Furthermore, the time of stroke onset was defined as the time the symptoms were first witnessed or, if
this was unknown, the time that the patient was last-seen-well. The delta, theta, alpha and lower beta
band were defined as the following respective frequency ranges: 1-4 Hz, 4-8 Hz, 8-12 Hz, 12-18 Hz.
Lastly, for ROC analysis the optimal cut-off at which the sensitivity, specificity, positive predictive value
(PPV) and negative predictive value (NPV) were calculated, was defined as the maximum sensitivity
at a specificity of ≥ 80% for LVO-a stroke.

3.5 Data analysis

The acquired EEG data was re-referenced to the following bipolar derivations of the left hemisphere:
TPP9h–FFT9h, FFT9h–AFF7h, AFF7h–AF3, AF3–AFpz, FFT9h–AF3, AFF7h–AFpz, and of the
right hemisphere: TPP10h–FFT10h, FFT10h–AFF8h, AFF8h–AF4, AF4–AFpz, FFT10h–AF4,
AFF8h–AFpz. The bipolar signals were subsequently filtered with a third order high-pass Butterworth
filter with a cut-off frequency of 0.5 Hz and third order low-pass Butterworth filter with a cut-off
frequency of 35 Hz. This step was followed by artifact correction and detection.

3.5.1 Artifact correction and detection

Since most electrodes of the subhairline EEG setup were placed on the forehead, the obtained EEG
signals are likely contaminated by ocular artifacts. After filtering of the signals, ocular artifacts were
corrected by combining independent component analysis (ICA) with wavelet decomposition, as de-
scribed by Castellanos and Makarov [63]. Wavelet enhanced ICA (wICA) ocular artifact correction
was executed on the 12 bipolar EEG signals {x1(t), x2(t), ..., x12(t)} as follows:

1. Infomax ICA decomposition [64] of the EEG signals. We obtain mixing matrix A and 12 inde-
pendent components {s1(t), s2(t), ..., s12(t)}.

2. Multilevel wavelet decomposition using a Sym2 wavelet function and a decomposition level of 8.
We obtain the detail coefficients {cD8, cD7, ..., cD1}.

3. Threshold the detail coefficients by setting cDi(j) = 0 when |cDi(j)| > K at index j.

4. Multilevel wavelet recomposition of the thresholded detail coefficients. We obtain
{s̃1(t), s̃2(t), ..., s̃12(t)}.

5. Compose the wICA-corrected EEG signals X̃(t) = A · [s̃1(t), s̃2(t), ..., s̃12(t)]T

The threshold described by Castellanos and Makarov [63] was used: K =
√
2logNσ, where N is the

length of the signals and σ2 = median(|cDi|)/0.6745. Furthermore, as ICA algorithm infomax ICA
was used, which was first proposed by [64] and available at https://github.com/alvarouc/ica. The
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Table 4: The EEG features calculated from the processed EEG data.

Feature group EEG features
Frequency band power Relative delta frequency band power

Relative theta frequency band power
Relative alpha frequency band power
Relative lower beta frequency band power
Normalized DAR
Normalized TAR
Normalized DTABR

Frequency asymmetry pdBSI

Functional connectivity MSC
WPLI

Complexity SampEn
HFD

Probability distribution Skewness
Kurtosis

infomax algorithm was chosen for its superior properties over the other popular ICA algorithms, Fas-
tICA ([65]) and SOBI (second-order blind identification, [66]) in eye blink correction [67].

After ocular artifact correction the EEG signals were split into multiple epochs (described in Section
3.5.4). For each epoch automated artifact detection was applied: if the maximum epoch value exceeded
the threshold of 50 µV , the epoch was excluded from further data analysis.

3.5.2 EEG features

In Table 4 the EEG features calculated from the processed data are listed. Information on these
features can be found in Chapter 2, Background: The effect of LVO-a stroke on EEG signals. The
frequency band power, complexity and probability distribution features were calculated for the bipolar
channels, whereas the frequency asymmetry and functional connectivity features were logically com-
puted for bipolar channel pairs. The relative frequency band powers were determined in relation to
the frequency range 1–18 Hz. All features, except the frequency band power features, were calculated
in the delta, theta, alpha and lower beta band and for the frequency range 1—18 Hz.

The EEG features were calculated for 10-second epochs with an overlap of 5 seconds. The feature
values were averaged per bipolar channel or bipolar channel pair if ≥ 5 epochs were available. The
frequency band power, functional connectivity, complexity and probability distribution feature values
were subsequently averaged per hemisphere (if ≥ 2 unilateral bipolar channels or channel pairs were
available). The averaged feature values were then labeled as ipsilesional and contralesional in case
the patient had a stroke or a transient ischemic attack (TIA). For other diagnoses, the feature values
were averaged over both hemispheres in case sufficient data (≥ 2 bipolar channels or channel pairs per
hemisphere) were available. The frequency asymmetry values were averaged over the whole brain if ≥
2 bipolar channel pairs were available.

3.5.3 ROC analysis

To determine the diagnostic accuracy for LVO-a stroke a ROC analysis was performed using each EEG
ipsilesional feature. The area under the ROC curve (AUC), sensitivity, specificity, PPV and NPV were
subsequently computed.
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3.5.4 Logistic regression model

A simple logistic regression (LR) model was developed to further investigate if a combination of EEG
features would improve diagnostic accuracy. This model is based on the average ipsilesional EEG fea-
ture values, calculated as described in Section . Synthetic Minority Oversampling Technique (SMOTE)
was used to upsample the average EEG feature values of the minority class (LVO-a stroke) and attain
a balanced data set [68]. To avoid overfitting of the LR model a feature selection algorithm, based
on recursive feature elimination and the variance inflation factor, was used to select 2 EEG features.
In this algorithm, features with the lowest feature importance were first recursively eliminated based
on the Leave-One-Out Cross-Validation (LOOCV) score of LR models. Second, in case more than 2
features remained, features with the highest variance inflation factor were recursively eliminated until
2 final features were selected.

LOOCV was used to evaluate the performance of LR models based on the 2 selected features. Missing
values were replaced by iterative imputation. This was done separately for both classes in the train
sets. Imputation on the test sets was done with iterative imputers fitted on the entire train sets.
Standardization was performed on the train sets, and the scalers used for this purpose were also used
to transform the test sets. While fitting the LR models to the train sets, L2 regularization was applied.
Subsequently, a prediction was made on every test set. These predictions were compared to the true
labels, and hence the following diagnostic accuracy measures could be determined: accuracy, sensitiv-
ity, specificity, PPV and NPV. Optimization of the hyperparameters, to achieve the highest diagnostic
accuracy for LVO-a stroke, was done manually. Because of the small sample size, no external validation
set could be used.

Figure 3: In this flowchart a short summary is given of the methods described in this study.
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LOOCV was also used to evaluate the performance of LR models based on individual EEG features.
The methods described in the paragraph above were used for these analyses. The hyperparameters
were, however, not optimized manually for each EEG feature. Instead, we used the hyperparameters
that were optimal for the analysis of the 2 selected EEG features.

3.5.5 Statistical analysis

The baseline characteristics of patients with and without an LVO-a stroke and their EEG feature
values were compared. The independent samples t-test was used for normally distributed continuous
variables, the Mann-Whitney U test was used for non-normally distributed continuous variables, and
the chi-squared test (if expected count ≥ 5) or Fisher’s exact test (if expected count <5) was used for
categorical variables.

For all diagnostic accuracy measures, confidence intervals were calculated. For the accuracy, sensitivity,
specificity, PPV and NPV the Wilson Score confidence interval was used [69]. This metric is reliable
for small sample sizes and does not rely on a normal distribution. For the AUC, the confidence interval
as described by Hanley and McNeil was used [70].

All data were analyzed using Python 3.8.8 (Python Software Foundation, Wilmington, Delaware,
United States). A flowchart of the methods of the current study is shown in Figure 3.
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4 Results

For this study an EEG recording was initiated in 42 patients. In total 5/42 (12%) patients were ex-
cluded, because deferred informed consent was not provided. Baseline characteristics of the 37 included
patients are reported in Table 5. Median age of the included patients was 75 (IQR 66–81) years and
17/37 (46%) patients were female. Among the 37 patients, 13/37 (35%) had an LVO-a stroke, 14/37
(38%) a non-LVO-a ischemic stroke, 4/37 (11%) a transient ischemic attack, 2/37 (5%) a seizure, 1/37
(3%) an intracranial tumor and 3/37 (8%) another stroke mimic. Of the 13 LVO-a stroke patients,
12/13 (92%) had an M1 occlusion and 1/13 (8%) an intracranial internal carotid artery occlusion. Of
the 14 non-LVO-a ischemic stroke patients 6/14 (43%) had an ischemic stroke of the anterior circula-
tion and 8/14 (57%) had an ischemic stroke of the posterior circulation. LVO-a stroke patients were
more often female than patients without an LVO-a stroke (69% vs 33%, p=0.08). The neurological
deficits of patients with an LVO-a stroke were more severe compared to the patients without an LVO-a
stroke (median NIHSS 16 vs 2, p<0.01). More LVO-a stroke patients were transferred from a pri-
mary stroke center than non-LVO-a stroke patients (77% vs 29%, p=0.01). There was nonetheless no
statistically significant difference in median onset-to-EEG-time between the groups (344 minutes vs
242 minutes, p=0.46). Lastly, intravenous thrombolysis (IVT) was initiated prior to the EEG record-
ing in 3/13 (23%) LVO-a stroke patients and in 5/24 (21%) patients without an LVO-a stroke (p=1.00).

A report on the impedance levels measured before each EEG recording is given in Appendix 1.

Figure 4: Boxplots of the relative alpha power, normalized DAR and pdBSI in the theta frequency
band. The average feature values are shown for patients without a stroke, with a non-LVO-a stroke
and with an LVO-a stroke.
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Table 5: Baseline characteristics.

LVO-a Non-LVO-a
All patients stroke stroke p-values1

(n=37) (n=13) (n=24)

Age, median (IQR) 75 (66–81) 75 (69–80) 74 (61–81) 0.65
Sex, no. of females/total (%) 17 (46%) 9 (69%) 8 (33%) 0.08
Medical history, no./total (%)

Ischemic stroke 9 (24%) 2 (15%) 7 (29%) 0.45
Hemorrhagic stroke 1 (3%) 0 (0%) 1 (4%) 1.00
Intracranial tumor 1 (3%) 0 (0%) 1 (4%) 1.00

NIHSS, median (IQR) 5 (1–16) 16 (15–19) 2 (1–6) <0.01
Transferred from PSC, no./total (%) 17 (46%) 10 (77%) 7 (29%) 0.01
Diagnosis, no./total (%)

Ischemic stroke 27 (73%) 13 (100%) 14 (58%) <0.01
Occlusion location2

Intracranial internal carotid artery 1 1 -
M1 12 12 - -
Distal M2 1 - 1 -
M3 1 - 1 -
A2 1 - 1 -
P2 2 - 2 -
Basilar artery 1 - 1 -

TIA 4 (11%) 0 (0%) 4 (17%) 0.28
Epilepsy 2 (5%) 0 (0%) 2 (8%) 1.00
Intracranial tumor 1 (3%) 0 (0%) 1 (4%) 1.00
Other 3 (8%) 0 (0%) 3 (13%) 0.54

Treatment, no./total (%)
EVT 10 (27%) 9 (69%) 1 (4%) <0.01
IVT 10 (27%) 4 (31%) 6 (25%) 0.72

Prior to EEG recording 8 (22%) 3 (23%) 5 (21%) 1.00
Timeline in minutes, median (IQR)

Symptom onset to start EEG 250 (127–528) 344 (113–816) 242 (121–441) 0.46
ED arrival to start EEG 37 (28–47) 41 (15–49) 36 (30–43) 0.86
Start electrode application to
start EEG 6 (5–6) 5 (4–6) 6 (5–7) 0.57
IVT to start EEG3 21 (17–82) 21 (19–54) 21 (17–80) 0.68

EEG recording duration
in seconds, median (IQR) 185 (181–189) 184 (175–211) 186 (182–188) 0.80
Impedance values in kOhm, median (IQR)4 9 (4–20) 12 (5–25) 8 (4–15) <0.01

A2 = second segment of the anterior cerebral artery; EEG = electroencephalography; ED = emergency department;
EVT = endovascular thrombectomy; IQR = interquartile range; IVT = intravenous thrombolysis; LVO-a = anterior
circulation large vessel occlusion; M1 = first segment of the middle cerebral artery; M2 = second segment of the
middle cerebral artery; M3= third segment of the middle cerebral artery; NIHSS = National Institutes of Health
Stroke Scale; no. = number; PSC = Primary Stroke Center; P2 = second segment of the posterior cerebral artery;
TIA = transient ischemic attack.
1 p-value for the difference between patients with and without an LVO-a stroke.
2 only occlusion locations that were visible on Computed Tomography Angiography images are presented.
3 only calculated for patients who received IVT prior to the EEG recording.
4 based on the mean impedance values per patient.
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Table 6: Ipsilesional EEG feature values of patients with and without an LVO-a stroke and the p-values
of the Mann-Whitney U tests used to compare the EEG feature values. In case the patient did not
have an ischemic stroke or TIA, the average feature value of both hemispheres was used.

LVO-a stroke (n=11) Non-LVO-a stroke (n=24) p-values1

Frequency band power
Relative delta power 0.56 (0.51 – 0.66) 0.52 (0.48 – 0.57) 0.14
Relative theta power 0.18 (0.15 – 0.20) 0.20 (0.16 – 0.25) 0.15
Relative alpha power 0.09 (0.08 – 0.17) 0.12 (0.11 – 0.18) 0.01
Relative lower beta power 0.14 (0.08 – 0.11) 0.12 (0.09 – 0.15) 0.77
Normalized DAR 0.71 (0.66 – 0.75) 0.61 (0.45 – 0.67) 0.01
Normalized TAR 0.32 (0.10 – 0.40) 0.22 (0.08 – 0.35) 0.40
Normalized DTABR 0.52 (0.31 – 0.65) 0.49 (0.36 – 0.56) 0.52

Frequency asymmetry
pdBSI 0.32 (0.28 – 0.36)2 0.26 (0.24 – 0.31)2 0.012

Delta 0.31 (0.25 – 0.43) 0.25 (0.21 – 0.29) 0.02
Theta 0.35 (0.30 – 0.38) 0.24 (0.21 – 0.27) <0.01
Alpha 0.28 (0.24 – 0.32) 0.24 (0.22 – 0.27) 0.02
Lower beta 0.28 (0.25 – 0.39) 0.28 (0.24 – 0.33) 0.44

Functional connectivity
MSC 0.19 (0.17 – 0.20)2 0.18 (0.16 – 0.19)2 0.482

Delta 0.24 (0.18 – 0.27) 0.17 (0.16 – 0.21) 0.09
Theta 0.20 (0.18 – 0.25) 0.19 (0.16 – 0.20) 0.31
Alpha 0.18 (0.15 – 0.18) 0.18 (0.16 – 0.20) 0.41
Lower beta 0.16 (0.14 – 0.18) 0.17 (0.15 – 0.18) 0.48

WPLI -0.061 (-0.381 – -0.005)2 -0.029 (-0.157 – 0.121)2 0.192

Delta -0.077 (-0.132 – 0.031) 0.009 (-0.079 – 0.189) 0.16
Theta -0.154 (-0.273 – 0.049) -0.026 (-0.026 – 0.054) 0.30
Alpha -0.100 (-0.194 – 0.095) 0.011 (-0.193 – 0.105) 0.75
Lower beta 0.034 (-0.056 – 0.073) 0.059 (-0.045 – 0.160) 0.34

Complexity
Sample entropy 0.256 (0.225 – 0.300)2 0.263 (0.239 – 0.285)2 0.772

Delta 0.060 (0.057 – 0.062) 0.061 (0.060 – 0.064) 0.35
Theta 0.213 (0.204 – 0.216) 0.218 (0.212 – 0.225) 0.08
Alpha 0.370 (0.369 – 0.377) 0.367 (0.364 – 0.372) 0.10
Lower beta 0.499 (0.489 – 0.500) 0.491 (0.488 – 0.497) 0.16

HFD 1.0059 (1.0052 – 1.0070)2 1.0054 (1.0048 – 1.0066)2 0.482

Delta 0.9933 (0.9931 – 0.9940) 0.9938 (0.9935 – 0.9940) 0.18
Theta 0.9999 (0.9998 – 1.0000) 1.0000 (0.9996 – 1.0000) 0.65
Alpha 1.0036 (1.0034 – 1.0038) 1.0036 (1.0035 – 1.0038) 0.42
Lower beta 1.0103 (1.0101 – 1.0105) 1.0102 (1.0100 – 1.0104) 0.17

Probability distribution
Skewness -0.0199 (-0.0530 – 0.0377)2 -0.0264 (-0.0542 – -0.0080)2 0.252

Delta -0.0169 (-0.0496 – -0.0151) -0.0233 (-0.0696 – 0.0042) 0.77
Theta -0.0009 (-0.0029 – <-0.0001) -0.0011 (-0.0025 – 0.0006) 0.77
Alpha 0.0002 (-0.0001 – 0.0003) 0.0001 (-0.0001 – 0.0002) 0.69
Lower beta -0.0001 (-0.0003 – <0.0001) 0.0001 (-0.0001 – 0.0002) 0.05

Kurtosis 0.20 (0.05 – 0.27)2 0.17 (0.09 – 0.28)2 0.862

Delta 0.20 (0.09 – 0.24) 0.21 (0.06 – 0.33) 0.46
Theta 0.16 (0.05 – 0.28) 0.15 (0.05 – 0.24) 0.69
Alpha 0.09 (0.05 – 0.19) 0.09 (0.05 – 0.18) 0.99
Lower beta 0.06 (0.04 – 0.25) 0.18 (0.06 – 0.29) 0.42

EEG feature values are expressed as median (interquartile range); bold values denote statistical significance at a p
≤ 0.05 level; DAR = delta/alpha ratio; DTABR = (delta+theta)/(alpha+lower beta) ratio; HFD = Higuchi fractal
dimension; LVO-a = anterior circulation large vessel occlusion; MSC = magnitude squared coherence; pdBSI = pairwise
derived Brain Symmetry Index; TAR = theta/alpha ratio; WPLI = weighted phase lag index.
1 p-value for the difference between patients with and without an LVO-a stroke.
2 calculated for the frequency band 1–18Hz.
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Figure 5: The subhairline EEG recording and corresponding Power Spectral Density plot of a patient
with an LVO-a stroke of the right hemisphere (M1 occlusion). The Power Spectral Density plot in b)
was calculated for bipolar channels FFT9h–AFF7h and FFT10h–AFF8h over 60 seconds. In a) the
signals of all bipolar channels are shown for the 10 last respective seconds. In this plot the bipolar
channels with even numbers are from the ipsilesional (right) hemisphere and the bipolar channels with
uneven numbers from the conralesional (left) hemisphere.

4.1 Artifact correction and detection

The effects of the artifact correction and detection algorithm on EEG signals and on the results of
this study are reported in Appendix 2. The algorithm satisfactorily removes ocular artifacts from the
subhairline EEG signals and significantly influences EEG feature values and their diagnostic accuracy
for LVO-a stroke.

4.2 EEG features

The values of all calculated ipsilesional features for LVO-a stroke patients and non-LVO-a stroke
patients are shown in Table 6. All features could be calculated, except the functional connectivity
features in 1/13 (8%) LVO-a stroke patient. The pdBSI was higher for LVO-a stroke patients in the
delta, theta, alpha frequency band and in the frequency range 1–18 Hz (0.31 vs 0.25, p=0.02; 0.35
vs 0.24, p<0.01; 0.28 vs 0.24, p=0.02, 0.32 vs 0.26, p=0.01, respectively). The relative alpha power
is lower in patients with an LVO-a stroke compared to patients without (0.09 vs 0.12, p=0.01). The
DAR is higher (0.71 vs 0.61, p=0.01 for LVO-a stroke patients. No significant differences were found
for the other EEG features. Boxplots of pdBSI, relative alpha and DAR values for patients without
a stroke, with a non-LVO-a stroke and with an LVO-a stroke are shown in Figure 4. Moreover, as an
example, the difference in PSD between the ipsilesional and contralesional hemisphere of an LVO-a
stroke patient is illustrated in Figure 5. In this figure a clear asymmetry can be seen: the power in the
lower frequency bands is higher for the lesioned hemisphere, whereas the power in the higher frequency
bands is lower. In Appendix 3, an overview is given of the values of all contralesional features for
LVO-a stroke patients and non-LVO-a stroke patients.

4.3 ROC analysis
The diagnostic measures of all ipsilesional EEG features that differed between LVO-a stroke patients
and non-LVO-a stroke patients with a p-value < 0.10 are reported in Table 7. The highest diagnos-
tic accuracy for LVO-a stroke was reached by the pdBSI in the theta frequency band (AUC=0.88;
sensitivity=85%; specificity=83%; PPV=73%; NPV=91%; Figure 6). The second highest AUC was
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Figure 6: ROC curves of the relative alpha power and the pdBSI in the theta frequency band. The
red tot indicated the optimal cut-off point, which was determined as the maximum sensitivity at a
specificity of ≥ 80% for LVO-a stroke.

reached by the relative alpha power (AUC=0.76; sensitivity=69%; specificity=88%; PPV=75%; NPV=84%;
Figure 6). The diagnostic measures of all contralesional and ipsilesional EEG features are reported in
Appendix 3 and 4, respectively.

Table 7: The diagnostic accuracy for LVO-a stroke of several ipsilesional EEG features. The diagnostic
accuracy is expressed as the AUC, sensitivity, specificity, PPV and NPV.

AUC (95% CI) Sensitivity (95% CI) Specificity (95% CI)

Relative alpha powera 0.76 (0.58–0.93) 69% (42%–87%) 88% (69%–96%)
Normalized DARb 0.75 (0.58–0.82) 62% (36%–82%) 88% (69%–96%)
pdBSI - 1–18Hzc 0.75 (0.57–0.92) 46% (23%–71%) 88% (69%–96%)
pdBSI - Deltad 0.73 (0.55–0.91) 46% (23%–71%) 92% (74%–98%)
pdBSI - Thetae 0.88 (0.76–1.00) 85% (58%–96%) 83% (64%–93%)
pdBSI - Alphaf 0.74 (0.56–0.92) 62% (36%–82%) 88% (69%–96%)
MSC - Deltag 0.68 (0.48–0.87) 50% (25%–75%) 83% (64%–93%)
SampEn - Thetah 0.68 (0.49–0.87) 46% (23%–71%) 92% (74%–98%)

PPV (95% CI) NPV (95% CI)

Relative alpha power 75% (47%–91%) 84% (65%–94%)
Normalized DAR 73% (43%–90%) 81% (62%–91%)
pdBSI - 1–18Hz 67% (35%–88%) 75% (57%–87%)
pdBSI - Delta 75% (41%–93%) 76% (58%–88%)
pdBSI - Theta 73% (48%–89%) 91% (72%–97%)
pdBSI - Alpha 73% (43%–90%) 81% (62%–91%)
MSC - Delta 60% (31%–83%) 77% (58%–89%)
SampEn - Theta 75% (41%–93%) 76% (58%–88%)
AUC = area under the receiver operating characteristic curve; DAR = delta/alpha ratio; CI = confidence interval; MSC
= Magnitude Squared Coherence; NPV = negative predictive value; pdBSI = pairwise derived Brain Symmetry Index;
PPV = positive predictive value; SampEn = sample entropy.
LVO-a stroke was indicated at the following thresholds: a<0.10; b>0.61; c>0.31; d>0.32; e>0.29; f>0.26; g>0.25;

h<0.21.
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4.4 Logistic regression model

For the LR model, the feature selection algorithm selected the pdBSI in the theta frequency band and
the MSC in the delta frequency band. An accuracy of 79%, sensitivity of 79%, specificity of 79%, PPV
of 79% and NPV of 79% were reached using this combination of features.

An overview of the performance of all logistic regression models trained and tested using individual EEG
features is given in Appendix 5. The highest diagnostic accuracy for LVO-a stroke was attained using
the pdBSI in the theta frequency band (accuracy=73%; sensitivity=67%; specificity=79%; PPV=76%;
NPV=70%).
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5 Discussion

We studied the diagnostic accuracy of subhairline EEG for LVO-a stroke in patients with suspected
stroke. The pdBSI in the theta frequency band identified LVO-a stroke patients with the highest
diagnostic accuracy (AUC=0.88; sensitivity=85%; specificity=83%). The second highest diagnostic
accuracy was reached by the relative alpha power (AUC=0.76; sensitivity=69%; specificity=88%). We
furthermore found that diagnostic accuracy for LVO-a stroke improves when a combination of 2 EEG
features is used.

5.1 Interpretation of the results

Of all EEG features, the pdBSI differed the most between patients with and without an LVO-a stroke.
The pdBSI was higher in the group of LVO-a stroke patients, which implies that the spectral content of
EEG signals is more asymmetric in LVO-a stroke patients. The asymmetry was strongest in the theta
frequency band. This effect was also seen by Tolonen et al. (1984) [71], who studied the asymmetry
of EEG features in 48 ischemic stroke patients. Frontocentrally, the theta frequency band differed the
strongest between both hemispheres. While for different regions (parieto-occipital and temporal) other
EEG features were more distinctive. To the best of our knowledge, the underlying pathophysiology for
this location-dependent asymmetry in the theta frequency band has not been revealed.

Besides the pdBSI, the relative alpha power and the DAR differed between patients with and without
an LVO-a stroke. The relative alpha power was lower and the DAR higher in LVO-a stroke patients.
The same differences were observed by Van Meenen and Van Stigt et al. (2021) [20], when they com-
pared the EEG features of 9 LVO-a stroke patients and 56 other suspected stroke patients. Finnigan
et al. (2016) [19] observed similar differences between 18 AIS patients and 28 controls.

Although not statistically significant, we found a lower relative theta power and a higher relative lower
beta power in LVO-a stroke patients than in non-LVO-a stroke patients. These results stand out as
they are not in line with the effect of ischemic stroke on frequency band powers has been widely known
and acknowledged. It has been described that reduced CBF results in a decrease in higher frequencies,
followed by an increase in lower frequencies [16–19]. Van Meenen and Van Stigt et al. (2021) [20] fur-
thermore reported that relative theta power is higher (0.63 vs 0.49, p=0.01) in LVO-a stroke patients
compared to suspected stroke patients without an LVO-a stroke, using EEG data from positions FC3,
FC4, CP3, CP4, FT7, FT8, TP7, and TP8. Finnigan et al. (2016) [19] compared AIS patients to
healthy controls and found that relative theta power was higher (0.17 vs 0.11, p<0.0001) and relative
beta power is lower (0.12 vs 0.26, p<0.0001) in AIS patients. These findings were based on EEG data
from 19 electrodes covering the whole brain. Aminov et al. (2017) [72] did, on the contrary, report re-
sults that are more in line with the current study. They compared EEG recordings of 19 stroke patients
and 19 healthy controls obtained at position FP1 and found lower theta power (0.28 vs 0.33, p=0.02).
This suggests that the discrepancy of the current study with most existing literature could be caused
because a subhairline EEG setup was used rather than an EEG setup with conventional electrode
positions. The subhairline EEG setup recorded EEG signals further away from the affected area and is
hence dependent on the spreading of EEG pathophysiologies. It has furthermore been suggested that
theta and beta power are unreliable parameters for the evaluation of ischemic stroke [73, 74]. Theta
power can be confounded by slowed alpha oscillations, and beta activity by electromyographic artifacts.

We found a diagnostic accuracy for LVO-a stroke based on ROC analysis which is comparable to the
diagnostic accuracy reported in other studies that evaluated EEG for LVO-a stroke detection. Van
Meenen and Van Stigt et al. (2021) [20] compared 9 LVO-a stroke patients to 56 other suspected
stroke patients. With ROC analysis they reached an AUC of 0.83, sensitivity of 75% and speci-
ficity of 81% using the TAR. These values are similar to the diagnostic accuracy found in the current
study using the pdBSI in the theta frequency band. Sergot et al. (2021) [22] recorded both EEG and
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somatosensory-evoked potentials in 25 LVO-a stroke patients and 84 other suspected stroke patients
and found a diagnostic accuracy of 80% sensitivity and 80% specificity. In contrast, Erani et al. (2020)
[21] reported a lower diagnostic accuracy for LVO-a stroke in suspected stroke patients (AUC=0.69;
sensitivity=41%), when using dry-electrode EEG recordings of 7 LVO-a stroke patients and 93 other
suspected stroke patients. The median onset-to-EEG time was significantly longer than in the current
study (564 vs 250 minutes). All patients would furthermore already have been treated for their acute
symptoms, considering the median ED-arrival-to-EEG time of 222 minutes. Both elements can clarify
the lower diagnostic accuracy for LVO-a stroke reported by Erani et al. (2020) [21] [75–77]

Our LR analyses have shown that a combination of 2 EEG features can increase diagnostic accuracy
for LVO-a stroke. The reported diagnostic accuracy based on LR models is, however, lower than the
diagnostic accuracy based on ROC analysis. During ROC analysis the entire data set is used to find the
threshold at which diagnostic accuracy is optimal. The performance of our LR models was, in contrast,
evaluated based on the predictions on independent test sets. This performance might furthermore not
even be optimal, as hyperparameters were not automatically optimized. Both aspects explain why the
LR analysis yields lower diagnostic accuracy for LVO-a stroke than ROC analysis.

In Appendix 3 we have reported on the differences in contralesional EEG features between LVO-a stroke
and non-LVO-a stroke patients and on the diagnostic accuracy of these features for LVO-a stroke. The
contralesional relative lower beta power and HFD in the delta frequency band differ between patients
with and without an LVO-a stroke and their diagnostic accuracy is moderately high. This suggests
that the contralesional hemisphere contains information which can be used to assist the detection of
LVO-a stroke.

5.2 Implications of this study

Subhairline EEG has similar diagnostic accuracy for LVO-a stroke to other studies evaluating EEG
for LVO-a stroke detection [20–22]. Subhairline EEG is hence a promising method for the detection
of LVO-a stroke. Besides high diagnostic accuracy, main requirements for the use of subhairline EEG
as triage instrument in the prehospital setting would be fast and easy application of the setup and
reliable data quality in most patients.

Compared to other EEG-devices for LVO-a stroke detection [20–23] subhairline EEG has the most
potential for fast and easy application. Improvements of the design of the setup and research into the
use of fewer electrodes are key. An example of improved design is a forehead sticker in which all or
most electrodes are integrated.

It has been shown that the quality of subhairline EEG recordings is high. In the other studies on LVO-a
stroke detection using EEG, 5–35% of all EEG recordings could not be used for data analysis [20–22].
Van Meenen and Van Stigt et al. (2021) [20] stated that the patients of whom the EEG recordings
were of insufficient quality more often had long hair. Subhairline EEG has the important advantage
that it allows for high data quality in practically every patient, regardless of hair style.

5.3 Limitations

This study has several limitations. First of all, our main analyses were based on EEG features of the
ipsilesional hemisphere. In case patients did not have an ischemic stroke or TIA, the average feature
value of both hemisphere was used. We used information on the diagnosis of the patient and the
localization of the lesion, which would not be available if subhairline EEG was used in a prehospital
setting as triage instrument. This might have had a positive effect on the diagnostic accuracy for
LVO-a stroke we reported. By averaging EEG feature values in patients without an ischemic stroke
or TIA, the effect of outliers in this group is diminished. Moreover, hemispheric asymmetry that can
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be caused by other conditions than an ischemic stroke or TIA, such as focal epilepsy or a tumor, is
discarded by averaging over both hemispheres.

Second, the results of this study cannot be generalized to the prehospital setting. All recordings were
performed in the emergency department. As a result 7 patients had already received IVT beforehand.
Finnigan et al. (2006) [76] and Michaelides et al. (2010) [77] have reported that post-stroke EEG signals
can significantly improve within 20 minutes after IVT administration. The fact that some patients
received IVT prior to the EEG recording might have amplified differences between the EEG signals
of patients with and without an LVO-a stroke. However, all LVO-a stroke patients who received IVT
prior to the EEG recording were treated with EVT afterwards and at the start of EVT their occlusion
was still present. We therefore expect that the IVT administration prior to the EEG recording did not
affect the EEG signals of LVO-a stroke patients as much as the non-LVO-a stroke patients and this
might have positively affected the diagnostic accuracy for LVO-a stroke we found.

Third, the sample size of this study is low. As a result, the confidence intervals of the diagnostic
accuracy measures are broad. It is unsure whether a similar diagnostic accuracy will be reached when
subhairline EEG is applied in a larger population of consecutively sampled suspected stroke patients.

Fourth, we did not adjust for multiple comparisons, as we did not want to risk a Type II statistical
error (the null hypothesis is falsely accepted) in this exploratory study.

Fifth, the acquired EEG recordings are a mix of eyes-open and eyes-closed states. Research has shown
that an eyes-open state is associated with a reduced EEG amplitude in the delta, theta, alpha and beta
frequency bands [78, 79]. This effect exists in all areas of the brain, but is greatest in the posterior
region. The mix of eyes-open and eyes-closed states could hence have affected the frequency band
power features, but it is uncertain whether their diagnostic accuracy for LVO-a stroke was altered.
It is furthermore unsure whether the functional connectivity, complexity and probability distribution
features and their diagnostic accuracy were influenced. We do not expect the frequency asymmetry fea-
ture (pdBSI) was affected by the eyes-open and eyes-closed states, as the effects are mostly symmetrical.

Lastly, one third of all patients had a stroke or tumor in their medical history, which can cause slowing
of the EEG and epileptiform activity [80–83]. Not all details on size and location of the old strokes
were available, and we could hence not determine the effect on the results of the study. Medical history
would, however, also affect subhairline EEG if it were to be used in the prehospital setting as triage
instrument. Including patients with confounding medical history in our study thus ensures subhairline
EEG is evaluated in a representational study population.

5.4 Recommendations

Before subhairline EEG could be used as triage instrument in the prehospital setting, validation in
a larger consecutive prehospital study population is recommended. Furthermore, improvements are
needed to make subhairline EEG feasible in the ambulance. We recommend investigating whether
fewer electrodes result in the same diagnostic accuracy for LVO-a stroke and what the effect of eyes-
open and eyes-closed states are on EEG feature values and diagnostic accuracy for LVO-a stroke. We
would moreover advise the development of an LVO-a stroke detection algorithm based on an artificial
intelligence model that combines the EEG data points with patient characteristics (e.g., the Rapid
Arterial oCclusion Evaluation [RACE] scale). Adding patient characteristics is likely to improve the
diagnostic accuracy of subhairline EEG for LVO-a stroke detection [21].
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6 Conclusion

Subhairline EEG is a promising method for the detection of LVO-a stroke. A moderately high diagnos-
tic accuracy for LVO-a stroke was reached using an EEG feature based on frequency asymmetry: the
pdBSI. This diagnostic accuracy is similar to the diagnostic accuracy of dry electrode EEG for LVO-a
stroke. In the future, validation in a larger study population and the prehospital setting is necessary.
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Appendix 1: Impedance levels

Before the start of every EEG recording impedance levels were measured for all electrodes. We aimed
to reach impedance levels below 10 kOhm, in line with the guidelines for performing clinical EEG [1].
This aim, however, was not always achievable, as some recordings were performed in an acute setting.

The median impedance level for all patients and every electrode position is 9 (IQR 4–20). For LVO-a
stroke patients the median impedance level is 12 (IQR 5–25) and for non-LVO-a stroke patients it is 8
(IQR 4–15). There is a statistically significant difference in impedance levels between these two groups
(p=0.003). This could be caused by the generally more acute settings in which the EEG recordings of
LVO-a patients were performed.

In Table 8 the impedance levels for all electrode positions are reported separately. The median
impedance levels and the interquartile ranges are higher for LVO-a stroke patients, but these dif-
ferences are not statistically significant.

Table 8: Impedance levels for each individual electrode position.

AFpz AF3 AF4 AFF7h AFF8h FFT9h FFT10h TTP9h TTP10h

All
patients1 5 (3–10) 8 (4–15) 7 (3–13) 11 (6–31) 7 (4–24) 13 (10–23) 8 (4–15) 13 (6–31) 7 (2–24)

LVO-a
stroke1 8 (4–14) 8 (5–21) 7 (3–22) 27 (8–32) 14 (5–37) 16 (10–25) 10 (5–26) 11 (5–31) 10 (3–30)

No LVO-a
stroke1 4 (3–10) 6 (3–13) 6 (3–11) 10 (5–23) 6 (3–14) 12 (9–25) 5 (3–13) 19 (5–31) 6 (2–22)

p-value2 0.20 0.20 0.09 0.07 0.27 0.32 0.18 0.48 0.38

impedance levels are given in kOhm, median (interquartile range).
1 37 patients in total, 13 LVO-a stroke patients and 24 patients without an LVO-a stroke.
2 p-value for the difference between patients with and without an LVO-a stroke.
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Appendix 2: Effect of artifact correction and detection

Background

There was a specific need to remove ocular artifacts from the signals, as most recording electrodes of
the subhairline EEG setup were placed on the forehead, where the influence of ocular artifacts is great.
The acquired subhairline EEG recordings in this study have hence been processed with an artifact
correction and detection algorithm. This algorithm was developed to correct ocular artifacts and to
determine if other large amplitude artifacts occur in the signal.

One of the most acknowledged ocular artifact correction algorithms is ICA [1]. By using ICA an arti-
fact source can be separated from clean EEG signals. The efficacy of the algorithm is however strongly
influenced by the number of available channels: the number of independent components (sources) ob-
tained with ICA is equal to the number of EEG channels. When there are too few channels, the artifact
source cannot be separated from the clean EEG successfully and will hence also contain true cerebral
activity. If the independent component is removed, part of the cerebral activity in the EEG signals is
lost. The performance of ICA can be enhanced in several ways. ICA can for instance be combined with
wavelet decomposition, empirical mode decomposition and adaptive filtering [1]. The use of adaptive
filtering is, however, not always feasible as a ocular reference signal is needed. Between wavelet and
empirical mode decomposition, wavelet decomposition is most commonly used in combination with
ICA and it has been shown that it performs well [1–3].

We investigated the effect of ocular artifact correction on EEG signals, the corresponding EEG features
and their diagnostic accuracy for LVO-a stroke. We furthermore evaluated the effect of only applying
artifact detection to the EEG signals. We hypothesized that artifact correction and detection would
increase the reliability of the calculated EEG features and improve diagnostic accuracy for LVO-a
stroke.

Methods

In this study ICA was combined with wavelet decomposition, as described by Castellanos and Makarov
[2]. The wICA algorithm is described in detail in the main body of this thesis, Section 3.5.1. After
ocular artifact correction by wICA, automated artifact detection was applied: if the maximum epoch
value exceeded the threshold of 50 µV , epochs were excluded from further data analysis. We assessed
the performance of the artifact correction algorithm in our data by manual inspection of the raw and

Figure 7: The effect of ocular artifact correction on all bipolar subhairline EEG signals.
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(a) (b)

(c) (d)

(e)

Figure 8: The effect of ocular artifact correction on a subhairline EEG signal; a) the raw EEG signal;
b) the EEG signal after ocular artifact correction; c) the time frequency plot of the raw EEG signal;
d) the time frequency plot of the EEG signal after ocular artifact correction; e) the difference between
the time frequency plots, calculated by subtracting the plot in d) from the plot in c).
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Table 9: An overview of the effect of artifact correction and detection on ipsilesional EEG feature
values and the corresponding area under the ROC curve.

LVO-a stroke No LVO-a stroke AUC
(n=11) (n=24) p-values1 (95% CI)

No artifact correction or detection
RDP 0.24 (0.18 – 0.36) 0.36 (0.24 – 0.44) 0.07 0.68 (0.49 – 0.87)
RTP 0.19 (0.18 – 0.20) 0.19 (0.17 – 0.21) 0.94 0.51 (0.31 – 0.71)
RAP 0.23 (0.19 – 0.24) 0.17 (0.13 – 0.22) 0.04 0.71 (0.53 – 0.85)
RBP 0.35 (0.27 – 0.40) 0.27 (0.21 – 0.34) 0.06 0.69 (0.50 – 0.88)
nDAR -0.10 (-0.20 – 0.23) 0.27 (-0.02 – 0.44) 0.05 0.70 (0.51 – 0.89)
nTAR -0.05 (-0.11 – -0.01) 0.09 (-0.05 – 0.25) 0.04 0.71 (0.53 – 0.89)
nDTABR -0.15 (-0.27 – -0.08) 0.14 (-0.11 – 0.32) 0.05 0.70 (0.52 – 0.89)
pdBSI2 0.39 (0.32 – 0.47) 0.34 (0.29 – 0.41) 0.21 0.63 (0.43 – 0.82)
MSC2 0.19 (0.18 – 0.23) 0.18 (0.17 – 0.22) 0.40 0.59 (0.39 – 0.78)
WPLI2 -0.02 (-0.07 – 0.08) -0.03 (-0.13 – 0.04) 0.56 0.56 (0.36 – 0.76)
SampEn2 0.34 (0.31 – 0.38) 0.31 (0.28 – 0.35) 0.08 0.68 (0.49 – 0.87)
HFD2 1.0077 (1.0074 – 1.0081) 1.0072 (1.0062 – 1.0078) 0.05 0.70 (0.51 – 0.88)
Skewness2 -0.02 (-0.06 – 0.01) -0.02 (-0.05 – <-0.01) 0.89 0.52 (0.32 – 0.71)
Kurtosis2 0.49 (0.22 – 1.27) 0.55 (0.30 – 0.88) 0.86 0.52 (0.32 – 0.71)

Only artifact detection
RDP 0.22 (0.18 – 0.36) 0.36 (0.23 – 0.44) 0.07 0.69 (0.50 – 0.87)
RTP 0.19 (0.17 – 0.20) 0.19 (0.17 – 0.21) 0.79 0.53 (0.33 – 0.73)
RAP 0.23 (0.19 – 0.24) 0.17 (0.13 – 0.22) 0.04 0.73 (0.52 – 0.89)
RBP 0.35 (0.27 – 0.40) 0.28 (0.21 – 0.34) 0.05 0.70 (0.51 – 0.88)
nDAR -0.12 (-0.19 – -0.23) 0.25 (-0.03 – 0.44) 0.04 0.71 (0.52 – 0.89)
nTAR -0.05 (-0.11 – -0.01) 0.08 (-0.05 – 0.25) 0.04 0.71 (0.53 – 0.89)
nDTABR -0.17 (-0.27 – 0.08) 0.12 (-0.10 – 0.32) 0.05 0.70 (0.52 – 0.89)
pdBSI2 0.33 (0.27 – 0.41) 0.24 (0.20 – 0.31) 0.18 0.64 (0.44 – 0.83)
MSC2 0.19 (0.18 – 0.24) 0.18 (0.17 – 0.22) 0.32 0.60 (0.41 – 0.80)
WPLI2 -0.04 (-0.09 – 0.08) -0.03 (-0.12 – 0.05) 0.81 0.53 (0.33 – 0.72)
SampEn2 0.35 (0.31 – 0.38) 0.31 (0.27 – 0.35) 0.05 0.70 (0.51 – 0.88)
HFD2 1.0077 (1.0075 – 1.0081) 1.0072 (1.0061 – 1.0078) 0.05 0.70 (0.51 – 0.88)
Skewness2 -0.02 (-0.06 – 0.01) -0.02 (-0.05 – <-0.01) 0.96 0.51 (0.31 – 0.70)
Kurtosis2 0.50 (0.22 – 1.14) 0.54 (0.30 – 0.90) 0.99 0.50 (0.31 – 0.70)

Artifact correction and detection
RDP 0.56 (0.51 – 0.66) 0.52 (0.48 – 0.57) 0.14 0.65 (0.46 – 0.84)
RTP 0.18 (0.15 – 0.20) 0.20 (0.16 – 0.25) 0.15 0.65 (0.46 – 0.84)
RAP 0.09 (0.08 – 0.17) 0.12 (0.11 – 0.18) 0.01 0.76 (0.58 – 0.93)
RBP 0.14 (0.08 – 0.11) 0.12 (0.09 – 0.15) 0.77 0.53 (0.33 – 0.73)
nDAR 0.71 (0.66 – 0.75) 0.61 (0.45 – 0.67) 0.01 0.75 (0.58 – 0.82)
nTAR 0.32 (0.10 – 0.40) 0.22 (0.08 – 0.35) 0.40 0.59 (0.39 – 0.78)
nDTABR 0.52 (0.31 – 0.65) 0.49 (0.36 – 0.56) 0.52 0.57 (0.37 – 0.77)
pdBSI2 0.32 (0.28 – 0.36) 0.26 (0.24 – 0.31) 0.01 0.75 (0.57 – 0.92)
MSC2 0.19 (0.17 – 0.20) 0.18 (0.16 – 0.19) 0.48 0.58 (0.37 – 0.78)
WPLI2 -0.06 (-0.38 – -0.01) -0.03 (-0.16 – 0.12) 0.19 0.64 (0.44 – 0.84)
SampEn2 0.26 (0.23 – 0.30) 0.26 (0.24 – 0.29) 0.77 0.53 (0.33 – 0.73)
HFD2 1.0059 (1.0052 – 1.0070) 1.0054 (1.0048 – 1.0066) 0.48 0.57 (0.38 – 0.77)
Skewness2 -0.02 (-0.05 – 0.04) -0.03 (-0.05 – <-0.01) 0.25 0.62 (0.42 – 0.81)
Kurtosis2 0.20 (0.05 – 0.27) 0.17 (0.09 – 0.28) 0.86 0.52 (0.32 – 0.72)

EEG feature values are expressed as median (interquartile range); AUC = area under the receiver operat-
ing characteristic curve; HFD = Higuchi Fractal Dimension; LVO-a = anterior circulation large vessel occlu-
sion; MSC = magnitude squared coherence; nDAR = normalized delta/alpha ratio; nDTABR = normalized
(delta+theta)/(alpha+lower beta) ratio; nTAR = normalized theta/alpha ratio; pdBSI = pairwise derived
Brain Symmetry Index; RAP = relative alpha power; RBP = relative lower beta power; RDP = relative delta
power; RTP = relative theta power; SampEn = sample entropy; WPLI = weighted phase lag index.
1 p-value for the difference between patients with and without an LVO-a stroke.
2 calculated for the frequency band 1–18Hz.
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corrected EEG signals and comparison of the EEG power spectra before and after correction. We
furthermore evaluated the effect of artifact correction and detection on EEG feature values and their
diagnostic accuracy for LVO-a stroke.

Results

The effect of the artifact correction and detection algorithm on multichannel data is shown in Figure
7. There are ocular artifacts visible in the raw data (Figure 7a) around t = 0.8s, t = 3.9s and t = 5.2s.
In Figure 7b it is seen that these artifacts are corrected, while the clean parts of the signals essentially
remain unaffected. Besides the ocular artifacts a periodic artifact can be seen in the bipolar channel
TPP9h–FFT9h. Even though the correction algorithm was only intended for ocular artifacts, the pe-
riodic artifact, most likely caused by the heart’s electrical activity, is corrected as well.

In Figure 8 the effect of the correction algorithm is visualized in more detail for one bipolar EEG
signal. In Figure 8a two large artifacts are present at t = 0.9s and t = 4.0s. In Figure 8b the same
EEG recording is shown but then with corrected artifacts. Additionally, around t = 5.0s a small
disturbance in the EEG signal has also been corrected. In Figure 8c and 8d the power of the raw and
corrected EEG signals are visualized for different timestamps and frequencies. The difference between
these plots is shown in Figure 8e. It can be seen that higher frequencies (>15Hz) in the signal are
almost completely unaffected by the correction algorithm. Moreover, the power between the two large
artifacts did not differ for the scenario in which artifacts were corrected and the scenario they were not.

The effect of artifact correction and detection on the calculated EEG features and the diagnostic ac-
curacy is presented in Table 9. This table shows EEG feature values for patients with and without an
LVO-a stroke, the corresponding p-values and the AUC for each feature. All these values are given for
the following situations: no artifact correction or detection, only artifact detection and both artifact
correction and detection. EEG features that were calculated in different frequency bands in the main
body of this thesis are only listed for the frequency range 1–18 Hz.

The results for no artifact correction or detection and only artifact detection are similar; only small
deviations in median feature values, interquartile range, p-values and AUC are seen. Only the pdBSI
values of the non-LVO-a stroke patients changed considerably (0.34 [0.29–0.41) vs 0.24 [0.20–0.31]).
For both the scenario with no artifact correction or detection and the scenario only artifact detection,
several EEG features differ between patients with and without an LVO-a stroke: relative alpha and
beta power, normalized DAR, TAR and DTABR, SampEn and HFD.

A great difference can be seen between the results obtained when only artifact detection is applied
and the results when both artifact correction and detection are applied. Features which are higher
for non-LVO-a stroke patients, are lower after artifact correction is applied, or vice versa. Several
EEG features furthermore lose their significant difference due to artifact correction. After artifact
correction and detection only the relative alpha power, DAR and pdBSI differ between patients with
an LVO-a stroke and patients without (0.09 vs 0.12, p=0.01; 0.71 vs 0.61, p=0.01; 0.32 vs 0.26,
p=0.01, respectively). Moreover, the diagnostic accuracy of all three features is improved after artifact
correction is applied.

Discussion

In this appendix the effect of artifact correction and detection was determined. We showed that the
artifact correction algorithm removes ocular artifacts from the EEG signals, while it leaves clean parts
of the signals essentially unaffected. The algorithm is, however, not specific to ocular artifacts.
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The values reported in Table 9 for the situation without artifact correction and detection and the
situation with only artifact detection, are not always as we would expect. Reduced CBF results in a
decrease in higher frequencies, followed by an increase in lower frequencies [4–7]. When no artifact
correction is applied, the relative alpha and lower beta power are higher in LVO-a stroke patients
than in non-LVO-a stroke patients (median = 0.23 vs 0.17 p=0.04 and median = 0.35 vs 0.28 p=0.05,
respectively). The relative theta power is similar for both groups and the relative delta power is lower
for LVO-a stroke patients, but this is not significant. Because the differences in relative delta, theta
and lower beta power are in contradiction with our hypothesis, no logical results are seen for the DAR,
TAR and DTABR either. When both artifact correction and detection are applied, the differences be-
tween LVO-a stroke and non-LVO-a stroke patients are more in line with our expectations and previous
literature [8]. The relative theta power is, however, lower in LVO-a stroke patients and the relative
lower beta power higher, although not statistically significant. A possible explanation of the strong
influence of artifact correction on the EEG features of LVO-a stroke and non LVO-a stroke, would be
the presence of more small (ocular) artifacts in the non-LVO-a stroke group. This has, nevertheless,
not been evaluated quantitatively.

It is notable that complexity features, SampEn and HFD, both differ between LVO-a stroke and non-
LVO-a stroke patients when no artifact correction is applied. The SampEn and HFD are both higher
in LVO-a stroke patients (median = 0.35 vs 0.31 p=0.05 and median = 1.0077 vs 1.0072 p=0.05,
respectively), which implies the signals of the LVO-a stroke patients are more complex. Previous lit-
erature suggests a decrease in CBF leads to reduced complexity of EEG signals [9–11]. However, no
studies have been published on the SampEn and HFD in LVO-a stroke patients specifically. Once ar-
tifact correction is applied, the difference in complexity of the EEG signals between LVO-a stroke and
non-LVO-a stroke patients is lost. This could be caused because there is a difference in the presence
of small (ocular) artifacts between the groups, as was described in the previous paragraph. It could,
nevertheless, also be the case that the EEG signals of LVO-a stroke patients are more complex and
that the artifact correction algorithm diminishes the complexity of the signals. We suggest to evaluate
the effect of the algorithm on the complexity of a clean EEG signal.

In conclusion, the artifact correction and detection algorithm removes (ocular) artifacts from the
subhairline EEG signals. The algorithm moreover influences EEG feature values and thereby their
diagnostic accuracy for LVO-a stroke. The diagnostic accuracy of several features is diminished, but
the differences between the LVO-a stroke and non-LVO-a stroke patients are in better agreement with
previous literature. The diagnostic accuracy of the relative alpha power, DAR and pdBSI is improved
because of the artifact correction and detection algorithm.
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Appendix 3: Contralesional EEG features

Table 10: Contralesional EEG feature values of patients with and without an LVO-a stroke and the
p-values of the Mann-Whitney U tests used to compare the EEG feature values. In case the patient
did not have an ischemic stroke or TIA, the average feature value of both hemispheres was used.

LVO-a stroke (n=13) Non-LVO-a stroke (n=21) p-values1

Frequency band power
Relative delta power 0.51 (0.47 – 0.59) 0.53 (0.49 – 0.60) 0.65
Relative theta power 0.17 (0.16 – 0.18) 0.20 (0.16 – 0.24) 0.09
Relative alpha power 0.13 (0.11 – 0.15) 0.13 (0.10 – 0.15) 0.94
Relative lower beta power 0.16 (0.14 – 0.20) 0.12 (0.08 – 0.14) 0.02
Normalized DAR 0.56 (0.51 – 0.66) 0.61 (0.53 – 0.68) 0.72
Normalized TAR 0.19 (0.01 – 0.26) 0.23 (0.09 – 0.34) 0.39
Normalized DTABR 0.39 (0.28 – 0.51) 0.54 (0.38 – 0.59) 0.12

Functional connectivity
MSC 0.18 (0.15 – 0.20)2 0.17 (0.16 – 0.19)2 0.902

Delta 0.18 (0.16 – 0.19) 0.18 (0.17 – 0.20) 0.72
Theta 0.17 (0.15 – 0.18) 0.18 (0.16 – 0.20) 0.13
Alpha 0.16 (0.14 – 0.18) 0.18 (0.16 – 0.19) 0.34
Lower beta 0.16 (0.14 – 0.19) 0.16 (0.14 – 0.18) 0.75

WPLI 0.18 (-0.12 – 0.21)2 -0.06 (-0.22 – 0.02)2 0.432

Delta 0.02 (-0.06 – 0.08) -0.01 (-0.13 – 0.07) 0.27
Theta 0.01 (-0.10 – 0.18) -0.09 (-0.19 – 0.08) 0.27
Alpha 0.04 (-0.10 – 0.21) -0.06 (-0.14 – 0.13) 0.56
Lower beta 0.11 (-0.01 – 0.17) <0.01 (-0.07 – 0.11) 0.13

Complexity
Sample entropy 0.280 (0.257 – 0.293)2 0.245 (0.231 – 0.280)2 0.072

Delta 0.060 (0.059 – 0.061) 0.061 (0.059 – 0.063) 0.21
Theta 0.211 (0.208 – 0.215) 0.217 (0.210 – 0.221) 0.17
Alpha 0.370 (0.365 – 0.377) 0.367 (0.363 – 0.373) 0.44
Lower beta 0.496 (0.491 – 0.500) 0.491 (0.489 – 0.499) 0.52

HFD 1.0065 (1.0060 – 1.0067)2 1.0054 (1.0044 – 1.0066)2 0.082

Delta 0.9933 (0.9928 – 0.9935) 0.9937 (0.9934 – 0.9940) 0.03
Theta 0.9998 (0.9997 – 1.0000) 1.0000 (0.9996 – 1.0000) 0.58
Alpha 1.0037 (1.0035 – 1.0038) 1.0036 (1.0034 – 1.0037) 0.42
Lower beta 1.0103 (1.0101 – 1.0105) 1.0102 (1.0100 – 1.0104) 0.08

Probability distribution
Skewness -0.0163 (-0.0555 – 0.0064)2 -0.0116 (-0.0492 – 0.0020)2 0.842

Delta -0.0298 (-0.0500 – 0.0075) -0.0049 (-0.0281 – 0.0070) 0.52
Theta -0.0010 (-0.0046 – 0.0020) -0.0012 (-0.0028 – 0.0006) 0.91
Alpha <0.0001 (-0.0001 – 0.0001) 0.0001 (-0.0002 – 0.0002) 0.72
Lower beta <-0.0001 (-0.0002 – 0.0001) <-0.0001 (<-0.0002 – 0.0001) 0.56

Kurtosis 0.29 (0.12 – 0.40)2 0.19 (0.08 – 0.34)2 0.162

Delta 0.27 (0.16 – 0.48) 0.20 (-0.02 – 0.32) 0.18
Theta 0.21 (0.11 – 0.50) 0.17 (0.04 – 0.31) 0.54
Alpha 0.19 (0.11 – 0.23) 0.12 (0.04 – 0.27) 0.40
Lower beta 0.08 (0.04 – 0.22) 0.16 (0.01 – 0.33) 0.69

EEG feature values are expressed as median (interquartile range); bold values denote statistical significance at a p
≤ 0.05 level; DAR = delta/alpha ratio; DTABR = (delta+theta)/(alpha+lower beta) ratio; HFD = Higuchi fractal
dimension; LVO-a = anterior circulation large vessel occlusion; MSC = magnitude squared coherence; pdBSI =
pairwise derived Brain Symmetry Index; TAR = theta/alpha ratio; WPLI = weighted phase lag index.
1 p-value for the difference between patients with and without an LVO-a stroke.
2 Calculated for the frequency band 1–18Hz.
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(a) (b)

(c) (d)

Figure 9: Boxplots and ROC curves of the contralesional relative beta power and HFD in the delta
frequency band; (a and b) the average feature values are shown for patients without a stroke, with a
non-LVO-a stroke and with a LVO-a stroke; (c and d) optimal cut-off point (red dot) was determined
as the maximum sensitivity at a specificity of 80% for LVO-a stroke.
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Appendix 4: Diagnostic accuracy of all ipsilesional EEG features
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Appendix 5: Performance logistic regression model using individual
EEG features
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