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Abstract

Up to now, it is not clear why systems consolidation arises mainly during slow wave
sleep (SWS) and what are the underlying mechanisms of this phenomenon. An impor-
tant difference between SWS and awake state is the low afferent input that observed
during SWS. Low or high afferent input has been correlated with variations in activity
patterns and network excitability of cortical neurons. At low levels of afferent input
cultures exhibit burst dominated activity patterns which replicate slow oscillations (SO)
observed during SWS. Therefore, cultures are able to consolidate (the so called) mem-
ory traces induced by electrical stimulation. In this study we administered high afferent
background input on cortical cultures by means of optogenetic stimulation and we
examined the effect on memory trace formation. Interestingly, repeated electrical stim-
ulation on AAV-transduced cortical cultures did not lead to memory trace formation.
When high levels of background input are present, excitability of the network remains
unchanged and inability to induce memory trace formation further persists. We hy-
pothesize that AAV transduction may be responsible for this phenomenon by reducing
network excitability.
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Chapter 1

Introduction

1.1 Neuronal signal transduction

Neurons are the building blocks of the human central nervous system (CNS) which is
comprised of over 100 billion neurons (Walinga and Stangor, 2014). An illustration of
the basic compartments of a neuron can be found in Figure 1.1. Primary function of
these cells is to receive and pass information through the brain and nervous system
via electrochemical signals that coordinate actions and sensory information (Woodruff,
2022). Signal transduction between neurons takes place through electrical signals
called action potentials or chemical cues released at synapses called neurotransmit-
ters. In general, an action potential (AP) is the transmembrane voltage change that
occurs in excitable cells like neurons, endocrine, and muscle cells (Betts et al., 2013).
For a neuron, an AP is reflected as a rapid rise and fall of the transmembrane volt-
age known as membrane potential (Ritchie and Rogart, 1977). Neurons work in an
“all-or-nothing” way which means that higher amplitudes of stimulus will not generate
larger amplitudes of APs (Sasaki et al., 2011). Membrane potential arises from ionic
concentration gradients and the fact that the cell membrane is semipermeable to selec-

Figure 1.1 Schematic of neuronal structure (Blausen, 2022)
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2 CHAPTER 1. INTRODUCTION

tive ions through passive ion channels, voltage-gated channels, and ion pumps. The
generation of an AP can be divided into three main sections: the depolarization, the re-
polarization, and the refractory period (Sasaki et al., 2011). Neurons’ transmembrane
resting potential ranges from -60 to -70 mV and by altering the relative membrane per-
meability to specific ions, a rapid (1-2 ms) depolarization of the membrane occurs at
around +50 mV followed by repolarization and a refractory period where membrane
potential at first undershoots and then returns to its resting state (Betts et al., 2013;
van Putten, 2020); Figure 1.2(A).
Synapses (Greek for conjunction) are defined as microscopic gaps where the terminal
buttons of one neuron are in close apposition with the receptors of another. In many
synapses, the signal-passing neuron (presynaptic neuron) transfers the information
from its axon to the dendrites or soma of the target neuron (post-synaptic neuron)
(Perea et al., 2009). This transfer of information through a synapse is called synaptic
transmission and can be divided into two categories:
1) Electrical synaptic transmission, where the plasma membranes of the two cells are
connected through gap junctions which allow the flow of ions from one cell to the other
hence the passive transmission of action potentials. Electrical synapses, allow for a
fast, bi-directional transfer of information and are also involved in the synchronized ac-
tivity of neuronal groups (e.g. synchronized activity in the hypothalamus)(Purves and
Williams, 2001).
2) Chemical synaptic transmission (Fig 1.2(B)), is the process where chemical cues
(neurotransmitters) from the cell membrane of the pre-synaptic neuron are diffused
and up taken from the receptors of a post-synaptic neuron or other cells. A chemical

(A) Generation of an action potential (fil)
(B) Illustration of chemical synaptic transmission
(Kizirian, 2022)

Figure 1.2 Signal transduction processess in neuronal communication
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synapse enables slow and unidirectional signal transduction and is sensitive to fatigue,
pH changes, and hypoxia (Purves and Williams, 2001).

1.2 Synaptic plasticity

The ability of the neuron to regulate the efficacy and strength of synaptic transmission
at existing synapses through activity-dependent mechanisms is defined as synaptic
plasticity (Mateos-Aparicio and Rodrı́guez-Moreno, 2019). This mechanism is sug-
gested to be linked with memory trace formation of short-term experiences and plays
a key role in early brain development (Citri and Malenka, 2008). Multiple mechanisms
are associated with synaptic plasticity, although earlier work has proven using com-
puter modeling that both short-term and long-term plasticity mechanisms are involved
in memory consolidation.

1.2.1 Short-term synaptic plasticity

Short-term synaptic plasticity can be elicited by transient activity bursts that cause
aggregation of calcium ions in the pre-synaptic neuron which in turn modulate the
probability of neurotransmitter release (Citri and Malenka, 2008). Short-term plasticity
has a duration that ranges from milliseconds to minutes and is suggested to play a
crucial role in short-term memory. Stimulation patterns that trigger short-term synaptic
plasticity are paired-pulse stimulation and repetitive high-frequency stimulation (Zucker
et al., 2002).
Two stimuli with short inter-stimulus interval can lead to paired-pulse facilitation or de-
pression according to the response that the first stimuli elicited (Katz, 1968). Paired-
pulse depression can emerge by an interstimulus interval of less than 20 ms that elic-
its shortage of the release-ready pool neurotransmitter vesicles from the first stimulus
due to high probability of transmitter release. On the contrary, paired-pulse facilita-
tion stems from an interstimulus interval of 20 to 500 ms that increases calcium ion
concentration in the pre-synaptic neuron, where probability neurotransmitter release
from the first stimulus is relatively low and has a tendency to increase from the second
stimulus (Dobrunz and Stevens, 1997).
Repetitive high-frequency stimulation or tetanic stimulation delivers extended stimu-
lation trains (200 ms – 5 sec) at a frequency ranging from 10–200 Hz. This kind
of stimulation pattern can induce both short-term or long-term plasticity according to
the stimulation frequency (Bliss and Lømo, 1973). This notion can be validated con-
sidering that the effects of tetanic stimulation are longer compared to paired-pulse
stimulation, lasting from seconds to minutes. Synaptic depression arises from neuro-
transmitter depletion while facilitation from augmentation in neurotransmitter release
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(Dobrunz and Stevens, 1997).

1.2.2 Long-term synaptic plasticity

Two fundamental forms of long-term synaptic plasticity are long-term potentiation (LTP)
and long-term depression (LTD) whose effects on synaptic connectivity strength can
last from minutes to several hours (Bin Ibrahim et al., 2022). Both mechanisms of
long-term synaptic plasticity are closely linked with cognitive tasks such as learning
and memory (Bi and Poo, 1998). A potential mechanism that induces LTP and LTD
is spike-timing-dependent plasticity (STDP) (Bin Ibrahim et al., 2022). STDP acts on
glutamatergic synapses and is exhibited in different neuronal circuits of the brain. If
the presynaptic action potential preceded the excitatory postsynaptic potential (EPSP)
then synaptic strength is increased and time-dependent LTP (t-LTP) is induced. On
the other hand, if the EPSP preceded the pre-synaptic potential then the efficacy of
connection is decreased and we observe a time-dependent LTD (t-LTD) (Bi and Poo,
1998). The maximal latency between the two action potentials for STPD to happen
should be around 20 msec where smaller latencies result in more prominent connec-
tivity strength variations (Fröhlich, 2016b).
An additional way to induce changes at a synaptic level is through homeostatic plastic-
ity. One of the mechanisms that comprise this phenomenon is called “synaptic scaling”
which includes calibration of the strength of synaptic connections in response to pro-
longed activity changes. For instance, a prolonged increase in neuronal firing will
cause a net decrease in excitatory synaptic weights while prolonged exposure to de-
creased activity will result in a net increase in these weights. Compared to LTP and
LTD homeostatic plasticity is thought to span on a longer timescale and correlate with
the development of neural networks (Tien and Kerschensteiner, 2018). This kind of
plasticity is also assumed to play a key role in maintaining an activity balance and its
disruption is suggested to be involved in neurodegenerative diseases such as epilepsy
(Lignani et al., 2020).

1.3 Optogenetic stimulation

Karl Deisseroth et al. were the first to exhibit genetic manipulation and optical methods
as means of triggering action potentials in neurons Boyden et al. (2005). Optogenet-
ics involves genetically engineered cells expressing light-sensitive proteins on their
membrane, called opsins. With this method, one can acquire control of neural activity
by increasing or decreasing neuronal excitability with millisecond precision. Excita-
tion is achieved via the expression of opsins called channerhodopsins (e.g. ChR2)
while inhibition through halorhodopsins (e.g. NpHR) (Tian et al., 2021). In this study,
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we aim to activate neuronal targets through Channelrhodopsin-2 (ChR2). ChR2 is a
nonspecific blue light-sensitive ion channel with a 7-transmembrane protein structure.
While optically activated, ChR2 goes through a conformational change in its structure
allowing for ion transportation inside and outside the target cell, creating a photocur-
rent. Driving force of ion transfer is a concentration and charge gradient therefore
photocurrent amplitude can be affected by the pH or medium composition. As a result,
light stimulation can trigger neuronal spikes if the depolarization threshold is reached
(Bertucci et al., 2019). ChR2 carrying plasmid is transduced into target cells through
viral vectors with the most popular being the Adeno Associated Virus (AAV). In this
way expression differences of ChR2 arise from cell to cell which influences the relia-
bility of spike generation. For instance, cells with low ChR2 expression can only reach
subthreshold activation without spike induction (Schoenenberger et al., 2011). For this
cause, variants of ChR2 have been engineered like H134R mutant which is also used
in our project. This mutation allows for an increase in the magnitude of photocurrents
compared to wild-type ChR2 resulting in more robust spiking (Nagel et al., 2005). In
the current project, we used an AAV that combines ChR2 and fluorescent proteins
in a single plasmid, allowing for co-expression. In that way, we are able to moni-
tor transduction efficacy in the culture as well as individual neuron expression levels
(Schoenenberger et al., 2011). Hence, optogenetics comprises a tool that offers cell-
specific targeting and high temporal resolution therefore in many cases is preferred
over electrical stimulation or pharmacological manipulation (Tian et al., 2021).

1.4 In-vitro neuronal networks

Cellular neural networks display activity patterns (spontaneous activity) that are strongly
connected with dynamic network properties such as connectivity and excitability (Tibau
and Soriano, 2018). Micro-electrode arrays (MEAs) comprise a tool to assess network
dynamics by allowing simultaneous and high spatiotemporal signal detection (Cabrera-
Garcia et al., 2021). Neuronal tissue is not easily accessible and in-vivo experiments
are difficult to perform. However, culturing of neuronal networks on MEAs provides the
user with an in vitro model with relatively high experimental freedom, including simul-
taneous electrophysiological recording from many neurons, the possibility to construct
distinct network architectures, and electrical, pharmacological, or optogenetic stimula-
tion [30]. Cultured networks on MEAs provide a robust template for studying network
dynamics, which may be exploited to study the underlying mechanisms of cognition
and pathophysiological conditions like epilepsy, stroke, and Alzheimer’s disease (AD)
(Cabrera-Garcia et al., 2021; Pelkonen et al., 2021).
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1.4.1 Activity patterns

Slow oscillation (SO) dominates activity patterns in the cortex during slow-wave sleep.
SO includes transition between active and silent phases of neural activity with a fre-
quency of 1 Hz. A simplified model can be found in cortical in-vitro cultures, which
typically exhibit network bursts. These bursts have been shown to disappear when
cultures receive more regular input, and have been suggested to be associated with
low afferent input (D’Andola et al., 2019; Saberi-Moghadam et al., 2018). In the first
week in-vitro, cortical cultures start firing action potentials, and activity persists for the
lifetime of the culture. After one week in culture, networks begin to display bursting
behavior which gradually increases until the 3rd week when bursts are dominating the
activity patterns (Wagenaar et al., 2005b). Cebrera et. al (Cabrera-Garcia et al., 2021)
found that cortical cultures during development from the 1st to the 3rd week in-vitro
exhibited an increase in mean firing rate (MFR) and bursting frequency. Network burst
(NB) suppression with tetrodotoxin (TTX) hampered network formation (Corner et al.,
2002), suggesting that synchronized activity plays a role in network development and
maturation.
NBs can also be elicitepd artificially through electrical stimulation. It has been il-
lustrated that stimulation evoked NBs resemble the spontaneously generated ones
arising from endogenous activity patterns, independently from the stimulation source
(Pasquale et al., 2017). Except for network development, netowork busting is hypoth-
esized to have other functional roles (Zeldenrust et al., 2018):
1) Bursting can assist in reliable information transfer through synapses.
2) Bursts constitute an additional means of communication in parallel with single spikes.
3) Network bursts have a greater impact on target cells than single spikes and can pre-
pare their targets for the incoming of a specific input.
4) Bursting enables synaptic plasticity modulation, thus it is engaged with cognitive
mechanisms like memory.

1.4.2 Connectivity

Connectivity can be distinguished into three types: structural, functional, and effective
connectivity. Structural connectivity contains the anatomical connections that couple
neuronal elements. Functional connectivity is referred to the statistical dependencies
between activity in different units while effective connectivity is defined as the direct
causal interactions between neuronal elements (Sun et al., 2020).
In the case of in-vitro neuronal networks cultured on MEAs connectivity is assessed
through functional connectivity estimation using statistical correlation methods or mu-
tual information (Sun et al., 2020) or maximum entropy models (Lamberti et al., 2022).
During the 1st week, in-vitro neurons become structurally connected forming a neu-
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ronal network. Consequently, connectivity changes may be observed during temporal
development of the network by creating new synaptic connections. Absence of exter-
nal input makes the network highly excitable (strong excitatory connections). which
leads to bursting activity through recurrent excitatory structural connections (Wage-
naar et al., 2005b). Activity can have minor fluctuations around a fixed activity pattern
which corresponds to a connectivity motif. Activity and connectivity mutually affect
each other. The observation that both are stable on time scales of hours to days
suggests that endogenous activity patterns (spontaneous activity patterns) and con-
nectivity are in balance. Networks without afferent input are able to maintain this sta-
bility, with occurring activity patterns supporting current connectivity. It is believed that
the key mechanism involved in maintaining this stability is STDP once during burst-
ing activity several spikes are generated in the time window where STDP takes place
(le Feber et al., 2015). However, a significant shift in activity can drive the network to
re-arrange its connections and obtain a new activity-connectivity balance by synaptic
strength modulation in response to stimulation. It has been shown that tetanic or low-
frequency electrical stimulation is able to induce connectivity changes (le Feber et al.,
2007; Le Feber et al., 2010). Another study shows that a decrease in the strength
of functional connections reduces synchronous firing patterns, supporting further an
interplay between activity and connectivity (Le Feber et al., 2014).

1.4.3 Excitability

In cortical cultured networks, it has been shown that the lack of sensory input and the
existence of recurrent excitatory connections lead to hyper-excitable networks exhibit-
ing oscillatory firing in spontaneous activity patterns (Le Feber et al., 2014), and that
regular input by electrical stimulation is able to transform burst dominated activity pat-
terns back to more dispersed firing (Wagenaar et al., 2005b). These network bursts
seem to temporarily reduce network excitability for second-long periods after each
network burst. It is suggested that the possible mechanism for this phenomenon is
activity-dependent synaptic depression due to neurotransmitter depletion in the readily
releasable vesicle pool of synapses, commonly referred to as Short-Term Depression
(STD). Consequently, stronger and longer-lasting bursts can lead to greater synaptic
depression (lower excitability) and longer time intervals for the synapses to recover
and reoccurrence of spontaneous fluctuations that may again include network bursts
(Baltz and Voigt, 2015). This hypothesis can be further supported by a study done by
(Opitz et al., 2002) where they showed a positive correlation between burst duration
and the time interval of a preceding burst.
In principle, network excitability can be characterized as the ease of inducing a net-
work response when a stimulus is applied (Baltz and Voigt, 2015) or the average re-
sponse of a network to a spike in one of the neurons in the network. Neurons demon-
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strate an abundance of stimulus-response patterns which serve as an indication of
network excitability (Gal et al., 2010). Efficacy, length, and delay of stimulus-response
are linked with occurring activity patterns, demonstrating an activity-excitability depen-
dence (Weihberger et al., 2013). Several studies observed burst suppression and
excitability reduction by directly applying excitatory pharmacological agents to cortical
cultures (Baltz and Voigt, 2015; Dias et al., 2021; Le Feber et al., 2014). Thus, activity
patterns can be modulated by altering the excitability of a network and vice versa.

1.5 Memory formation and consolidation

Memory is an important feature that helps animals to store and retrieve former knowl-
edge and experiences and adapt behavior in order to survive. Briefly, memory is a
process where information is first encoded, then consolidated and stored in order to be
retrievable in the future. Encoding involves the writing of information in the brain. Con-
solidation is the process of strengthening and stabilization of information for long-term
periods. Storage of memory requires persistent modulations of the brain for preserving
the information. Finally, retrieval of information involves the reactivation of stored in-
formation which allows behavioral adaptation to the environment (Ortega-de San Luis
and Ryan, 2022). However, in this section, we will focus mostly on the encoding and
consolidation part as observed in humans in-vivo and in animal models in-vitro.

1.5.1 In-vivo

Encoding and storage of memories are suggested to take place in functionally con-
nected assemblies whose connection strength is modified during learning, known as
engrams (Zhang et al., 2020). Regarding memory consolidation, there are two mecha-
nisms that occur sequentially known as cellular and systems consolidation. The former
refers to cellular modifications taking place at individual neuronal synapses in order for
the memory trace to stabilize while the latter indicates a dynamic interplay between
brain compartments (Wang et al., 2010). In general, memory consolidation is thought
to be linked with slow oscillations (SO) during slow-wave sleep which offers augmented
memory and cognitive performance (D’Andola et al., 2019).
There is one dominant theory of how memory consolidation takes place in the brain
during slow-wave sleep. At first, a filtering process through synaptic modification of
the hippocampal system chooses which memory traces are going to persist. Next,
the memories that “survived” this process are replayed to the cortex where informa-
tion can now be stored. Memory traces are replayed during slow-wave sleep through
sharp-wave ripples. These ripples can regulate plasticity in neuronal populations of
the hippocampus or interact with thalamocortical synchronized activity, called sleep
spindles, that modify synaptic connections in the neocortex (Axmacher et al., 2006;
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Nadel et al., 2012). This interplay between the neocortex and hippocampus is an ex-
ample of systems consolidation that results in memory traces that can last from days
to weeks (Wang et al., 2010).

1.5.2 In-vitro

Whereas memory consolidation is associated with oscillatory behavior as observed
during slow-wave sleep, cortical cultures have been proposed as a slow-wave sleep
model due to the exhibition of oscillatory synchronous firing patterns (network bursts).
In sufficiently developed cortical cultures network bursts occur under a frequency
which approximates the frequency of -waves (0.1 – 4 Hz) detected by EEG during
slow-wave sleep (Zhang et al., 2020). Earlier work showed that repeated stimulation
of cortical networks leads to the formation and consolidation of memory traces that
persist for at least several hours, even if meanwhile other memory traces are formed
(Wagenaar et al., 2005b). Another study supports that low-frequency electrical stim-
ulation is able to induce connectivity changes whose magnitude is sensitive to the
stimulation protocol applied (Le Feber et al., 2010).

1.6 Aim of this study

It is an open question why memory consolidation occurs mainly during slow wave
sleep, and what is the role of oscillatory activity and network excitability in this pro-
cess. One important difference between the awake state and slow wave sleep is the
cholinergic tone in the cortex, which is high when awake, but very low during slow
wave sleep (Gais et al., 2003). Recent work showed that oscillatory patterns, as well
as memory consolidation were facilitated by a low cholinergic tone, possibly through
cholinergic modulation of network excitability (Dias et al., 2021). Another important
difference between the awake state and slow wave sleep, that may also affect net-
work excitability, is the presence or absence of afferent input. Goal of this project is to
monitor the effect of random background input on oscillatory firing, network excitabil-
ity and memory consolidation in cultured ChR-2 transduced cortical networks. Taking
into account the aforementioned we assume that cortical cultures with low afferent
input exhibiting network bursts will be able to consolidate memory traces once they
simulate the behavior of the cortex during slow-wave sleep. At first, we investigate the
response of cultures in different stimulation frequencies in terms of activity and network
excitability. Next, we examine whether transduced cultures are able to form memory
traces in response to repeated electrical stimulation. Finally, by introducing random,
background optogenetic input we observe the effect on memory trace formation and
network properties (activity / excitability). We hypothesize that in conditions with high
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afferent input (background optogenetic stimulation) network excitability will decrease
and memory trace formation will be impaired.



Chapter 2

Methods

2.1 Cell culturing

Cortical cells were obtained from rat pups that were decapitated at day 1 post-natal in
compliance with Dutch and European laws and guidelines regarding animal research.
Cells were dissociated by trypsin treatment and trituration which resulted in a cell sus-
pension of around 1000 cells/µl. These included excitatory and inhibitory neurons,
as confirmed by electrophysiological le Feber et al. (2016) and immunohistochemical
experiments Le Feber et al. (2018). Glial cells and especially astrocytes were also
present in the culture once they have shown to enhance neuronal function and viability
Bélanger and Magistretti (2022). The presence of glial cells was validated through im-
munofluorescence staining of GFAP protein found at the glial cytoskeleton as shown in
2.1. Next, cells were plated on the glass surface of a Multi-Electrode Array (MEA) de-
picted in 2.2(A) Kussauer et al. (2019), acquired from Multi Channel Systems (MCS),
Reutlingen, Germany; that were precoated with polyethyleneimine (PEI) for optimal
cell adhesion. The day after plating, cells were transfected with 15 µl of Adeno As-
sociated Virus (AAV) that carried the gene expressing ChannelRhodopsin-2 (ChR-2)
fused with mCherry driven by the CaMKIIα promotor which targets only the excitatory

Figure 2.1 Validating the presence of astrocytes by immunofluorescence staining of GFAP

11
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Figure 2.2 A) Illustration of a flat MEA with the circular chamber, glued at the center. At higher
magnification, the 60 titanium-nitride electrode grid is apparent. B) Example of a cultured MEA
with rat cortical neurons co-expressing ChR-2 and mCherry fluorescent protein.

neurons. The initial volume of virus with a physical titre of 1.31 * 1013 GC ml−1 was
diluted 100 times in DBPS. Successfully transfected excitatory cells are illustrated in
Fig.2.2(B). These cells were able to express ChR-2 on their surface, enabling acti-
vation by shedding blue light Fröhlich (2016a). Culturing of the cells took place in a
circular chamber glued on the center of the MEA with inner diameter d = 20 mm. The
center of the chamber contains 60 titanium nitride electrodes (30 µm diameter , 200
µm pitch) which allow to record electrical signals or stimulate electrically. The chamber
was filled with 700 µl of R12 medium Romijn et al. (1984). Cultures were stored in an
incubator at 36 oC, 5% of CO2 and high humidity conditions. The experiments took
place in a custom-made Faraday cage to minimize artifacts emerging from interfering
electromagnetic noise. After one week of culturing, spontaneous action potential dis-
charges start to appear and network bursts are increasing in duration and frequency,
reaching their maximum during the third week in vitro, followed by large scale synaptic
pruning and reaching a state that is generally considered as ‘mature networks’ after
∼ 21 days, described in Van Pelt et al. (2004). Experiments were conducted 25 ± 7
days after plating ( DIV 18-32 ) so that synchronous network firing discharges were
dominating spontaneous activity.

2.2 Data acquisition

Data acquisition was done in measuring setup located outside of the incubator. The
entire setup was covered by Plexiglass cage which was continuously perfused with
a gas mixture of 21% 02, and 5% CO2 at a constant rate of 2 liter/min in order to
maintain stable environmental conditions for experiments. A computer regulated two
mass flow controllers through a custom-made LabVIEW script. The gases before end-
ing up in the cage were moisturized with deionized water through two bubblers. During
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Figure 2.3 Cortical culture inside the recording setup which is stimulated with blue light pulses.

experiments, the culture chamber was tightly sealed with a PDMS ring bearing a water-
retaining but C02 and 02 permeable membrane (ALA Scientific), to halt evaporation of
the medium and prevent infections from its surroundings. While in the recording setup,
MEAs were kept at a constant temperature of 36 0C through a heating plate connected
to a PID controller.
The recording setup was able to acquire signals from 59 MEA channels (one channel

served as reference) with a sampling frequency of 16 kHz and noise levels ranging
generally from 3–7 µVRMS. Data acquisition was carried out from a custom-made Lab-
VIEW software which executed amplification (1000x) and band-pass filtering (0.1 – 6
kHz). The software was also capable of controlling electrical and light stimulation as
well as illustrating a real-time raster plot and post-stimulus-time-histogram (PSTH). For
chronic electrical and light stimulation the automation of the stimulation protocol was
essential therefore the existing LabVIEW application was modified. Specifically, post-
modification the program was capable of changing between stimulation electrodes au-
tomatically and allow the user to apply electrical stimulation together with light stimu-
lation at varying frequencies. These changes were critical for conducting the desired
experiments. An instance of the recording setup can be found in Fig 2.3.
Spike detection was executed in compliance with the rule that each detected signal
should be at least 5.5 times higher than the estimated root-mean-square noise level.
The noise levels were adapted during the recording for each electrode following an
adaptive noise estimation algorithm. If the signal exceeded the detection threshold, a
timestamp, the electrode number, a 6 ms waveform, and the estimated noise level at
that electrode were stored. Furthermore, if electrical or optogenetic stimulation was
applied, the timestamps of each stimulus were also saved. All stored candidate spikes
underwent an off-line artifact detection as done in Wagenaar et al. (2005a). For a
candidate spike to be valid it needs to conform to the following rules:
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• no other peaks with equal or higher amplitude were recorded within a 1 ms
around the main peak of the waveform.

• no other peaks with the same polarity and more than 90% of the amplitude of the
candidate spike existed within a 0.3 ms window around the peak.

• no other peaks with the same polarity and more than 50% of the amplitude of the
candidate spike existed within a 1 ms window around the peak.

• no more than one peak should exist at the exact same timestamp.

• there should not be a peak whose width is smaller than 3/16 ms at 50% of the
original peak.

2.3 Experimental design

We divided the project into three sets of experiments. In the first set, we aimed to
determine the effect of different optogenetic stimulation frequencies on network activ-
ity and excitability. We will refer to this set as “optogenetic stimulation experiments”.
Based on these results we defined the optimal stimulation frequency to apply in our
next set of experiments. In the second set, we replicated part of the experiments done
by Dias et al. (2021) where cultures are subjected to electric stimulation to identify
the underlying mechanisms of memory consolidation; from now on, this set will be
mentioned as “control memory experiments”. The last set of experiments is the com-
bination of electric and optogenetic stimulation which explores the effect of random
background optogenetic input on the consolidation of memory; this last set will be re-
ferred as “background input memory experiments”.
In principle, we set some exclusion criteria which were evaluated post-analysis in or-
der to enhance robustness and reliability of our findings. Overall, we excluded from
the analysis cultures that had recorded less than 215 spikes per spontaneous activity
recording or did not respond to electrical stimulation or the number of active electrodes
was < 15. As active electrodes we consider the ones that recorded at least 250 spikes
at the time of analysis.

2.3.1 Optogenetic stimulation experiments

In this set of experiments, we tested different light stimulation frequencies to inspect
network responses to random background optogenetic stimulation and determine which
stimulation frequency will be applied to the background input memory experiments.
Optogenetic stimulation was conducted via a LED, positioned at the center above the
culture (wide-field), capable of illuminating with 450 nm of light (blue) with varying pulse
width and intensity (maximal intensity 2.44 W/m2). To achieve random background in-
put, the interstimulus intervals (ISIs) were generated from a pseudorandom number
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Figure 2.4 Sample raster plot of 10 seconds which shows the activity of a culture at 1 Hz
optogenetic stimulation. It is evident that due to wide-field light stimulation after each light
pulse (vertical black lines), follows a global burst which validates the responsiveness to light
stimulation.

generator following a uniform distribution and by setting the minimum and maximum of
the distribution we were able to achieve different mean stimulation frequencies (namely
0.1, 0.2, 0.5, 1, 2 and 5 Hz). Before starting the experiment, responsiveness to light
stimulation was tested in all cultures by checking the real-time raster plot illustrated
in the LabVIEW application.Since stimulation performed in a wide-field fashion we ex-
pected synchronous activation of transfected neurons thus a culture was responsive if
a global burst in the raster plot was evident as seen in Figure 2.4.
Next, we investigated which are the minimum values of pulse duration and light inten-

Figure 2.5 Schematic representation of optogenetic stimulation experiments. Prior to experi-
mental protocol a 15 min baseline was recorded. Experimental protocol (dotted rectangular)
was repeated for every stimulation frequency. The sequence of the mean stimulation frequen-
cies applied was randomized.

sity that triggered a clear response and used these in the experimental protocol. Prior
to experimental protocol we recorded a 15 min baseline recording. Experimental pro-
tocol consisted of 15 min of optogenetic stimulation at a specified frequency followed
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by a 15min of spontaneous activity recording. This protocol was repeated for each
stimulation frequency, in a random sequence as illustrated in Figure 2.5.

2.3.2 Control memory experiments

These experiments, aimed to assess whether cultures were able to consolidate mem-
ory traces while electrically stimulated at two pre-selected electrodes. All cultures were
stimulated with low frequency (f = 0.2 Hz) and 200 µs wide biphasic rectangular current
pulses (negative phase first). To determine which electrodes were suitable for stimula-
tion and what amplitude to use, we first probed all electrodes in pseudorandom order at
three different amplitudes (12, 24 and 36 µA). We selected two stimulation electrodes
and a stimulation amplitude that induced a clear stimulus response between 20–100
ms latencies. Prior to experimental protocol we recorded 1 hour of baseline activ-
ity. Experimental protocol consisted of five stimulation periods of 10 minutes for the
first stimulation electrode, each followed by an hour of spontaneous activity recording.
Then, this protocol was repeated for the second stimulation electrode, and finally re-
peated again for the first stimulation electrode. An outline of the experimental protocol
which lasted in total 18.5 hours is illustrated in Figure 3.5.

Figure 2.6 Schematic representation of control memory experiments. Prior to experimental
protocol a 1 hour baseline was recorded. Experimental protocol consisted of a 10 min stimu-
lation with biphasic current pulses (200µs wide) at 0.2 Hz, followed by 1 hour of spontaneous
activity recording. This paradigm was repeated 5 times for each stimulation electrode. The
same protocol was used also in background input memory experiments with the only differ-
ence that during electrical stimulation, optogenetic stimulation at 5 Hz was also applied.

2.3.3 Background input memory experiments

Background input memory experiments aimed to unravel the effects of random opto-
genetic background stimulation in the consolidation of memory traces. In this case, we
will apply the same protocol as described under control memory experiments, but now
with additional random optogenetic stimulation during the electrical stimulation period.
The light stimulation frequency that had the most robust effect on network’s excitability
as emerged from optogenetic stimulation experiments was utilized.
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2.4 Data analysis

The signals recorded stem from single or multi-unit activity since one electrode could
be in contact with more than one neuron, thus we are going to refer to the activity
of one electrode rather than a neuron. We used various metrics to examine network
activity we plotted raster plots, calculated the mean firing rate (MFR) and bursting fre-
quency (BF). Excitability was assessed by computing the mean single pulse response
(SPR) strengths during spontaneous activity recordings while during optogenetic stim-
ulation excitability was estimated by evaluating the average network response to light
stimulation. Functional connections were explored by conditional firing probabilities
(CFPs) and changes in functional connectivity by Euclidean Distances (ED). Finally,
effectiveness of electrical stimulation was determined by computing the area under
the curve of the mean post-stimulus time histogram (PSTH).
Analysis and calculation of all readouts was done in MATLAB 2020a while averaging
between experiments performed using Microsoft Excel 365. Designing of graphs was
done by Origin 2019b and all results are shown as mean values while error bars indi-
cate the standard error of the mean (SEM). Statistical treatment was done using IBM
SPSS statistics 28 with a significance level of α = 5 %. Prior to statistical comparison
all data sets were tested for normality and equality of variances using Shapiro-Wilk’s
test and Levene’s test, respectively. If data were normally distributed a one-way or
two-way repeated measures ANOVA was applied. In case of non-normally distributed
data we utilized the non-parametric equivalents which are a Kruskal-Wallis test and a
Mann-Whitney U test. In the event of a statistically significant result from the afore-
mentioned tests a post-hoc test was applied. In normal data a repeated measures
ANOVA pairwise comparison was made while in non-normal data a Wilcoxon signed-
rank test. Due to multiple pairwise comparisons we needed to adjust manually the
resulted p-values by applying a Holm-Bonferroni correction.

2.4.1 Raster plots

Raster plots are graphical representations of the spikes recorded at each electrode
with respect to time. On the y-axis, channel numbers are shown (0-59), where x-axis
shows the time. Each recorded spike is indicated by a “tick” in the corresponding
channel. The recording software displays a real-time raster plot to monitor activity and
firing patterns of culture while experimenting, or it can be recreated in MATLAB from
stored data.
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2.4.2 Mean firing rate

The mean firing rate was calculated as described in Bologna et al. (2010). First, the
mean firing rate of each active electrode was calculated by dividing the total number
of spikes per active electrode to the total time of the recording. Then, we averaged
between firing rates of all active electrodes and ended up with the mean firing rate
(MFR) of the culture which provided us with the number of spikes per second per
electrode (spikes/sec/electrode). This metric is used to quantify activity of the neuronal
culture.

2.4.3 Bursting frequency

To evaluate the effect of light stimulation on activity patterns of networks we developed
an algorithm able to monitor the frequency that synchronous firing occurred during
spontaneous activity recordings and stimulation periods. From now on, we will refer
to this behavior as network bursts. At first, we divided the long-term recording into
data blocks of 215 elements. We chose to divide data into chunks of a pre-determined
number of spikes rather than a constant duration to avoid activity fluctuations between
chunks. All chunks were analyzed individually and an average bursting frequency (BF)
was estimated for each one of them. Many algorithms have been designed to identify
network bursts, but there is no generally accepted definition of network burst, and all
algorithms use certain assumptions Välkki et al. (2017). Our algorithm detected a net-
work burst whenever more than 60% of all active electrodes are recording at least one
spike in a time interval of 100 ms. In addition, a detection is considered valid only if
there is not another burst detected in a specified exclusion range before the detected
burst. When optogenetic stimulation is not included in the experiment, exclusion range
is fixed to 0.5 sec. Otherwise, the exclusion range is adaptive and follows the minimum
of the uniform distribution used for stimulating optogenetically as mentioned in section
2.3.1. The algorithm provided us with an array containing the burst timestamps and
the total number of bursts from which we could calculate the bursting frequency of
the culture if we divided it by the time of the recording. To evaluate the accuracy of
the algorithm, we visually inspected raster plots and checked for false positive detec-
tions. In general, the algorithm was more accurate in spontaneous activity recordings
compared to light stimulation. Especially at high frequencies the probability of having
false-positive detections increased. However, this method provided us with a good
estimate of occurring bursting patterns.

2.4.4 Conditional firing probabilities

In order to quantify functional connectivity between pairs of active electrodes, we uti-
lized a cross-correlation related measure called conditional firing probabilities (CFPs)
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le Feber et al. (2007) . For evaluating the effect of stimulation in cultures we applied
this measure in baseline and spontaneous activity recordings which were divided into
data blocks with a fixed amount of recorded spikes (215). The block size was chosen
in a way to provide us with a sufficiently high number of data blocks to enable statis-
tical analysis of the results. In each data block, the CFP curve of every active pair of
electrodes was calculated. We define as conditional firing probability (CFPi,j[τ ]) the
probability that an electrode j recorded a spike within a latency = 500 ms (in time bins
of 0.5 ms) after a spike was recorded at electrode i at t = 0 . More precisely, CFPi,j[τ ]
is realized as the number of spikes recorded at electrode i, followed by an action po-
tential at electrode j with delay τ (Nfollowi,j[τ ]), divided by the total number of spikes
recorded at electrode i (Ni):

CFPi,j[τ ] =
Nfollowi,j

Ni
(2.1)

From the above analysis a CFP curve for every combination of active electrodes de-
rived and a four-parameter equation was fitted (Figure 2.7):

CFPi,jfit[τ ] =
Mi,j

1 + (
τ−Ti,j

wi,j
)2

+ offseti,j (2.2)

The fitted function gives estimates of Mi,j which corresponds to the maximum mag-
nitude above offset and interpreted as the strength of a connection; Ti,j which is the
latency (ms) where the fitted equation reaches its maximal value; wi,j is translated as
the width at 80% of the maximum amplitude above offset and regulates the shape of
the curve and offseti,j that is interpreted as uncorrelated spontaneous activity. For a
pair of electrodes to be functionally connected a set of criteria should be met: 1) Mi,j

should be at least twice the value of the offseti,j; 2) Ti,j should not be less than 250

Figure 2.7 Conditional firing probability (CFP) graph illustrating the fitted function (black line)
and the parameters of equation 2.2.
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ms; 3) wi,j should not exceed the 250 ms limit and 4) wi,j had to be larger than 10 ms
to prevent fitting to a single outlying.
This analysis was conducted for all pairs of active electrodes resulting in 60x60 ma-
trices, one for each parameter of the fitted function. If one of the criteria was not met
or one of the electrodes was not considered active then a zero value was assigned.
For our project, the matrix M containing the strength of all functional connections was
relevant and used to determine changes in the strength of functionally connected elec-
trodes as described later on, in the Euclidean distances section.

2.4.5 Euclidean distances (ED)

The connectivity matrices (M) obtained from CFP analysis, enabled us to monitor how
connectivity strength evolves throughout the course of the experiment. To determine
the degree of variation in the strength of the connections induced from each stimulation
electrode we calculated the Euclidean distances (ED0) between connectivity matrices
obtained from spontaneous activity recordings at time t and time t0 as expressed in
(8):

ED0(t) =

√√√√ n∑
i=1

m∑
j=1

[Mi,j(t)−Mi,j(t0)]2 , t > t0 (2.3)

As t0 was utilized a baseline recording, which was the last 1-hour spontaneous activity
recorded before the first stimulation period at each electrode. For instance, to evaluate
connectivity changes induced from the first stimulation electrode, t0 will be the baseline
recorded prior to the experimental protocol but for assessing changes in the second
stimulation electrode as t0 will now serve the fifth spontaneous activity recording from
the first electrode. In the analysis, only non-zero elements of the connectivity matrices
are taken into account. After calculating ED0 between all possible pairs of connectivity
matrices using equation 2.3, the resulting values are averaged for each 1 hour of
spontaneous activity and normalized to the mean connection strength of the recording
used as t0. The values resulting from ED0 analysis were compared to EDbaseline which is
the averaged and normalized Euclidean distances between data blocks of the recorded
spikes series which served as baseline recordings. The normalization factor arose
from the mean connection strength of all baseline recording data blocks.

2.4.6 Sinlge pulse response (SPR)

The degree in which neurons are connected is strongly correlated linearly with the ex-
citability of the network Le Feber et al. (2014). However, using CFPs we are not able
to directly quantify excitability because CFP strongly depends on the dynamic state
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of the network. More precisely, if the activity of the network is dominated by network
bursts it is more probable that electrode i will record more than one spikes in the time
interval of the analysis (500 ms). This phenomenon leads to an overestimation of CFP
values. Therefore, in order to have a cleaner measure of network excitability we used
Single Pulse Response (SPR) analysis which significantly reduced this overestima-
tion as described in Le Feber et al. (2014). SPR is the average response recorded
at electrode j to a single spike at electrode i (SPRi,j). SPR analysis is applied only to
spontaneous activity recordings. Again long-term recordings are divided into blocks
of 215 action potentials, which are analyzed as CFP, with the only difference that we
deconvolve the autocorrelation of electrode i from CFPi,j. The end product is again
a connectivity matrix (S) for each block of data which contains estimates of the SPR
strengths between functionally connected pairs of electrodes. Network excitability is
estimated by averaging the values from SPR connectivity matrices of each sponta-
neous activity recording. Before averaging across cultures, excitability was normalized
to baseline network excitability. This analysis is employed to unravel any after-effects
of background stimulation on network excitability.

2.4.7 Average network response

Typically, stimulus responses are quantified by the area under the curve of post-
stimulus time histograms (PSTHs), but this was not possible for the higher stimulation
frequencies, as multiple light pulses overlapped with the period of analysis Takahashi
et al. (2012). To quantify the excitability of the network during optogenetic stimula-
tion we counted the number of spikes recorded 100 msec after cessation of each light
pulse, and then averaged to the total number of light pulses (N) at that stimulation
period. This metric corresponds to the average network response to light stimulation
which is defined as:

Average network response =

∑N
i=1Ri(ti + p+ 100ms)

N
(2.4)

Where ti is the timestamp of a light pulse, p the duration of light pulse and Ri the
number of spikes counted at that interval. In case the analysis interval overlapped
with the timestamp of the next light pulse, that stimulation was not taken into account
because the spike count was “polluted” with the direct light activation occurred from
the following pulse. This occurred mostly at the highest stimulation frequency (5 Hz).
This metric exhibits the average network response to optogenetic stimulation and can
be considered as an estimate of excitability during light stimulation.
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2.4.8 Area under the curve of the mean post-stimulus time his-
togram

A post-stimulus time histogram (PSTH) was constructed per electrical stimulation pe-
riod to evaluate the mean effectiveness of stimulation throughout the experiment. We
counted the average number of spikes in 5ms bins in the interval 300 ms before and
300 ms after the stimulus. The effectiveness of stimulation was quantified by the area
under the curve (AUC) of the mean PSTH. Electrical stimulation directly activates a
subset of neurons in the near vicinity of the stimulation electrode, or with an axon in
this area. These neurons, in turn can activate other neurons in the network. This latter
phase referred as network response, depends on synaptic propagation, and typically
has latencies between 15 and 300 ms [73] as illustrated in Figure 2.8. To obtain a
clear outcome of effectiveness of electrical stimulation, we extracted the uncorrelated
background firing as estimated from the 300 msec period prior to stimulus onset by
calculating the AUC in this epoch (AUCbackground) and subtracted it from the computed
area during stimulation (AUCstim). If the resulting value was 0 in any of the stimulation
periods it means that the culture was not responding to electrical stimulation which is
a good reason to exclude it from the analysis.

Figure 2.8 Post stimulus time histogram (PSTH) exhibiting the difference between direct acti-
vation and synaptic propagation; spikes are counted in 5 ms bins.Typically, network response
has a latency of 300 ms (AUCstim) and involves the direct activation (latency ∼ 15 ms) and
synaptic propagation. Direct activation is excluded from the spike counts as we are solely in-
terested in synaptic propagation of the stimulus. Negative latencies display the spontaneous
activity before stimulus onset (AUCbackground).



Chapter 3

Results

3.1 Optogenetic stimulation experiments

3.1.1 Overview

In this set of experiments random, background optogenetic stimulation was adminis-
tered at different mean stimulation frequencies ranging from 0.1 to 5 Hz. In total 15
cultures were used from which three were excluded because of in sufficient number of
active electrodes ( < 15). An overview of all experiments including the ones that met
the exclusion criteria can be found in Appendix A. The frequency that spawned the
most apparent changes in network excitability will be used as background stimulation
in background input memory experiments.
First experiments had a maximum stimulation frequency of 1 Hz, higher frequencies
were added in later experiments. The table below summarizes the number of experi-
ments that have been conducted for every stimulation frequency.

Table 3.1: Sample size (n) for each stimulation frequency

Stimulation frequency (Hz) 0.1 Hz 0.2 Hz 0.5 Hz 1 Hz 2 Hz 5 Hz

Sample size (n) 8 12 12 12 8 4

Stimulation for 15 min at different frequencies was applied to reveal the direct effects
of stimulation while the 15 min recording of spontaneous activity right after stimulation
was applied to unveil possible after-effects.

23
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3.1.2 Effect of different stimulation frequencies on activity

Figure 3.1 illustrates the relationship between the normalized MFR as calculated dur-
ing stimulation and spontaneous activity recordings for every stimulation frequency.
We evaluated the effect of light stimulation on mean firing rate (MFR) for each stim-
ulation frequency by comparing the MFR between stimulation periods and the base-
line recorded prior to experimental protocol Fig 3.1(A). MFR tended to increase with
stimulation frequency during periods of optogenetic stimulation, but not significantly
(repeated measures ANOVA, p > 0.77). MFR during spontaneous activity recordings
did not differ significantly from baseline values (repeated measures ANOVA p > 0.61).
In Figure 3.1(B) we observed that optogenetic stimulation robustly affected bursting
patterns during stimulation periods . Bursting frequency (BF) increased with stimula-
tion frequency and became significantly different from baseline values at stimulation
frequencies ranging from 0.2 to 1 Hz (Kruskal-Wallis, p < 0.015). Stimulation frequen-
cies > 1 Hz revealed a reduction in BF values which is not significant in relation to the
peak at 1 Hz (Kruskal-Wallis, p > 0.76). In contrast, BF values during spontaneous
activity recordings (green line) seemed to remain unchanged compared to baseline
(repeated measures ANOVA, p > 0.66).

Figure 3.1 Mean firing rate (MFR) and bursting frequency (BF) for each stimulation frequency
during stimulation periods (red line) and spontaneous activity recordings (green line); all values
are normalized to baseline to allow comparison between experiments. A) MFR during light
stimulation was not significantly different from baseline neither during stimulation periods nor
spontaneous activity recordings. B) BF during light stimulation was significantly different at
frequencies ranging from 0.2 to 1 Hz while during spontaneous activity recordings there were
no significant changes in bursting patterns; * indicates significant changes from baseline (post-
hoc Wilcoxon signed-rank test with Holm-Bonferroni correction) and error bars indicate the
SEM.
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3.1.3 Effect of different optogenetic stimulation frequencies on
network excitability

To study possible after-effects and direct consequences of different light stimulation
frequencies on network excitability we calculated the mean SPR strengths during
spontaneous activity recordings (Fig. 3.2(A)) and we quantified the average network
response during light stimulation (Fig 3.2(B)), respectively. Higher stimulation frequen-
cies tended to lower network excitability in the period after stimulation, but effects were
not significant (repeated measures ANOVA, p > 0.492).
Average network response to optogenetic stimulation as calculated by equation 2.4
exhibited a considerable decline with increasing stimulation frequency. This decrease
became significant for frequencies ≥ 0.5 Hz (repeated measures ANOVA, p < 0.002).
For this analysis a file with all the stimulation timestamps was required, which was
not retrievable in four of the experiments, reducing the maximum sample size for this
metric to n=8. From these findings we observe that during light stimulation with 5
Hz, network excitability showed the most prominent reduction therefore we choose to
apply this frequency in background input memory experiments.

Figure 3.2 Effect of different optogenetic stimulation frequencies on network excitability. A)
Normalized SPR strengths during spontaneous activity recordings. Data were normalized to
baseline SPR strength values. All frequencies tested showed no significant alterations in ex-
citability compared to baseline values. B) Normalized average network response as an esti-
mate of network excitability during stimulation periods. Data were normalized to the values
of the average network response of the lowest stimulation frequency. Stimulation frequencies
≥ 0.5 Hz revealed a significant reduction in average network response; * indicates significant
changes between baseline and different stimulation frequencies (post-hoc Wilcoxon signed-
rank test with Holm-Bonferroni correction, p < 0.44) and error bars indicate SEM.
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3.2 Control & background input memory experiments

3.2.1 Overview

Control memory experiments were conducted to assess if virally transduced cultures,
expressing ChR-2 are able to form memory traces. In these experiments, we used
18 cultures where 10 of them were excluded post-analysis due to failure of stimulating
effectively through electrical stimulation (see Appendix A).
In background input memory experiments we administered random, background light
pulses with a mean frequency of 5 Hz in parallel with the electrical stimulation periods
as described in Methods section. We used 9 cultures from which 1 was excluded
due to failure of stimulating effectively with electrical pulses (see Appendix A). We
evaluated the effects of optogenetic stimulation on activity, excitability and memory
trace formation.

3.2.2 Temporal development of efficacy of electrical stimulation

Figure 3.3 depicts the temporal evolution of the normalized area under the curve (AUC)
of the mean post-stimulus time histogram (PSTH) due to electrical stimulation aver-
aged between experiments. AUC values from control memory experiments remained
stable with no significant changes compared to the AUC at the first stimulation pe-
riod (repeated measures ANOVA, p > 0.55). The same pattern is observed also in
the AUC values of background input memory experiments which increased slightly but
not significantly ( repeated measures ANOVA, p > 0.27). Comparison of AUC values
between control and background input experiment showed no considerable difference

Figure 3.3 Normalized AUC of the mean PSTH during control and background input experi-
ments. As normalization factor served the AUC from the 1st stimulation period. Effectiveness
of electrical stimulation and remained unchanged throughout the duration of the experiments
in both control and background input experiments; error bars indicate the SEM.
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(two-way repeated measures ANOVA, p > 0.9).

3.2.3 Effect of 5 Hz background optogenetic stimulation on ac-
tivity patterns during spontaneous activity recordings and
stimulation periods.

Activity of the network is assessed by means of firing rate and bursting frequency. We
compared these metrics during spontaneous activity recordings to investigate possible
after-effects and during stimulation periods to study the direct response to 5 Hz back-
ground light stimulation.
Figure 3.4(A) shows the MFR evolution of control (black line) and background input
experiments (red line) during the 1-hour spontaneous activity recordings. MFR values
during spontaneous activities did not change significantly from baseline neither in con-
trol (repeated measures ANOVA, p > 0.59) nor background input memory experiments
(repeated measures ANOVA, p > 0.44). Comparison between the two groups yielded
no statistically significant difference (two-way repeated measures ANOVA, p > 0.3).
Figure 3.4(B) illustrates the MFR temporal evolution of control and background input
memory experiments during the 10-minute stimulation periods. MFR values during
stimulation periods did not change significantly from baseline in both control (repeated
measures ANOVA, p > 0.12) and background input memory experiments baseline (re-
peated measures ANOVA, p > 0.06). Comparison between the two set of experiments
showed no significant differences (two-way repeated measures ANOVA, p > 0.54).
In Figure 3.4(C) we assess the frequency of network bursts as occurred in control
and background input experiments during spontaneous activity recordings. BF during
spontaneous activity recordings did not significantly change from baseline values dur-
ing the course of control (repeated measures ANOVA, p > 0.37) and background input
memory experiments (Kruskal-Wallis, p > 0.79).
Figure 3.4(D) illustrates the evaluated BF for control and background input memory ex-
periments during periods of stimulation. In control experiments, BF during stimulation
periods did not differ significantly from baseline values (repeated measures ANOVA, p
> 0.06). Similarly, in experiments where background input was administered BF val-
ues did not differ significantly from baseline (Kruskal-Wallis, p > 0.53). Comparison
between BF values of control and background input experiments showed no significant
difference between them (Mann-Whitney U test, p > 0.72).
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Figure 3.4 Background optogenetic stimulation at 5 Hz did not alter MFR (top graphs) or BF
(bottom graphs) during spontaneous activity recordings and stimulation periods. A) Normal-
ized MFR values of control (black line) and background input (red line) memory experiments
during spontaneous activity recordings. MFR did not change significantly from baseline val-
ues in control experiments during the course of the experiment. Administration of background
input failed to induce any after effects and MFR values were maintained around baseline. Com-
parison between the two set of experiments showed no significant difference. B) Normalized
MFR values of control and background input memory experiments during stimulation periods.
MFR in control and background input experiments did not change significantly from baseline
values. Comparison between the two set of experiments showed no significant difference C)
Normalized BF values of control and background input memory experiments during sponta-
neous activity recordings. BF did not alter significantly from baseline values neither in control
nor background input memory experiments. The two set of experiments are statistically dif-
ferent in terms of distributions but not medians. D) Normalized BF of control and background
input experiments during periods of stimulation. BF did not differ significantly from baseline
values, in both control and background input memory experiments. Comparison between the
two set of experiments showed no significant difference. All values were normalized to base-
line values and error bars indicate SEM.

3.2.4 Effect of random, background optogenetic stimulation on
memory trace formation and consolidation

Functional connectivity was assessed by conditional firing probability (CFP) analysis
which was conducted only in periods of spontaneous activity. From this analysis con-
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nectivity matrices were obtained containing the connection strength of each pair of
active electrodes. Connectivity changes were computed by calculating the Euclidean
distance (ED) between connectivity matrices. A significant change in connectivity fol-
lowed by no further change compared to mean baseline connectivity (EDbaseline) in-
dicates a memory trace formation. To assess the degree of changes in connectivity
inferred by each stimulation electrode we computed the ED between connectivity ma-
trices of the baseline recording and 1-hour spontaneous activity recordings (ED0).
Figure 3.5(A) shows the normalized ED0 for control experiments while figure 3.5(B)
illustrates the normalized ED0 for background input experiments. In control experi-
ments, stimulation with the 1st electrode exhibited an increase in normalized ED0 but
not in a significant degree compared to

Figure 3.5 Normalized Euclidean distances between baseline and 1-hour spontaneous activ-
ities (ED0) for control and background input experiments; white area corresponds to the 1st
baseline recording prior to experimental protocol. A) Normalized ED0 throughout the course of
control experiments. Electrical stimulation did not infer significant connectivity changes. Stim-
ulation with the 1st electrode (yellow area) and the 2nd electrode (blue area) did not reveal any
memory trace formation, once connectivity changes were statistically insignificant (Wilcoxon
singed-rank test with Holm Bonferroni correction). B) Normalized ED0 throughout the course
of background input experiments. Electrical stimulation combined with random, background
optogenetic stimulation with mean frequency at 5 Hz did not show any significant connectivity
changes. Stimulation with the 1st electrode (yellow area) and the 2nd electrode (blue area) did
not reveal any memory trace formation, once connectivity changes were statistically insignifi-
cant; error bars indicate SEM.

EDbaseline[0] (Kruskal-Wallis, p > 0.072). The first stimulation period yielded a larger
connectivity change than subsequent stimulation periods. Switching to the 2nd stim-
ulation electrode, again there was no significant connectivity changes compared to
EDbaseline[5] that could presume a memory trace formation (Kruskal-Wallis test, p >

0.211). In a similar way, stimulation with the 1st electrode for the second time did not
induce any significant differences in connectivity compared with EDbaseline[10] (Kruskal-
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Wallis test, p > 0.282).
In background input experiments, a similar pattern is observed with the 1st stimulation
electrode being incapable of forming a memory trace hence, inducing any significant
connectivity changes (Kruskal-Wallis test, p > 0.229). Stimulation with the 2nd elec-
trode again did not induce any significant changes in connectivity (Kruskal-Wallis test,
p > 0.115). Switching back to the 1st stimulation electrode revealed insignificant con-
nectivity changes (Kruskal-Wallis test, p > 0.444). Generally, the error bars in back-
ground input experiments are considerably larger than control experiments.

3.2.5 Effect of random, background optogenetic stimulation on
network excitability

To unveil any possible effects arising from random, background optogenetic stimulation
on network excitability we compared the calculated mean SPR strengths of control and
background input experiments. Figure 3.6 illustrates the normalized SPR strengths as
calculated in each 1-hour spontaneous activity recording for control and background
input experiments. In control cultures, SPR values remained close to baseline over
the entire course of the experiment and did not showed any significant difference from
baseline values (Kruskal-Wallis test, p > 0.98). In cultures where optogenetic back-
ground input was administered, there is an upward trend in SPR values which is not
significant from baseline (Friedman test, p > 0.99). In addition, comparison between
SPR values of control and background input revealed no statistically significant differ-
ences (Mann-Whitney U test, p > 0.151).

Figure 3.6 - Normalized mean SPR strengths throughout the duration of control and back-
ground input experiments. Control experiments (black line) showed no considerable differ-
ences from baseline values. Background input experiments exhibited also no significant differ-
ences. Comparison between the two sets of experiments displayed no significant differences
between them.
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Discussion

Developing cortical cultures have been used as a slow-wave-sleep (SWS) model due
to their naturally occurring network bursts (Zhang et al., 2020). Over the past years,
optogenetics had a vast contribution in unraveling the role of sleep in memory con-
solidation (Frazer et al., 2021). In this study we evaluated the effect of random back-
ground input through optogenetic stimulation on virally transduced network’s express-
ing ChR2. We aimed to examine network activity, excitability along with the assess-
ment of memory trace formation. For this cause we performed three sets of experi-
ments; 1) optogenetic stimulation experiments in which the response in different stim-
ulation frequencies (0.1-5 Hz) was tested; 2) control memory experiments where we
evaluated if virally transduced cultures expressing ChR2 are capable of forming mem-
ory traces and consolidate them in response to electrical stimuli; 3) background input
memory experiments in which we assessed the effect of random, background optoge-
netic input on memory formation and consolidation of electrical cues.
From these experiments the main findings were: 1) Amongst different stimulation fre-
quencies (0.1-5 Hz), stimulation at 5 Hz did not significantly affect activity but reduced
network excitability during stimulation periods. 2) Activity patterns did not alter in re-
sponse to 5 Hz background optogenetic stimulation. 3) Network excitability during
spontaneous activity recordings remain unchanged in response to background opto-
genetic input 4) In control and background input cultures, repeated electrical stimula-
tion from both stimulation electrodes could not elicit significant connectivity changes,
that would lead in memory trace formation.

4.1 Effect of different light stimulation frequencies on
activity & excitability

It is critical to evaluate neuronal culture’s response to different stimulation frequencies
in order to understand how stimulation frequency affects activity patterns and network
excitability. From these results we designed the optogenetic stimulation protocol for
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background input memory experiments.
At low frequencies, MFR computed during light stimulation exhibited a marginally in-
creasing trend but it was not significant compared to baseline values. The same
behavior but with obvious changes is observed at BF values. While photoactivated
with frequencies between 0.2 and 1 Hz cultures showed a significant enhancement
in bursting rate (4-fold). These results were expected as wide-field stimulation pro-
vides concurrent activation of all ChR2-positive excitatory neurons and results in the
synchronous induction of additional spikes (Zhang et al., 2020). This observation is
in agreement with an in-vitro study on rat cortical neurons, that showed that bursting
activity at 4 Hz is stimulus locked and the network can keep up and respond to each
stimulus. However, at higher stimulation frequencies (16 and 46 Hz) a decrease in
the number of spikes was detected probably due to neurotransmitter depletion at the
synaptic level (Takahashi et al., 2012).
In addition, there are several studies which used tetanic electrical or optogenetic stim-
ulation and were able to suppress synchronized network bursts (Dranias et al., 2015;
Mendez et al., 2018; Norimoto et al., 2018; Wagenaar et al., 2005b; Zhang et al.,
2020). Interestingly, neither MFR nor BF were significantly higher than baseline when
stimulated at 5 Hz. We suggest that this “peak” at 1 Hz in BF might indicate the limit
where higher stimulation frequencies lead to depression of BF. This evidence could be
more concrete if we could stimulate at higher rates and monitor if depression would
further persist. In our study, a clear stimulus response was evident when stimulating
with at least 100ms-long pulses which set the minimum of the inter-stimulus intervals
(ISIs) distribution to 100 ms. Furthermore, ISIs were randomly chosen so the distri-
bution needed to be sufficiently large. Thus, we were restrained to use 5 Hz as the
maximal stimulation frequency.
It is still debatable whether optogenetic stimulation can induce changes in network ac-
tivity that persist post-stimulation. El Hady et al. followed a very similar stimulation
protocol with ours and showed that low-frequency light pulses (1 Hz) administered to
hippocampal cultures induced enhanced post – stimulation firing rate and occurrence
of network bursts (El Hady et al., 2013). These results could not be confirmed in cor-
tical cultures as changes in MFR and BF also during spontaneous activity recordings
right after stimulation period, were not significant for both parameters. Apparently,
even the maximum frequency utilized (5Hz) was not sufficient to induce detectable
after-effects in cortical cultures, possibly due to differences in cellular or synaptic prop-
erties of hippocampal and cortical neurons.
In general, network excitability can be defined as the ease of inducing a network re-
sponse when a stimulus is applied (Le Feber et al., 2014). Thus, we examined the
mean network response to stimulation for each stimulation frequency (Fig 2A). The ef-
ficacy of optogenetic stimulation considerably dropped with increasing stimulation fre-
quency. We observed a reduction of 60% at maximum frequency which is indicative of
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reduced network excitability. This is consistent with two studies that used tetanic light
stimulation in neuronal cultures to show that the number of spikes detected dropped
markedly as stimulation frequency increased, resulting in a 80% and 60% decline
at maximum frequency of 100 and 10 Hz, respectively (Lignani et al., 2013; Wong
Fong Sang et al., 2021). Decreased efficacy of stimulation may be caused by short-
term depression mechanisms due to depletion of the ready-pool neurotransmitter vesi-
cles at synapses, as suggested by Takahashi et al. (Takahashi et al., 2012). Possible
after effects on network excitability were assessed during spontaneous activity record-
ings through SPR strengths. Excitability in these periods tended to decrease after
periods with higher stimulation frequency, but differences were not significant. In con-
trast, a recent in-vivo study in rats hippocampus revealed that light stimulation with
10 Hz reduced evidently synaptic excitability 24 hour post-stimulation (Mendez et al.,
2018). A possible explanation to this difference might lie in the small sample size (n=4)
for stimulation at 5 Hz, which may have failed to reveal significant differences. Another
reason might be that the range of stimulation frequencies is short and higher stimula-
tion frequencies may be able to unveil such a phenomenon.
In a number of in-vitro and in-vivo studies high-frequency light stimulation was applied
in order to assess synaptic plasticity alterations (Lignani et al., 2013; Moulin et al.,
2019), learning (Zhang et al., 2020) and memory (Mendez et al., 2018; Norimoto et al.,
2018; Takahashi et al., 2012) in neuronal networks. Indeed, tetanic optogenetic stim-
ulation seems to depress excitability (Mendez et al., 2018; Moulin et al., 2019), and
reduce network bursts (Dranias et al., 2015; Norimoto et al., 2018; Zhang et al., 2020).
Although network excitability during spontaneous activity recordings seemed to be un-
affected, during stimulation periods excitability depressed with increasing frequency.
Thus, we concluded that 5 Hz optogenetic stimulation had the most robust effect on
network excitability during stimulation periods. Hence, we applied stimulation pulses
at 5 Hz mean frequency for the background input memory experiments.

4.2 Background optogenetic input at 5 Hz did not alter
activity patterns

Activity levels in control and background input cultures showed no noticeable changes
neither during spontaneous activity recordings nor stimulation periods. Activity of the
network was monitored by calculating the mean firing rate (MFR) and bursting fre-
quency (BF) of the cultures.
During periods of electrical stimulation control cultures displayed elevated values of
MFR and BF but not significantly different from baseline values. Interestingly, simulta-
neous electrical and optogenetic stimulation (background input) exhibited similar val-
ues of MFR and BF compared to control suggesting that 5 Hz light pulses did not
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contribute considerably in modifying activity patterns. This is in line with optogenetic
stimulation experiments in which stimulation with 5 Hz pulses alone did not induce
changes in MFR (Fig 3.1A) and BF (Fig 3.1B) compared to baseline. A study in which
optical and electrical stimulation were coupled and applied in auditory neurons, re-
vealed a 3-fold increase in MFR which comes in contrast to our findings (Hart et al.,
2020). However, in our experiments optical stimulation served more as a background
activation rather than time-locked stimuli to electrical pulses which might explain such
differences.
In spontaneous activity periods, we observed no significant after-effects in MFR and
BF for both control and background input cultures. A study done by Vajda et al. (Vajda
et al., 2008) contradicts our results as they managed to induce stereotypical transi-
tion in activity of cortical networks with low-frequency (0.2 Hz) electrical pulses. They
interpret the observed activity changes as a result of transitions between attractor
states caused by slow electrical stimuli. A reason that such a phenomenon is not
evident in our experiments might be the viral transduction which possibly lowered net-
work excitability and electrical stimuli could not drive the network to a different activity
state (Suriano et al., 2021). In background input cultures in which light pulses were
also introduced we observed similar values as in control cultures. This is in accor-
dance with optogenetic stimulation experiments in which, illumination with 5 Hz pulses
demonstrated no significant after-effects in MFR and BF during spontaneous activity
recordings.

4.3 Network excitability during spontaneous activity record-
ings remain unchanged in response to backgroung
input

Administration of 5 Hz background optogenetic input did not alter network excitabil-
ity as measured by mean single pulse response (SPR) strengths during spontaneous
activity recordings. These findings were somewhat expected as in optogenetic stim-
ulation experiments activation with 5 Hz light pulses alone did not reveal any effect
on network excitability. However, we observed a slight increase of SPR strengths in
background input cultures after stimulation with the 2nd electrode (6-15 hours) but the
change was not significant. Similarly, control cultures exhibited mean SPR strength
values around the baseline with no significant changes throughout the duration of the
experiment. In a recent in-vitro study on hippocampal neurons it was shown that 10
Hz optogenetic stimulation decreased excitatory and increased inhibitory synaptic cur-
rents, suggesting a reduction in neuronal excitability (Mendez et al., 2018). This was
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not evident in our experiments as we were restrained to a maximal frequency of 5 Hz.

4.4 Repeated electrical stimulation could not elicit mem-
ory trace formation in virally transfected cultures
expressing ChR2.

Low frequency electrical stimulation was not able to induce significant connectivity
changes as calculated from Euclidean distances in cultures expressing ChR2 through
viral transduction. It is suggested that cultured networks in the absence of external
input can maintain an activity-connectivity balance (Le Feber et al., 2014). In the pres-
ence of a sufficiently strong external stimuli this balance can be disrupted and drive
the network to a new activity–connectivity equilibrium. Thus, an observable change
in connectivity may reflect such a transition to a new balance and the adapted activ-
ity patterns can indicate the formation of a memory trace in response to the external
stimuli (le Feber et al., 2015). Previous studies have demonstrated that electrical stim-
ulation of cortical networks can lead to memory trace formation (Dias et al., 2021;
le Feber et al., 2015). In our experiments, although we applied the same stimula-
tion protocol, control cultures did not exhibit any significant connectivity changes in
response to electrical cues from both stimulation electrodes. A possible explanation
could be due to the fact that our control cultures were transduced with an AAV vector
to achieve ChR2 expression. A recent study showed that AAV-mediated gene deliv-
ery strikingly disrupted synaptic transmission and reduced dendritic complexity in the
adult rodent cortex (Suriano et al., 2021). This suggests that AAV transduction of corti-
cal networks potentially lowered network excitability so that electrical stimulation could
not elicit significant connectivity changes. There is a growing body of evidence that
reduced network excitability is associated with poor consolidation of memories and
memory performance (Dias et al., 2021; Frazer et al., 2021; Yiu et al., 2014). A study
done by Dias et al. (Dias et al., 2021) showed that repeated electrical stimulation could
not induce memory trace formation in response to high cholinergic input probably due
to decreased network excitability. Another study demonstrated that memory allocation
is a ‘competition’ between neurons in which higher excitable neurons are involved in
memory formation (Yiu et al., 2014). Thus, we suggest that AAV-mediated gene de-
livery reduced network excitability and hampered memory trace formation. Although
connectivity changes were not significantly different, patterns of ED were quite similar
with the study done by (Dias et al., 2021). Particularly, ED0 followed the same trend
(Fig 3.5) the first stimulation period elicited a larger connectivity change compared to
subsequent stimulation periods on that electrode.
For cultures in which 5 Hz background optogenetic stimulation was administered we
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observed the same pattern. Repeated electrical stimulation from both electrodes could
not elicit any significant connectivity changes that could lead in memory trace forma-
tion. Again, this may be attributed to AAV transduction which might have lowered
the excitability of the network. Indeed, as illustrated in Figure 3.5, in cultures where
background input was administered no significant effect on network excitability was
evident. Therefore, we assume that network excitability is still on a low level due to
viral transduction and electrical stimulation could not induce significant changes in
connectivity even when background input was administered. Additionally, error bars in
background input memory were remarkably larger than control memory experiments
impeding even more the detection of a significant connectivity change. Nevertheless,
we cannot be certain about the causal factors of this phenomenon once network ex-
citability as calculated by SPR analysis did not differ significantly from control cultures
although the same increase in error bars is evident.

4.5 Efficacy of electrical stimulation

Efficacy of electrical stimulation was quantified through the area under the curve (AUC)
of the mean post-stimulus time histogram (PSTH). In both control and background in-
put cultures, the calculated AUC was quite balanced suggesting that all cultures were
responsive to electrical stimulation for the entire experiment. This excludes the possi-
bility that the insignificant connectivity changes observed were due to ineffective elec-
trical stimulation. Moreover, the similarity between AUCs of PSTH curves of control
and background input memory experiments indicates that optogenetic background in-
put did not hamper or enhance substantially effectiveness of electrical stimulation .
Unfortunately, we could not construct a corresponding metric to quantify effectiveness
of optogenetic stimulation once the period of analysis was overlapping with subse-
quent light pulses.
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Conclusions

Overall, we studied the effect of random, background optogenetic stimulation on mem-
ory formation and consolidation in rat cortical cultures. By testing different light stimu-
lation frequencies we found that light stimulation at 5 Hz had the most prominent effect
on network excitability during direct photoactivation although activity patterns did not
change. Thus, we decided to use this value as stimulation frequency for background
input memory experiments.
In control cultures memory trace formation was not possible. We hypothesize that due
to reduced network excitability inferred by viral transduction, repeated electrical stimu-
lation could not induce significant connectivity changes that could lead in memory trace
formation.These findings support that memory consolidation possibly requires higher
states of network excitability. During background light pulses at 5 Hz memory trace
formation was also not possible but network excitability during spontaneous activity
recordings remained unchanged compared to control. This comes in contrast with
our initial hypothesis (stated in section 1.6) in which background input would hamper
memory trace formation due to reduced network excitability. Nevertheless, we cannot
be certain about the effects of background input once memory trace formation was not
possible also in control cultures.
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Chapter 6

Study limitations and future
perspectives

In our study we were limited to use 5 Hz as the maximal frequency for optogenetic
random, background stimulation. At first, we would like to have a large enough dis-
tribution from where inter-stimulus intervals (ISIs) were chosen in order not to lose
‘randomness’. Secondly, in the majority of the cultures we observed a clear stimulus
response during probing at 100 ms pulse width which restricted the minimum of the
ISIs distribution to be at 5 Hz.
In memory experiments we used in total 27 cultures (18 control, 9 background input)
from which 11 of them were excluded post-analysis once they did not respond to elec-
trical stimulation throughout the entire duration of the experiment. Thus, we based our
study on 16 cultures only (8 control, 8 background input) which is quite a small number
considering the initial sample size. However, higher sample sizes were not possible
due to time restrictions.
Additionally, in background input memory experiments we were restrained to use a
commercialized culture medium compared to a custom-made from our lab which was
used in all other experiments. The two mediums contained the same substances how-
ever, we cannot be sure that concentrations in our custom-made culture medium were
the same once concentrations of the commercialized are not publicly available. As
stated in section 1.3 pH or medium composition can affect the amplitude of photocur-
rents. Although we did not observe significant differences in the network properties
of the cultures that contained different mediums, considerably less cultures were ex-
cluded in background input memory experiments. This may be attributed to the differ-
ence of the two culture media.
Interestingly, in our study we could not reveal the effect of background input optoge-
netic stimulation since we were unable to induce memory trace formation in control
cultures. A possible explanation is that viral transduction probably reduced network
excitability. This is a hypothesis based on a study where AAV-mediated gene deliv-
ery disrupted synaptic transmission and reduced dendritic complexity (Suriano et al.,
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2021). However, this study did not examine specifically what happens in network ex-
citability. In the future, we could design a study to evaluate more thoroughly the effect
of AAV transduction on network properties. According to these findings we could adapt
the stimulation protocols for both electrical and light stimulation. A possibility would be
to stimulate electrically with pulse trains and test higher stimulation frequencies for
light stimulation. With these studies, we could unveil any correlation between excitabil-
ity state of the network and memory trace formation.
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Appendix A 
 

 

 

 

 

 

 

 

Overview of experiments 
 

This section includes the main findings of each experiment conducted in optogenetic 
stimulation experiments, control memory experiments and background input memory 
experiments. In the beginning of each section there is a table which summarizes the 
properties of the culture (MEA number, days in-vitro (DIV)), the stimulation settings (light pulse 
width, % of maximal light intensity, electrical pulse amplitude) and if the culture met the 
exclusion criteria stated in section 2.3. If a culture met at least one exclusion then it was 
withdrawn from the analysis and the corresponding cell is coloured in red.  
Next, detailed information for each individual experiment is given by graphical representation of 
the main readouts.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 



 

A.1 Optogenetic stimulation experiments 
In each of these experiments we illustrate: 

• A raster plot 

• The normalized MFR and BF plotted during stimulation periods and during 

spontaneous activity recordings.  

• A normalized graph of SPR strengths which serve as an estimate of network 

excitability during spontaneous activity recordings.  

• Finally, whenever was possible an average network response graph which estimates 

network excitability during stimulation periods  

 

 

 

  

 

 

 

 

 

 

Experiment date MEA nr. DIV Pulse 
width 
(ms) 

Light 
intensity  (%) 

Active 
electrodes 

>15 

Nr. of spikes > 
215 

25/10/2021 38897 19 200 50 16 YES 

28/10/2021 38856 22 200 50 26 YES 

29/10/2021 38889 23 200 50 23 YES 

24/11/2021 38857 20 5 40 34 YES 

08/12/2021 38899 20 50 50 20 YES 

16/12/2021 38860 24 5 50 13 NO 

15/01/2022 38857 29 50 50 24 YES 

16/01/2022 38897 30 100 50 14 YES 

18/01/2022 38859 32 100 50 16 YES 

01/02/2022 38900 18 100 50 16 YES 

02/02/2022 24851 19 100 50 22 YES 

15/02/2022 40319 19 100 50 32 NO 

28/02/2022 38897 19 100 50 17 YES 

01/03/2022 40459 22 100 50 30 YES 

02/03/2022 38857 23 100 50 26 YES 

Table A.1 - Overview of optogenetic stimulation experiments 



 
 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  

Experiment 
Date 

25/10/2021 

MEA 38897 

Plating 
date 

06/10/2021 

Pulse 
width 

200 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

35,48% 

active 
electrodes 
at baseline 

16 



 

 

 

  

  

Experiment 
Date 

28/10/2021 

MEA 38856 

Plating 
date 

06/10/2021 

Pulse 
width 

200 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

32,10% 

active 
electrodes 

26 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment 
Date 

29/10/2021 

MEA 38889 

Plating 
date 

06/10/2021 

Pulse 
width 

200 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

52,89% 

active 
electrodes 

23 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Experiment 
Date 

24/11/2021 

   MEA 38857 

Plating 
date 

04/11/2021 

Pulse 
width 

5 ms 

Light 
intensity 

40% 

artifacts 
removed 

from 
baseline 

45,30% 

active 
electrodes 

34 



Experiment 
Date 

08.12.21 

MEA 38899 

Plating 
date 

18/11/2021 

Pulse 
width 

50 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

15,30% 

active 
electrodes 

20 

  



Experiment 
Date 

16.12.21 

MEA 38860 

Plating 
date 

18/11/2021 

Pulse 
width 

5 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

46,16% 

active 
electrodes 
baseline 

13 

 

    

 

 

 

 

  

EXCLUDED BECAUSE ACTIVE ELECTRODES < 15 



 

 

 

 

  

  

 

 

 

  

Experiment 
Date 

15/01/2022 

MEA 38857 

Plating 
date 

16/12/2021 

Pulse 
width 

50 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

63,89% 

active 
electrodes 

24 



 

  

 

 

  

Experiment 
Date 

16/01/2022 

MEA 38897 

Plating 
date 

16/12/2021 

Pulse 
width 

100 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

32,52% 

active 
electrodes 

14 

EXCLUDED BECAUSE ACTIVE 

ELECTRODES < 15 



 

  

Experiment 
Date 

18/01/2022 

MEA 38859 

Plating date 16/12/2021 

Pulse width 100 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

53,22% 

active 
electrodes 

16 

non-zero 
connections 

(%) 56,888889 



 

 

 

 

 

 

  

  

Experiment 
Date 

01.02.22 

MEA 38900 

Plating 
date 

13/01/2022 

Pulse 
width 

100 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

33,17% 

active 
electrodes 

16 



 

 

 

 

 

 

  

 

 

  

 

 

 

 

 

 

  

 

Experiment 
Date 

02.02.22 

MEA 24851 

Plating 
date 

13/01/2022 

Pulse 
width 

100 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

31,52% 

active 
electrodes 

22 



 

 

 

 

  

 

 

 

 

  

Experiment 
Date 

15.02.22 

MEA 40319 

Plating 
date 

27/01/2022 

Pulse 
width 

100 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

43,50% 

active 
electrodes 

32 

At 0.1 Hz stimulation frequency 

the number of spikes < 2^15  



 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

  

Experiment 
Date 

28.02.22 

MEA 38897 

Plating 
date 

09/02/2022 

Pulse 
width 

100 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

 

active 
electrodes 

17 



 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

  

Experiment 
Date 

01.03.22 

MEA 40459 

Plating 
date 

09/02/2022 

Pulse 
width 

100 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

 

active 
electrodes 

30 

0

0,2

0,4

0,6
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1
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1,4

0 1 2 3 4 5 6

M
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Experiment 
Date 

02.03.22 

MEA 38857 

Plating 
date 

09/02/2022 

Pulse 
width 

100 ms 

Light 
intensity 

50% 

artifacts 
removed 

from 
baseline 

 

active 
electrodes 

26 



A.2 Control memory experiments 
In each of these experiments we illustrate: 

• A raster plot 

• The area under the curve (AUC) of the mean post-stimulus time histogram (PSTH) 

which quantifies the effectiveness of electrical stimulation. If AUC < 0 the graph is 

depicted with a red border and this experiment is excluded. 

• The Euclidean distance between baselines and spontaneous activity recordings (EDo) 

which quantifies connectivity changes in the network.  

• The array-wide firing rate. This metric was not used in the main report illustrates the 

number of spikes detected from all the electrodes at any time of the experiment. If 

the detected spikes are < 2^15 then experiment is not included and the graph is 

illustrated with a red outline. 

• Finally, we show a normalized graph of SPR strengths which serve as an estimate of 

network excitability during spontaneous activity recordings. This graph is only shown 

if the experiment was not meeting any of the exclusion criteria stated in section 2.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment 
date 

MEA 
nr. 

DIV Electrical 
pulse 

amplitude 
(μΑ) 

Active 
electrodes 

>15 

Nr. of spikes 
> 215 

Response 
to 

electrical 
stim 

27/10/2021 38897 21 24 30 YES YES 

28/10/2021 38856 22 24 27 YES NO 

03/11/2021 37619 28 24 25 YES NO 

26/11/2021 38857 22 24 27 YES NO 

08/12/2021 38899 20 24 21 YES NO 

16/12/2021 38860 28 36 16 YES NO 

14/01/2022 38897 29 12 30 YES NO 

15/01/2022 40314 30 24 35 YES YES 

16/01/2022 38857 31 24 22 YES YES 

18/01/2022 38859 33 24 19 YES NO 

02/02/2022 38900 20 12 18 YES NO 

07/02/2022 24851 25 36 18 YES NO 

22/02/2022 40319 26 24 20 YES NO 

01/03/2022 38897 21 24 20 YES YES 

02/03/2022 40459 22 24 27 YES YES 

04/03/2022 38857 25 24 23 YES YES 

21/06/2022 40314 19 24 24 YES YES 

23/06/2022 38898 21 32 18 YES YES 

Table A.2 - Overview of control memory experiments 



 

 

 

 

 

  

Experiment date 27/10/21 

MEA nr 38897 

Plating date 06/10/21 

Amplitude (μA) 24 

Grounded 
electrodes 

0 

Artifacts 
removed from 

baseline (%) 
39,1 % 

Active electrodes 30 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 28/10/21 

MEA nr 38856 

Plating date 06/20/21 

Amplitude (μA) 24 

Grounded 
electrodes 

0 

Artifacts 
removed from 

baseline (%) 
30,17% 

Active electrodes 27 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 03/11/21 

MEA nr 37619 

Plating date 06/10/21 

Amplitude (μA) 24 

Grounded 
electrodes 

10 

Artifacts 
removed from 

baseline (%) 
26,09 % 

Active electrodes 25 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 26/11/21 

MEA nr 38857 

Plating date 04/11/21 

Amplitude (μA) 24 

Grounded 
electrodes 

7 

Artifacts 
removed from 

baseline (%) 
56,89% 

Active electrodes 27 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 08/12/21 

MEA nr 38857 

Plating date 18/11/21 

Amplitude (μA) 24 

Grounded 
electrodes 

3 

Artifacts 
removed from 

baseline (%) 
18,95% 

Active electrodes 21 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 16/12/21 

MEA nr 38860 

Plating date 18/11/21 

Amplitude (μA) 36 

Grounded 
electrodes 

27 

Artifacts 
removed from 

baseline (%) 
39,91 

Active electrodes 16 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 14/01/22 

MEA nr 38897 

Plating date 16/12/21 

Amplitude (μA) 12 

Grounded 
electrodes 

8 

Artifacts 
removed from 

baseline (%) 
44,98% 

Active electrodes 30 



 

 

 

 

 

  

Experiment date 15/01/22 

MEA nr 40314 

Plating date 16/12/21 

Amplitude (μA) 24 

Grounded 
electrodes 

7 

Artifacts 
removed from 

baseline (%) 
46,29% 

Active electrodes 35 



 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 16/01/22 

MEA nr 38857 

Plating date 16/12/21 

Amplitude (μA) 24 

Grounded 
electrodes 

2 

Artifacts 
removed from 

baseline (%) 
54,69% 

Active electrodes 22 



 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 18/01/22 

MEA nr 38859 

Plating date 16/12/21 

Amplitude (μA) 24 

Grounded 
electrodes 

10 

Artifacts 
removed from 

baseline (%) 
47,72% 

Active electrodes 19 

The last spontaneous activity 

detected less than 2^15 spikes 



 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Experiment date 02/02/22 

MEA nr 38900 

Plating date 13/01/22 

Amplitude (μA) 12 

Grounded 
electrodes 

3 

Artifacts 
removed from 

baseline (%) 
50,3 % 

Active electrodes 18 



 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 07/02/22 

MEA nr 24851 

Plating date 13/01/22 

Amplitude (μA) 36 

Grounded 
electrodes 

8 

Artifacts 
removed from 

baseline (%) 
43,21% 

Active electrodes 18 



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 22/02/22 

MEA nr 40319 

Plating date 27/01/22 

Amplitude (μA) 24 

Grounded 
electrodes 

6 

Artifacts 
removed from 

baseline (%) 
64,86% 

Active electrodes 20 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 01/03/22 

MEA nr 38897 

Plating date 09/02/22 

Amplitude (μA) 24 

Grounded 
electrodes 

11 

Artifacts 
removed from 

baseline (%) 
30,24% 

Active electrodes 20 



  

 

 

 

  

 

 

 

Experiment date 02/03/22 

MEA nr 40459 

Plating date 09/02/22 

Amplitude (μA) 24 

Grounded 
electrodes 

6 

Artifacts 
removed from 

baseline (%) 
43,19% 

Active electrodes 27 



 

 

 

 

 

 

 

 

Experiment date 04/03/22 

MEA nr 38857 

Plating date 09/02/22 

Amplitude (μA) 24 

Grounded 
electrodes 

11 

Artifacts 
removed from 

baseline (%) 
36,97% 

Active electrodes 23 



 

  

 

 

 

 

 

Experiment date 21/06/22 

MEA nr 40314 

Plating date 02/06/22 

Amplitude (μA) 24 

Grounded 
electrodes 

0 

Artifacts 
removed from 

baseline (%) 
16,59% 

Active electrodes 24 



 

 

 

 

 

 

 

 

 

 

 

Experiment date 23/06/22 

MEA nr 38898 

Plating date 02/06/22 

Amplitude (μA) 32 

Grounded 
electrodes 

0 

Artifacts 
removed from 

baseline (%) 
20,57% 

Active electrodes 18 



 A.3 Background input memory experiments 

In each of these experiments we illustrate: 

• A raster plot 

• The area under the curve (AUC) of the mean post-stimulus time histogram (PSTH) 

which quantifies the effectiveness of electrical stimulation. If AUC < 0 the graph is 

depicted with a red border and this experiment is excluded. 

• The Euclidean distance between baselines and spontaneous activity recordings (EDo) 

which quantifies connectivity changes in the network.  

• The array-wide firing rate. This metric was not used in the main report illustrates the 

number of spikes detected from all the electrodes at any time of the experiment. If 

the detected spikes are < 2^15 then experiment is not included and the graph is 

illustrated with a red outline. 

• Finally, we show a normalized graph of SPR strengths which serve as an estimate of 

network excitability during spontaneous activity recordings. This graph is only shown 

if the experiment was not meeting any of the exclusion criteria stated in section 2.3. 

 

 

 

 

 

 

 
 

Experiment 
date 

MEA 
nr. 

DIV Electrical 
pulse 

amplitude 
(μΑ) 

Pulse 
width 
(ms) 

Light 
intensity  

(%) 

Active 
electrodes 

>15 

Nr. of 
spikes > 

215 

Response 
to 

electrical 
stim 

30/05/2022 40315 18 12 100 50 42 YES YES 

31/05/2022 40464 19 24 100 50 47 YES YES 

01/06/2022 40317 20 24 100 50 55 YES YES 

02/06/2022 40318 21 12 100 50 40 YES YES 

03/06/2022 38900 22 12 100 50 47 YES YES 

08/06/2022 37070 26 36 100 50 34 YES YES 

20/06/2022 40313 18 24 100 50 14 YES NO 

22/06/2022 38899 20 24 100 50 30 YES YES 

24/06/2022 40459 22 24 100 50 31 YES YES 

Table A.3 - Overview of background input memory experiments 



 

 

 

 

 

 

 

Experiment date 30/05/22 

MEA nr 40315 

Plating date 12/05/22 

Amplitude (μA) 12 

Pulse duration (ms) 100 

Intensity % 50 

Grounded 
electrodes 

2 

Artifacts removed 
from baseline (%) 

17,93% 

Active electrodes 42 



 

 

 

 

 

Experiment date 31/05/22 

MEA nr 40464 

Plating date 12/05/22 

Amplitude (μA) 24 

Pulse duration (ms) 100 

Intensity % 50% 

Grounded 
electrodes 

0 

Artifacts removed 
from baseline (%) 

35,44% 

Active electrodes 47 



 

 

 

 

 

Experiment date 01/06/22 

MEA nr 40317 

Plating date 12/05/22 

Amplitude (μA) 24 

Pulse duration (ms) 100 

Intensity % 50% 

Grounded 
electrodes 

0 

Artifacts removed 
from baseline (%) 

33,82% 

Active electrodes 55 



  

 

 

 

 

Experiment date 02/06/22 

MEA nr 40318 

Plating date 12/05/22 

Amplitude (μA) 12 

Pulse duration (ms) 100 

Intensity % 50% 

Grounded 
electrodes 

1 

Artifacts removed 
from baseline (%) 

- 

Active electrodes 40 



 

 

 

 

 

 

  

 

 

Experiment date 03/06/22 

MEA nr 38900 

Plating date 12/05/22 

Amplitude (μA) 12 

Pulse duration (ms) 100 

Intensity % 50% 

Grounded 
electrodes 

0 

Artifacts removed 
from baseline (%) 

28,72% 

Active electrodes 47 



 

 

 

 

Experiment date 08/06/22 

MEA nr 37070 

Plating date 02/06/22 

Amplitude (μA) 36 

Pulse duration (ms) 100 

Intensity % 50% 

Grounded 
electrodes 

0 

Artifacts removed 
from baseline (%) 

- 

Active electrodes 34 

Experiment date 08/06/22 

MEA nr 37070 

Plating date 02/06/22 

Amplitude (μA) 36 

Pulse duration (ms) 100 

Intensity % 50% 

Grounded 
electrodes 

0 

Artifacts removed 
from baseline (%) 

- 

Active electrodes 34 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiment date 20/06/22 

MEA nr 40313 

Plating date 02/06/22 

Amplitude (μA) 24 

Pulse duration (ms) 100 

Intensity % 50% 

Grounded 
electrodes 

6 

Artifacts removed 
from baseline (%) 

10,62% 

Active electrodes 14 



 

 

 

 

 

Experiment date 22/06/22 

MEA nr 38899 

Plating date 02/06/22 

Amplitude (μA) 24 

Pulse duration (ms) 100 

Intensity % 50% 

Grounded 
electrodes 

2 

Artifacts removed 
from baseline (%) 

26,03% 

Active electrodes 30 



 

  

 

Experiment date 24/06/22 

MEA nr 40459 

Plating date 02/06/22 

Amplitude (μA) 24 

Pulse duration (ms) 100 

Intensity % 50% 

Grounded 
electrodes 

0 

Artifacts removed 
from baseline (%) 

18,26% 

Active electrodes 31 
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