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ABSTRACT

Particulate Matter (PM) receives global attention due to their association with human health and
environment. The effects caused by PM depends on the chemical composition, origin and particle
size. Detailed knowledge of PM and its components are required for understanding their effects,
source appointment studies and policy making. PM and its components measured by in situ mea-
surement techniques are limited at few locations which leads to uncertainty in prediction. To over-
come the above mentioned problem, a study which could efficiently predict the decomposition of
Particulate Matter into its components was required. Thus, in this study, PM components were
modeled in Bayesian hierarchical paradigm with added strength from a densely gridded covariate
like CTM (chemical transport model) and AOT (aerosol optical thickness). Bayesian hierarchical
modeling have an advantage over classical geostatistical modeling as it takes into account the pa-
rameter uncertainty during prediction. In this research we develop models in Bayesian paradigm
considering different approach. To understand the potential of adding covariable in to modeling,
a model was developed with adding CTM given covariable and another model developed with
CTM covariable along with AOT data. The PM component (PM) predicted with one model
(RMSE = 0.5646) and the other (RMSE= 0.5632) shows similar value of RMSE. To incorporate
PM components relationship; three models, namely, Model A, Model B and Model C were de-
veloped. Model A does not incorporate PM component relationship in to modeling and shows
RMSE 0.6701. Model B incorporates the PM components relationship via adding prior knowl-
edge about the parameter in modeling and as a result shows RMSE 0.6691. Model C incorporates
PM relationship in to the mean of process as a covariable and gives RMSE 1.2676. Based on com-
paring the above mentioned models it was concluded that CTM and AOT both added strength
in to modeling.Regarding the PM components relationship added in to modeling based on Model
A, Model B and Model C we conclude that adding PM components into the mean of the process
leads to a bias in prediction. Moreover, model B, which was developed with prior knowledge
proved to be the most feasible approach with the least RMSE.
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Chapter 1
Introduction

1.1 MOTIVATION AND PROBLEM STATEMENT

1.1.1 Motivation

Atmospheric particulate matter (PM) has received global attention because several studies indicate
its association with human health, regional and global climate change (Schwartz, 1994; Pilewskie,
2007; Ramanathan et al., 2007). Moreover, epidemiological studies shows PM affects daily mor-
tality, cardiovascular and respiratory diseases including asthmatic symptoms, pulmonary inflam-
mation, cardiopulmonary mortality and lung cancer (Dockery et al., 1992; Atkinson et al., 2001;
Pope et al., 2002). PM and their constituents change radiative forcing of the atmosphere resulting
in cooling and heating of atmosphere and constantly receiving attention from the scientific com-
munity (Buseck and Posfai, 1999; Huang et al., 2006; Pilewskie, 2007; Ramanathan et al., 2007;
Ramanathan and Carmichael, 2008).

To understand the effect of PM on human health and environment, detailed knowledge of PM
composition is required (Veetkind et al., 2011). PM is a complex mixture of solid particles and liq-
uid droplets suspended in the air, with different size, chemical composition and origin (Cackvoic
et al., 2008). Particle size includes fine and coarse particles known as PMy 5 and PM; respec-
tively. Fine particles have a diameter less than 2.5 um and coarse particles have diameter less than
10 um . PM consists of several chemical species such as inorganic species (particulate sulphate,
particulate nitrate and particulate ammonium etc.), carbon species (volatile organic compounds
and elemental carbon etc.) and trace metallic elements (Cr, Cu, Ni, Cd etc.). These are known
as "components of PM". However, PM composition depends on the type of emission source and
emitted pollutants known as precursors reactions in atmosphere (e.g. emitted precursor pollutant
sulphur dioxide reacted with other chemical species and form particulate sulphate). Chemical
composition is a major factor that controls the atmospheric effects of PM; like particulate sul-
phate resulting in to a cooling effect and particulate organic carbon resulting in to a heating effect
(Huang et al., 2006; Pilewskie, 2007; Ramanathan and Carmichael, 2008).

The PM, PM components and precursors are measured with the help of detailed in situ mea-
surement techniques. In situ measurements are considered as accurate measurement and they are
used to predict at unsampled locations (van de Kassteele, 2006). In situ measurement stations
equipped with instruments (such as respirable dust sampler and gaseous sampler) measures PM
and precursor directly. For PM component detection detail chemical analytical techniques are re-
quired. At the same time, the in situ procedure is time consuming and limited to few locations due
to economical constraints. The density of in situ measurement stations affects the interpolation
and leads to uncertainty in prediction and hence, it affects the policy makers decision.

To overcome the above mentioned problem and improve the prediction spatially other sup-
plementary data such as chemical transport models (CTM) and satellite remotely sensed data are
used. In chemical transport models (e.g. LOTOS-EUROS, AERMOD and CALPUFF) chem-
ical and transport processes are described by physical laws and empirical relationship (van de
Kassteele, 2006). The emission source of the precursor are an input for this model. However, un-
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certainties associated with models output are high due to various input sources, uncertain model
parameters and model structure (Martin, 2008). Satellite remotely sensed data (e.g. MODIS and
MERIS) have been used for retrieving aerosol in atmosphere in last decade (King et al., 1999).
Developing model for prediction using multi source data in air quality field is an active area
of research. Recently Veefkind et al. (2011) showed relation of satellite retrieved component
precursors to components. Data integration and PM prediction using multisource (in situ mea-
surement, CTM and remote sensing data) has been successfully done based on the geostatistical
method (van de Kassteele et al., 2006). Thus, it seems to be possible to integrate different data
sources and to develop model of prediction for PM components with the help of geostatistics.

1.1.2 Problem statement

PM and their composition is an important step to understand their impact on health, environ-
ment and their source identification in a time. Existing prediction methods like CTM gives pre-
diction of PM components but uncertainty associated with CTM output are high due to various
input sources, uncertain model parameter, coarse resolution and model structure. PM and PM
component data are available at only some locations. CTM provides grid model output of PM
components. Satellite remote sensing techniques provide raster data of potential covariates.

Considering the above mentioned problem it is necessary to develop alternative prediction
model for predicting PM components with the help of multisource observations (in situ measure-
ments, CTM and satellite remote sensing data).

1.2 RESEARCH IDENTIFICATION

1.2.1 Research objectives

To develop and evaluate geostatistical prediction model in Bayesian paradigm for predicting PM
components with the help of multisource observations (in situ measurements, Chemical Trans-
port model and remote sensing).

Specific objectives

1. To build a geostatistical prediction model to predict PM components with the help of mul-
tisource observations.

2. To evaluate the uncertainty of geostatistical prediction model.

1.2.2 Research questions

1. What is the spatial structure of PM components and their associated covariable observed
from multisource observations ?

2. Which covariable (CTM or remote sensing) gives more accurate prediction?

3. How can PM components relationship be incorporated in to the Bayesian hierarchical
model?

4. Does PM components relationship improve the model prediction ? Why?

5. What is the accuracy of model developed for prediction ?
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1.2.3 Innovation aimed at

In this research, innovation is aimed at developing Bayesian hierarchical model for decomposing
PM into its components and their prediction considering multisource observations.

1.2.4 Thesis structure

The thesis divided in to 7 chapters. Chapter 1 give information about the research topic, motiva-
tion, problem statement, research objectives etc. Chapter 2 incorporates literature review. Chap-
ter 3 gives information about study area and data used in thesis. Chapter 4 give information about
research methodology. Chapter 5 incorporates result obtained during the completion of research.
Chapter 6 includes the discussion and chapter 7 includes conclusion and recommendations.
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Chapter 2
Literature review

2.1 PARTICULATE MATTER(PM) AND ITS EFFECT ON HEALTH AND CLIMATE CHANGE

Particulate Matter(PM) present in the atmosphere continuously receiving science communities
attention due to their association with health and climate change. The anthropogenic emission
of primary pollutants like sulphur dioxide, Nitrogen dioxide, organic compounds coming from
different pollutant source defines the chemical composition and structure of PM  (Pdschl, 2005).
Dockery et al. (1992) showed the relation of PM and other associated air pollutants like partic-
ulate sulphate, ozone etc to daily mortality rate and concluded with the effect of PM mass con-
centration on mortality. Atkinson et al. (2001) reported the PM and respiratory disease related
admissions in hospital of European cities. Babak and Deutsch (2009b) showed the dominated
sulfate particle (component of PM) present in the atmosphere of remote oceanographic area and
and their associated cooling effect. Ramanathan et al. (2007); Ramanathan and Carmichael (2008)
observed the contribution of black carbon and organic particulates in heating the atmosphere by
absorbing the solar radiation over Asia region. Huang et al. (2006) showed the effect of anthro-
pogenic sulfate particle on surface temperature and precipitation with increasing downward long
wave surface forcing. Poschl (2005) illustrates the effect of PM on atmospheric, oceanographic and
bio-geochemical cycle through the radiative forcing, changing flux of solar radiation etc. Their il-
lustration of direct and indirect effect and feedback loop of PM on climate system given at figure
2.1(adopted from same article).

N Natural and Anthropogenic Emissions of Particles and Precursor Gases
« soil, mineral and road dust; sea spray, soot and ashes; POA and VOC, SO,, etc.

1

Atmospheric Aerosols i
Direct « optical properties Indirect Effects
Effects « CCN and IN activity
+ chem. and biol. activity
)
\ 4 T v
Radiation and Temperature Clouds and Precipitations
+ absorption and scattering (reflection) » -« water droplets and ice crystals
« solar (UV/VIS) and terrestnal (IR) « formation, evaporation, deposition

v v

Atmospheric and Oceanic Circulation, Biogeochemical Cycles

+ mass and heat transport, horizontal and vertical transport, extreme weather events

— * water cycle: surface and ground water, snow and ice, evapotranspiration <«

« carbon and sulfur cycle: photosynthesis and decay of biomass, biological metabolisms,
biomass burning and fossil fuel combustion, volcanism, etc.

Figure 2.1: Direct and indirect effect of Particulate Matter(PM) and feedback loop on climate
system source (Pdschl, 2005).
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2.2 PARTICULATE MATTER

The Section 2.1 identifies the importance of PM and need of its decomposition. PM consist of
fine (PM3 5) and coarse (PM ) particles. Fine (PMy 5) particles are result of fuel combustion, res-
idential fire places, wood stoves, power generation and industrial facilities, where as coarse (PM)
particles resulted from traffic, motor vehicles, dust from paved and unpaved roads, construction
and demolition, bare ground, material handling ,crushing and grinding operation , industrial
complexes, wind blown dust (Morawska et al., 2001; Chow and Watson, 2002; Fang et al., 2002).
These particle size and their composition coming from different emission source play important
role in their interaction with environment.

Weijers et al. (2011) showed that fine (PMa 5) particles mass concentration over Netherlands is
dominated by anthropogenic emission as compared to the coarse (PM) particle. Van Dingenen
et al. (2004) showed PM physical characteristics over Europe and concluded with no universal
ratio between mass concentration of PMs 5 and PM; except constant ratio existed at individual
sampling site.

2.3 RELATED WORK

Several authors show the relationship of satellite retrieved Aerosol Optical Thickness (AOT) to
PM measurement using empirical linear model (Gupta and Christopher, 2009; Péré et al., 2009;
Emili et al., 2010; Li et al., 2011). Veefkind et al. (2011) shows spatio-temporal correlation be-
tween AOT and precursor gas (Nitrogen dioxide, sulphur dioxide and formaldehyde) to infer the
composition of particulate matter.

Regression kriging, cokriging and Bayesian hierarchical modelling are usefull geostatistical ap-
proach for improving predection of sparsly sampled primary variable from a densly sampled sec-
ondary variables. van de Kassteele et al. (2006) showed improved prediction of primary variable
PM10 using secondary variables information from dispersion modeling and satellite observations
using external drift kriging method. Hengl et al. (2007)discussed the strength and limitations of
regression kriging. This paper shows limitation of the method resulting in to bias prediction to
the data coming from different sources, sparse samples and uneven relation of response variable
to explanatory variables.

Singh et al. (2011) showed cokriging approach to improve the primary variables ozone and
PM10 prediction using secondary information of chemical transport model. Cokriging is a mul-
tivariate geostatistical method that uses the spatial dependencies within the variables as well as
cross spatial dependencies between variables. Huang et al. (2009) generalized the cross covariance
function to quantify the spatial cross dependencies for multivariate intrinsic random functions
and this helps for implementing cokriging when the process is intrinsic random function.

Babak and Deutsch (2009a,b) shows a novel approach of merging multiple secondary data in
to super secondary variable and then implementing collocated cokriging with the single variable.
The geostatistical modeling is improved when the estimation is constrained to all available sec-
ondary data. cokriging handle the multisource observations while implementation of collocated
cokriging are limited to single most correlated or most relevant secondary variable. In this study
author assume the structures of spatial correlation in variables are proportional to each other.

Liu et al. (2008)developed Bayesian hierarchical model for urban air quality prediction. In this
study three pollutants variable and four external driving factors variable were used. The structure
of air quality model and prior distributions of model parameters defined with the help of cor-
relation analysis, classification and regression trees, hierarchical cluster analysis and discriminant
analysis. For finding the relationship between pollutant concentration and driving variables mul-
tiple linear regressions was proposed. This paper shows Bayesian hierarchical model is useful for
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predicting urban air quality from related contributing factors.

These studies use different approaches such as the relation between PM and their precur-
sor to infer PM composition, geostatistical prediction of PM with the help of multisource data.
Veefkind et al. (2011) suggested importance of model development using satellite data to infer PM
composition. To fill out this research gap, this study proposes to use Bayesian hierarchical model
for particulate matter decomposition.
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Chapter 3
Study area and data description

3.1 INTRODUCTION

This chapter describes the study area and dataset.

3.2 STUDY AREA

The study area selected for present study covers the countries namely Belgium, Netherlands, Lux-
emburg, France and Germany (Figure 3.1). The study area lies between longitude of -5 degree
West to 15 degree East and latitude of 40 degree to 56 degree North. The study area is appropriate
for addressing research problem of decomposing PM in to its components due to the study areas
status of industrialization (source of PM emission), importance of associated effects on environ-
ment & health and multisource data availability from various sources in study area.

3100000 3800000 4500000 5200000
1 1 1 1
Study Area: Part of Europe
+ + I
+ +
+ + 18
24 + + |8
600 Kilometers|
|

+ + 1§

31000\!)0 sammlm 45000\;0 52000\;0

Figure 3.1: Study area : part of Europe (countries: Belgium, Netherlands, Luxemberg, France and
Germany.
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3.3 DATA DESCRIPTION

Data from different sources(multisource) like in situ measurements, chemical transport model(CTM)
and satellite remote sensing data were selected for present study. Multisource data availability have
an advantage in modeling spatial process because multisource data reduces the noise coming from
single source data.

3.3.1 Insitu data

Daily in situ measurements of PM;o and PMy 5 for the year 2009 over study area provided by
TNO (Netherlands Organization for Applied Scientific Research) extracted from Airbase database.
These air pollutants have been measured by responsible organization of the respective country
and submitted to Airbase database (public air quality database system of the European Union
countries) as per the guidelines provided by European Union. PM;y and PM3 5 measured with
the help of in situ instrument located in measurement stations at the interval of 8 hours. These in
situ measurements considered as accurate measurement (van de Kassteele, 2006) and used for mod-
eling purpose. However, in situ measurements are sparsely measured over study area due to the
economical constraint associated with it. PM;g and PMs 5 measured at 555 and 171 measurement
stations respectively (figure 3.2).

3100000 3800000 4500000 5200000
1 1 1 1

Locations of PM10 and PM2.5 measured over study area.

3600000
3600000

3200000
3200000

2800000
2800000

Legend
= =
g1 + PM25 e
H H
& o PM10 &
{j 0 150 300 600 Kilometers
g T T R | N
N re
H H
g g
H H
T T T T
3100000 3800000 4500000 5200000

Figure 3.2: Locations of PM10 and PM2.5 measured over study area

3.3.2 CTM data (chemical transport model)

CTM model LOTUS-EUROS gridded data of PM; and PMy 5 for year 2009 provided by TNO
for present study. The LOTUS-EURO is an operational 3D chemical transport model measures
the composition of air quality in lower troposphere considering physical, chemical and empirical
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relationship between pollutants. The LOTOS-EUROS model surrounded over Europe at lon-
gitude of 10 degree West to 60 degree East and latitude of 35 degree to 70 degree North. The
grid resolution of LOTUS-EURO is 0.50 degree longitude to 0.25 degree latitude, approximately
30 km by 30 km. PM;g and PMy 5 is defined in to LOTUS-EUROS model by summing the re-
spective individual components like PMj is an sum of coarse primary emitted particles, sea salt
and secondary inorganic components and PMs 5 is an sum of fine primary emitted particles and
secondary inorganic components (Schaap et al., 2009a). The anthropogenic emission data of pol-
lutants (primary emitted particles,sea salt and secondary inorganic components ) act as input data
source in LOTUS-EURO model. The chemical reaction of the input pollutants is defined as per
chemical mechanism of CBM-IV and TNO CBM-IV scheme and vertical and horizontal trans-
port defined by adding meteorological data (Schaap et al., 2009a). Finally the model calculates
the PM;o and PMy 5 concentration considering chemical reactions, dry and wet deposition and
transport and dispersion mechanism.

3.3.3 AOT (aerosol optical thickness) data

AOT is an degree of aerosol or PM particles which prevent the transmission of light in atmo-
sphere due to the scattering and absorption processes. Several studies shows the relationship be-
tween AOT and PM concentration (Gupta and Christopher, 2009; Péré et al., 2009; Emili et al.,
2010). Wang et al. (2010); van de Kassteele et al. (2006) shows potential of AOT data to infer PM

concentration.

OMAEROG.003 Asrosol Oftical Thickness [u

@442.0nm (Q1Jand00s — Ji1Dec2

Figure 3.3: Annual product of AOT for the year 2009 .

AOT data of OMI (Ozone Monitoring Instrument) sensor located on EOS AURA satellite
downloaded from GES DISC (Goddard Earth Sciences Data Information Services Center) of
NASA. The grid resolution of AOT is 0.25 degree longitude by 0.25 degree latitude. The an-
nual product of AOT Level-2G dataset (wavelength 442nm)for the year 2009 (Figure 3.3) created
from daily data through Giovanni tool (data exploration interface).
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Chapter 4
Methodology

4.1 INTRODUCTION

Methodology for decomposition of particulate matter in to its components is given in this chapter.

4.2 MODELING APPROACH FOR DECOMPOSITION

Modeling decomposition of Particulate Matter(PM) in to its components requires understanding
of the nature of PM formation. PM is a complex mixture of solid particles and liquid droplets
suspended in the air, with different size, chemical composition and origin. PM composition de-
pends on the type of direct emission from emission source (often known as primary pollutants)
and through the chemical reactions between atmospheric pollutants (often known as secondary
pollutants). According to the air pollution context and Environmental Protection Agency(EPA)
terminology (EPA, 2012) PM size categorizes in to Total Suspended Particulate Matter (TSP),
PM;, PMs 5 and Particles less than 0.1 um. TSP ranging in size from 0.1 um to about 30 ym and
includes PM 1o, PM3 5 and Particles less than 0.1 um (Figure 4.1).

Ultrafine Fine Coarse Supercoarse

Froquency, % parliclos by mass

D.002 0.01 0.1 1.0 10 100 1000
Particle diameter (dp,), wm

Total Suspended
 —
Particulate (TSP)

-« Phiyo
o Pz ¢

L 4

v

k.

Figure 4.1: PM size distribution (EPA, 2012)

For modeling convenience consider TSP as upper level (topmost) or level 0 PM, now target is
decomposing the PM (level 0) in to finer level and assume such levels as level I, level II and level
I decomposition(figure 4.2). Decomposition of level I is a PM; defined as the sum of primary
emitted particles (PPM) and secondary inorganic components (SO4, NOs3, carbonaceous particles
and sea salt etc.); PMjg = PPMy 5 + PPMa 5_19 + SO4 + NO3 + carbonaceous particle + other
(sea salt etc.) (Schaap et al., 2009a). Decomposition of level I further decomposes in to level II as
PMas 5, SO4 (PM Sulphate), NO3 (PM Nitrate) and carbonaceous particle (PM carbon) because

13
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PM is made up of these components. Level Il PMj 5 is further decomposed in to level I as SOy4
, NOj3 and carbonaceous particle because PMy 5 is made up by this components (Schaap et al.,
2009a). Finally decomposition levels each component modeled in Bayesian hierarchical paradigm
separately.

Level: 0
Level: 1
Level: 11 oy,
Sulphate M
Carbon
PM;;
Level: III Sulphate PMas

Nitrate

Figure 4.2: Modeling approach of PM decomposition

4.3 PREPROCESSING AND EXPLORATORY ANALYSIS OF DATASET

4.3.1 Available dataset for decomposition

As per the modeling approach adopted in section 4.2 for decomposition of PM in to its com-
ponents, dataset for decomposition level I (PM;0) and decomposition level II (PMy 5) available.
Detailed description of the study area and dataset was given in chapter 3. In situ observations
of PMjp and PM3 5 considered as accurate measurement (van de Kassteele, 2006) and it acts as re-
sponse variable in modeling of subsequent decomposition level but these observations are sparsely
sampled over geographic area. Densely sampled CTM and AOT data added in modeling as covari-
able (explanatory variable) for adding strength to response variable.

Table 4.1 Available dataset for decomposition

Decomposition level Response variable Explanatory variable
(in situ observations) (CTM data) (Remote sensing data)
Level I PMig CTM PMy AOT

Level II PMa 5 CTM PMa 5 AOT
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43.2 Software and tools

e ArcGIS Desktop 10

e Statistical software R version 2.13.2: R packages spBayes, GeoR, gstat, rgdal, MBA, CODA.

4.3.3 Preprocessing of dataset

Preprocessing of dataset is an important step to obtain qualitative result from experiment. Daily
In situ measurements of PM1g and PMg 5 were retrieved from netcdf file and their annual average
for the year 2009 calculated in R software. Daily CTM data at in situ measured locations provided
by data provider and their annual average calculated in similar way of in situ data. Daily Gridded
data of CTM was provided in netcdf file format , annual average calculated and final product
was converted from kg/m3 to microgram/m?® for the convenience of data attribute storage in
programming interface of R and ArcGIS. Gridded annual AOT product of OMI data created using
Giovanni interface and downloaded in ASCII format. In situ, CTM and AOT data in Geographic
coordinate system is not suitable for modeling purpose due to distance difference in longitude and
latitude. For overcoming above mentioned problem all data projected on Lambert Azimuth Equal
Area 1989 (ETRS LAEA 1989) projection. After preprocessing more than 25% of data subseted
using random sampling for validation purpose and kept seperated from the process of exploratory
analysis and modeling. For PM;( (decomposition level I) and PM;o (decomposition level II) 125
and 40 measurement points subseted for validation purpose and 430 and 131 measurement points
used for constructing model respectively.

4.3.4 Exploratory analysis of dataset

Exploratory analysis of dataset is an integral part of geostatistical modeling for understanding the
data structure as well as it is an important step to take decision of data transformation. Non-spatial
aspects of data like summary statistics, histogram, box plots, and normal Q-Q plot calculated
using R software. For understanding the spatial aspects of data empirical variogram plotted using
equation 4.1. Based on visual inspection variogram model fitted to empirical variogram.

1 N(h)
) = oy 2 () = Vst Y (+.1)

Where Y (s;) and Y (s; + h) represent the values of observation Y separated by lag distance
h. N(h) is the number of pairs of data points at particular lag distance h. lag distance need to be
change for obtaining set of semi variances which constructs the empirical variogram.

4.4 GEOSTATISTICAL MODELING

4.41 Basic model

In the geostatistical modeling often interest is to understand the spatial process S at unsampled
location. The knowledge of any spatial process obtained through the measuring random variable
Y because spatial process is not directly observable and it is also known as realization of spatial
process. However,measurement of random variable Y = (Y7, ...,Y},) is noisy version (measure-
ment error) of spatial process. The basic spatial linear regression model for point-referenced data
given in equation 4.2.

Y(s) = pu(s) + Wi(s) + e€(s) (4.2)
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Where Y (s) is an n x 1 vector of observed response variable at generic location s. The mean
structure is i(s) = X7 (s)B. The residual has two components one is spatial error W(s) and
another is non-spatial error €(s). The spatial error W (s) = f(02, ¢) are considered as realizations
from a zero-centered stationary Gaussian spatial process and it captures residual spatial association
(Banerjee et al., 2004) and it introduces the parameters partial sill o2 and range ¢. The non-spatial
error e(s) = f(72) is uncorrelated pure error term and it introduces the nugget effect 72. As per
basic model given in equation 4.2 our interest is to estimate the parameters (02, ¢ and 72) which
defines the covariance structure of the process.

Considering classical or conventional geostatistical approach for interpolation i.e. kriging, the
covariance structure of the data is estimated first, then the parameters estimated from covariance
model plug in to theoretical prediction equation as they were the true values. However, classical
geostatistical approach ignores the uncertainty of estimated parameters leads to uncertainty in
subsequent prediction. As opposite to the classical geostatistical approach the Bayesian approach
for interpolation of spatial processes will provide a general methodology for taking in to account
the uncertainty about parameters on subsequent predictions. This approach leads to same answers
as the standard kriging predictor when the model parameters are known, but it also extends to
the case where these parameters are unknown. This is one major reason for viewing the problem
in Bayesian terms as well as it have ability to build more flexible model than other .

4.4.2 Bayesian Hierarchical model

Bayesian inference treats unknown parameters as random variables and during prediction it con-
siders parameter uncertainty. This approach leads to more realistic estimates of the prediction
variance. Let us consider now approach of decomposition of particulate matter in to level I and
level IT decomposition as described in modeling approach section. Now each decomposition level
modeled in separately in hierarchical manner. Note in this section all equations are adopted ac-
cording to Banerjee et al. (2004) and Diggle and Ribeiro (2007). The basic model given in equation
4.2 can be rewritten as equation 4.3 assuming Gaussian spatial process Y (recall measurements Y’
is an realization of spatial process) conditional on some parameter 6:

Y|0 ~ N(XB,02R(¢) + 721) 4.3)

Where Y is an n x 1 vector of response variable. X is an n x p matrix of explanatory variables
associated with response variable. /3 is an p x 1 vector of trend parameters or associated regression
parameter. 02 R(¢) + 721 is an covariance structure of the process defined by parameters partial
sill 72, range ¢ and nugget 72 . I is an n x n identity matrix. R(¢) is an n X n correlation matrix
given by equation 4.4 .

Rijo = p(l[si = s4ll; ¢) (4.4)

Where R;; are given by an authorized correlation function p in geographic space, which de-
pends on the distance between ||s; — s;|| the location of ; and ; indexed by parameter ¢.

Now consider 6 = (3,02, ¢,7%) be the set of model parameters. Using Bayes theorem for
obtaining the posterior probability density of parameters denoted by p(6|Y") given by equation
4.5.

fY10)m(0)

POY) = T 5o 6)d8 *3)

where f(Y']0) is the likelihood associated with equation 4.3. 7(6) is an prior(m) distribution
of parameters 6 as well as Bayesian solution requires an appropriate prior distribution. The Bayes
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theorem equation 4.5 can be rewritten as equation 4.6, where denominator of equation 4.5 drops
out because calculations (numerical and algebraic) are required only up to a proportionally con-
stant as well as it does not add any extra information to obtain posterior probability density of
parameters p(6|Y).

p(OY) o< f(Y[0)m(6) (4.6)

However, the computation of the likelihood f(Y'|0) require (02 R(¢) +721)~!, which creates
the problem of matrix inversion if n is a large number. Therefore, it is convenient to work with a
hierarchical model (Banerjee et al., 2004).

The hierarchical model defined at three stages and their specification is as follows;
First stage:

Y|8, 75, W ~ MVN(XS3 + W, 72I) 4.7)
Second stage:
Wlo?, ¢ ~ MVN(0,0°R(¢)) (4.8)
Third stage:
0= (8,0%6,7%) 4.9)

The expression of Gaussian spatial process given by equation 4.3 rewritten as a hierarchical model
by writing the first stage specification 4.7 as Y conditional not only on the parameters § and
72 but also on the vector of spatial random effects W = (W (s1),..., W(s,)) (Banerjee et al.,
2004). The second stage specification 4.8 of model is for spatial random effects W conditional on
parameters o2 and ¢ which defines spatial dependence, where R(¢) is as per equation 4.4 .The
hierarchical model completes at the third stage specification 4.9 by adding priors for 3 and 72 as
well as for 02 and ¢. The spatial dependence parameters 02 and ¢ added at third stage may be
viewed as hyperparameters.
According to Bayes theorem we can write down the hierarchical model as per equation 4.10

p(B. 7%, 0%, 9]Y) /f(Y!ﬁ,TZ,W)W(ﬁ)W(TQ)f(WW,¢)7T(02)7T(¢)dW (4.10)

where hierarchical nature of model defined with the help of adding first stage prior and hy-
perprior. First stage prior f(W|o?, ¢) defines the spatial random effects conditional on vector
of hyperparameters o2 and ¢. Hyperprior (prior for prior) controls the variation of spatial ran-
dom effects but in practice it is unknown, so hyperprior distribution 7(0?) and 7(¢) required in
hierarchical model formulation. Posterior distribution of parameter p(3, 72,02, ¢|Y") obtained
from hierarchical model 4.10 is same as the non-hierarchical model 4.6 posterior distribution
p(0]Y) (recall = 3,02, ¢,7%). Posterior realization of spatial random effect W obtained via
sampling using posterior distribution of 0 and ¢ during the process of fitting the model. Success
of Bayesian paradigm models is highly depends on the prior specification and it incorporates the
prior opinion of modeler regarding parameters distribution and this makes Bayesian inference
subjective. To avoid the misleading Bayesian inference of model safest strategy is to choose infor-
mative prior for 02, ¢ and 72 based on primary knowledge of parameter distribution. However,as
a general rule flat prior adopted for 3 since even it give the proper posterior (Banerjee et al., 2004).
Bayesian model solved by MCMC (Monte Carlo Markov Chain) simulation.

Through the hierarchical model written in Bayesian paradigm as per equation 4.10, the pos-
terior p(0|Y) (0 = (3,02, ¢,72)) be the set of model parameters) estimate of parameter 6 is some
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measure of centrality. According to the Banerjee et al. (2004) and their given equation familiar
choices are the posterior mean 4.11 and posterior median 4.12.

6=E®W|Y) (4.11)
g /9 p(0]Y)d0 = 0.5 (4.12)

However, posterior mean often highly influenced by the outliers so posterior median be the
best and safest point to estimate as well as posterior allows to make direct probability statement
about parameters.

4.4.3 Bayesian predictive process

After building model in Bayesian paradigm described in section 4.4.2 next procedure is to predict
response variable Y (sg) at new location s¢ taking consideration of associated covariate vector
X (s0). Now assume Yy = Y (s9) , Xo = X (s0) and 6 is an set of model parameters as described in
section 4.4.2 for convenience. The prediction model for response variable at unsampled location
written as per equation 4.13 in Bayesian framework.

p(YolY, X, Xo) = / £ (Yo, 0]Y, X, Xo)db

— [ 106V 8, Xo)p(61Y, X)ds (+.13)

Where p(Yy|Y, X, Xo) has an conditional normal distribution arising from joint distribution
of Yp and Y taking full advantage of densely covariate over geographic space or predictive space (
predictive target locations).

4.4.4 Bayesian hierarchical model for decomposition level | (PM10)

As per the Bayesian hierarchical model framework described in section 4.4.2 and modeling ap-
proach adopted in section 4.2 decomposition level I of PM is PMjg.Assuming PM;o (decompo-
sition level I) concentration over study area is an Gaussian process Ypar1p conditional on some
parameter ¢ written as equation 4.14 is similar with basic model described at equation 4.3. Note
subscript 1 used for defining the each parameter in writing the Bayesian Hierarchical model for
PM;( denotes parameter belonging to model PM;y and it only used to avoid confusion with
Bayesian paradigm described in section 4.4.2 and 4.4.3.

Yeariol6h ~ N(X1581,02R(¢1) + 721) (4.14)

Where Ypari0 is an n x 1 vector of response variable PMyg. X7 is an n x p matrix of explana-
tory variable of CTM PM;y and AOT associated with response variable. All other explanation is
same as equation 4.3. The first stage hierarchical model for PM; (decomposition level I) written
as equation 4.15 according to equation 4.7.The second and third stage of hierarchical model of
PM is written as equation 4.16 and 4.17 is same as hierarchical stages explained by equation 4.8
and 4.9 respectively.

YpuriolB1, 78, Wi ~ MV N (X151 + Wh, 21) (4.15)
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Wilo?, ¢ ~ MVN(0,02R(¢1)) (4.16)

01 = (5170%7(;5177—12) (417)

Complete Bayesian hierarchical model of PM10 (decomposition level I) write down as per
equation 4.18 according to equation 4.10

p(B1, 71, 0%, 61| YPario) o /f(YPMl(]Wla i, Wi)m(B)m () f(Whlot, ¢1)m(a7)m(¢1)dWr
(4.18)
Where p(B1, 72,03, ¢1|Ypar10) is an posterior distribution of parameter updated on PMg
(decomposition level I). After building hierarchical model for PM10 (decomposition level I) the
prediction of Ypr10(so) at new location so with the help of associated covariate vector X (sp)
of CTM PM;y and AOT at new location. The prediction model according to equation 4.13 for
PM;¢ decomposition level I written as per following equation.

p(Yparo(so)|Yeario, X1, X1(s0)) = /f(YPM10(30)791’YP]V[107X17X1(30>)d91

= /f(YPMlo(So)\YPMlo,91,Xl(So))p(91!YPM10,X1)d91

Where p(Ypar10(s0)|Yrario, X1, X1(s0)) has an conditional normal distribution arising from
the joint distribution of Ypar19(so) and original data Yparig taking full advantage of densely
covariate X1(s9) CTM PM;g and AOT over geographic space. For decomposition level I three
different models namely Model 1, Model 2 and Model 3 are constructed and their workflow given
in Figure 4.3.

4.45 Bayesian hierarchical model for decomposition level Il (PM2.5)

During the decomposition of PM in to level IT (PMa 5) need to be consider the relationship be-
tween decomposition level I (PM10) and II (PMg5) because PMy 5 is an component (part) of
PM;g. Assume PMy 5 (decomposition level II) concentration over study area is an Gaussian pro-
cess Ypps2.5 conditional on some parameter 02 and it is written as per equation 4.19 according to
basic model described in equation 4.3. Note subscript 2 used for defining the each parameter in
writing the Bayesian Hierarchical model for PMs 5 denotes parameter belonging to model PMa 5
and it only used to avoid confusion with Bayesian paradigm described in section 4.4.2, 4.4.3 and
4.4.4,

Ypunas|02 ~ N(XoBo, 03R(p2) + m21) (4.19)

Where Yppra5 is an n x 1 vector of response variable PM2.5. X5 is an n X p matrix of ex-
planatory variable of CTM PMj 5 and AOT associated with response variable. Now consider the
relationship between PMj 5 and PM10 in air pollution context and modeling approach adopted
for decomposition in section 4.2, assume process Ypr2.5 conditional not only on parameter 6o
(equation 4.19) but also on upper level process Ypas10 (decomposition level I). Now defining
the first stage of hierarchical model for Yp 2 5 according to equation 4.7 the upper level process
Ypario need to be modeled on separate next level like random effect modeled in section 4.4.2 (see
the hierarchical nature of model defined at equation 4.7,4.8 and 4.9). However, upper level pro-
cess Yparip is already modeled at decomposition level I and predicted over study area as described
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in section 4.4.4. Instead of modeling the upper level process Ypps10 separately , the approach of
modeling the same process in the mean of the process Yp /2 5 is suitable because it act as additional
n X 1 vector in matrix of explanatory variable. However, during the prediction process of PMa 5
it take full advantage of predicted surface PM10 which is modeled at upper level. Now in first
stage specification of hierarchical model of the process Ypps2 5 written as equation 4.20 according
to equation 4.7 and additional vector of process Ypr10 act as covariable ( remember this process
(decomposition level I) modeled in the mean of the process of PMy 5( decomposition level II).

Yparas| B2, 75, Wa ~ MV N (Xafs + Wa, 751) (4.20)

The second and third stage of hierarchical model of PMy 5 is written as equation 4.21 and 4.22
is same as hierarchical stages explained by equation 4.8 and 4.9 respectively.

Walo3, ¢a ~ MV N (0,05 R(¢2)) (4.21)

HQ = (627 U%J ¢27 7-22) (422)

Complete framework of Bayesian hierarchical model of PMs 5 (decomposition level II) write
down as per equation 4.23 according to equation 4.10

(B2, 73,03, ¢2|Ypar2s) o /f(YPM2.5!ﬁ2, 75, Wa)m (B2)m(73) f (Walog, ¢2)m(03)m(d2) AW
(4.23)
Where p(B2, 72,03, #2|Ypara.5) is an posterior distribution of parameter updated on PM2.5
(decomposition level IT). After building hierarchical model for PM2.5 (decomposition level I) the
prediction of Yp o 5(s0) at new location sg with the help of associated covariate vector Xa(sg) of
CTM PM2.5, AOT and level I process Ypasio at new location. The prediction model according
to equation 4.13 for PM2.5 decomposition level I written as per following equation.

p(Ypum2s5(s0)|Yramas, X2, Xa(so)) = /f(YPMZ.E)(SO)a92’YPM2.57X27X2(50))d92

= /f(YPM2.5(SO)‘YPM2.57 62, X2(50))p(02|YpPrr2.5, Xo2)dbo

Where p(Ypar2.5(s0)|Yrare.s, X2, X2(s0)) has an conditional normal distribution arising from
the joint distribution of Ypas2 5(so) and original data Ypj /o 5 taking full advantage of densely co-
variate X2(sg) CTM PMy 5, AOT and modeled level I process Yppr19 over geographic space.For
decomposition level II three different models namely Model A, Model B and Model C are con-
structed and their workflow given in Figure 4.4.

4.5 VALIDATION OF MODEL

Validation of model with independent dataset is an important aspect of modeling to check feasi-
bility of model. As per described in section 4.3.3 validation data subseted using random sampling
and kept separate from modeling.. In validation subseted measurement points of PM; and PMs 5
compared with respective prediction and Mean Error (ME),Sum of Square Error (SEE) and Root
Mean Square Error (RMSE) calculated using equations 4.24, 4.25 and 4.26 respectively.

1 Y .
ME =+ 2::1 Y*(s;) — Y (si) (4.24)
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N
SSE = (Y*(si) = Y(s:))?

RMSE =

=1

N

1
(i) -

i=1

Y(si)?

(4.25)

(4.26)

Where Y*(s;) is an estimated value at location s; and Y (s;) is the observed value at location

S;i.

For PM; (decomposition level I) total 555 measurements points available out of 125 measure-
ment points subseted for validation purpose and 430 measurement points used for constructing
model . Decomposition level II or for PMy 5 total 171 measurements points available out of 40
points used for validation and 131 measurement points used for building model.
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Chapter 5
Results

5.1 INTRODUCTION

Results obtained in the process of PM decomposition are described in this chapter.

5.2 DECOMPOSITION LEVEL | (PM10)

PM is decomposed in to its level I decomposition as per modeling approach adopted in section
4.2 and obtained results during the process are as Follows.

5.2.1 Exploratory analysis of decomposition level |

Exploratory analysis of dataset before modeling is an important aspect of geostatistical analysis.
It give the primary idea of dataset and help to make primary assumption about the dataset. De-
scriptive statistics of the decomposition level I dataset calculated and their results are given in
table 5.1 (In bracket value after log transformation given). Histogram and normal Q-Q plot
of PMjg ( Figure 5.1) indicate that data are asymmetrically (Non normal) distributed as well as
summary statistics (Table 5.1) shows mean (23.60) is greater than median (22.62) which confirms
positive skewness of PMjg. Standard deviation (7.26) of PMj is high compared to the standard
deviation(SD) of CTM PM; (3.06) and AOT (0.23) (Table 5.1).

Table 5.1 Summary statistics of variable PMj9, CTM PM; and AOT(In bracket value after log
transformation given).

Parameter PMig CIMPM;, AOT

Mean 2360 3.12) 13.22 (2.56) 0.59 (0.60)
Standard deviation 7.26 (0.25)  3.06 (0.20)  0.23 ( 0.40)
Median 2262 (.12) 1232 (251) 0.56 (0.59)
st quartile 19.76 2.98) 11.41 (2.41) 0.14 (-1.99)
3rd quartile 25.95 (3.26) 14.65 (2.68)  0.74 (-0.30)
Minimum value ~ 9.94 (2.30)  8.12(2.09)  0.14 (-1.96)
Maximum value 87.05 (4.46) 27.43(3.31) 1.43(0.36)

Histogram of CTM PM; (Figure 5.1) shows positive skewness as well as Normal Q-Q plot
(Figure 5.1) indicate shifting of data points over line which is indicator of non normal distribution.
Mean (13.22) and median (12.32) confirms the skewness of CTM PM; (Table 5.1). Histogram and
Normal Q-Q plot (Figure 5.1) of AOT indicates positive skewness of data as well as mean(0.59)
and median(0.56) also confirms the skewness. After the log transformation of PM;9, CTM PM;
and AOT data Histogram, Normal Q-Q plot and summary statistics of log transformed data
(Figure 5.1,5.1and Table 5.1)shows approximated normal distribution of data.
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5.2.2 Correlation between variables

Log to log Pearson correlation between variable PM;9, CTM PM;y and AOT calculated and
given in table 5.2, and scatter plot shown in figure 5.2. The highest positive correlation (0.39) is
observed between PM;o and CTM PM ;. however, lowest positive correlation (0.04) observed in
between PM1g and AOT. CTM PM; g shows 0.09 correlation with AOT.

Correlation between Insitu PM10 and CTM PM10

Correlation between Insitu PM10 and AOT Correlation between CTM PM10 and AOT

@co R2is 0.1454

° R2is -0.0006665 °

R2is 0.005936

Log transformed CTM PM10
Log transformed AOT
Log transformed AOT

25 30 35 40 45 25 30 35 40 45 22 24 28 28 S0 2

Log transformed Insitu PM10 Log transformed Insitu PM10 Log transformed CTM PM10

Figure 5.2: Scatter plots of log transformed PM;9, CTM PM;4 and AOT

Table 5.2 log to log correlation between variable PM19, CTM PM;y and AOT

PM;y CTMPM;, AOT

PMio 1
CTMPM;,, 039 1
AOT 0.04 0.09 1
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5.2.3 Variogram modeling

To understand the spatial structure of decomposition level I variables variogram was modeled. A
fitted variogram to empirical variogram is shown in figure 5.3 and estimated parameter given in
table 5.3. Estimated Range value varies among the variable PM;o, CTM PM;( and AOT. High-
est spatial dependence observed for variable PM;y (360000 Meter) and lowest for variable AOT
(283920 Meters). CTM PM; shows range up to 320000 Meters. Non-spatial variability or nugget
effect observed for variable PM;o and CTM PM is 0.035 and 0.010 respectively. However, no
nugget effect (0.000) observed for variable AOT.

Table 5.3 Estimated variogram parameter for variable PM;o, CTM PM;g and AOT

Variable Model Nugget Partial sill Range
PMo Exponential 0.035 0.062 360000
CTM PM;y Exponential 0.010 0.048 320000
AOT Exponential 0.000  0.132 283920

Fitted variogram for Insitu PM10 Fitted variogram for CTM PM10 Fitted variogram for AOT

5

/ -
0.10

: 10405 26405 36405
‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘

Figure 5.3: Variogram of PM;9, CTM PM; and AOT
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5.2.4 Bayesian hierarchical modeling of decomposition level |

As per modeling approach adopted for decomposing PM in to its components. For decomposi-
tion level I (PM;) three different models constructed considering covariable to understand the
effect of adding covariable in modeling. Three different models constructed in Bayesian paradigm
namely Model 1: considering only response variable PM;o, Model 2: considering response vari-
able PM( and predictor covariable CTM PM; and Model 3: considering response variable PMj
and predictor covariable CTM PM;y and AOT. Each model runs for 50,000 MCMC iterations to
convergence of MCMC chain reached at homogeneous stationary distribution in parameter space
first 40,000 iterations burn in. Last 10,000 iterations or samples used for calculation of posterior
parameters summary statistics and prediction. Trace and density plot of each models parameter
given in Figure 5.4 and 5.5. Summary statistics and percentiles of posterior parameters of each
model given in table 5.4 and 5.5 respectively.

Table 5.4 Posterior summary statistics of each parameter (Decomposition level I: PMy )

Parameters Mean SD Naive SE

Model 1: PM; intercept only

31 intercept 3126  0.012 1.223 x10~%
o} 0.050  0.013 1.267 x10~™
2 0.015 0.012 1.224 x10~™
b1 312300 17200 172

Model 2:PM; with predictor

covariable CTM PM;,

B1 1intercept 2.713 0.051 5.118 x10~%
1 CTM PM; 0.031  0.004 3.785 x10-%
o} 0.042  0.011 1.176 x10~%
72 0.015 0.010 1.123 x10~*
b1 307500 15940 159

Model 3:PM;( with predictor
covariable CTM PM;g and AOT

f31 intercept 2702 0.059 5.847 x10~*
B1 CTM PMy 0.031  0.004 3.783x107%
B1 AOT 0.023  0.051 5.103 x107%
o? 0.043  0.011 1.081 x10~%
2 0.013  0.010 1.042 x10~*
b1 309500 13960 140

The mean of posterior parameter 31 intercept (considering only response variable PM;) de-
creasing from Model 1 to Model 3 (Table 5.4) as a result of adding of covariable in to modeling.
However, standard deviation of 3 intercept increasing from Model 1 to Model 3 (Table 5.4). The
highest mean (0.050) of the posterior parameter o3 (partial sill) observed for Model 1. The simi-
lar mean of posterior parameter 72 (nugget or non spatial variability) observed for Model 1 and
Model 2 and lowest for Model 3 (Table 5.4). The highest mean of posterior range parameter ¢,
(range) observed for Model 1 and followed by Model 3 and Model 2. However, standard devia-
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tion of parameter ¢; decreases from Model 1 to Model 3 (Table 5.4). Percentiles of the posterior
parameter of each model given in table 5.5. The highest 95% credibile (2.5% percentile to 97.5%
percentile) interval of parameter /31 intercept observed for Model 1 and followd by Model 3 and
Model 2 ( Table 5.5) . The lowest 95% credibile interval for covariance parameter 0%, 72 and ¢
observed for Model 3 followed by Model 2 and Model 1 (Table 5.5). Naive SE is consistant for
each parameter in all models (Model 1, Model 2 and Model 3).

Table 5.5 Percentiles of the posterior distribution of each parameter (Decomposition level I :
PMio )

Parameters 2.5% 25% 50% 75% 97.5%

Model 1: PM; intercept only

B1 intercept 3.102  3.118  3.126  3.134  3.150
o? 0.019 0.045 0.054  0.060 0.068
72 0.002 0.005 0.010 0.020 0.047
o1 282861 297435 313576 327296 339042

Model 2:PM; with predictor

covariable CTM PMjq

B1 intercept 2.612 2.679 2.712 2.746 2.814
81 CTM PM; 0.024 0.029 0.031 0.034 0.039
0’% 0.014 0.036 0.045 0.050 0.058
7’12 0.002 0.006 0.011 0.020 0.042
o1 282530 293451 306574 320870 336343

Model 3:PM; with predictor
covariable CTM PM;g and AOT

B1 intercept 2.587 2.662 2.701 2.742 2.817
B1 CTM PMy 0.024 0.029 0.031 0.034 0.039
1 AOT -0.077  -0.012  0.022 0.057 0.124
o? 0.019 0.036 0.046 0.052 0.059
72 0.002 0.005 0.009 0.020 0.038
1 283741 298760 309416 320582 334158

To make sure that MCMC chain of each parameter converged to the stationary distribution in
parameter space trace and density plot of each parameter plotted considering last 10,000 MCMC
iterations after burning the first 40,000 MCMC iterations. After visually inspecting the trace and
density plot of parameter o7 and 72 for Model 1, Model 2 and Model 3 shows unimodal distri-
bution (Figure 5.4 and 5.5). However, trace and density plot of parameter ¢; shows multimodal
distribution for Model 1 and Model 2 as compared to Model 3 (Figure 5.4 and 5.5).
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Figure 5.4: Trace and density plot of Model 1 (a) and Model 2 (b) parameter.
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Figure 5.5: Trace and density plots of Model 3 parameter 3 intercept , 51 CTM PM;o (M PM10),
B1 AOT, o7 (sigma.sq), 7% (tau.sq) and ¢ (phi).

5.2.5 Model selection

To compare the model for best fit and checking model adequacy deviance information criteria
(DIC) and posterior predictive loss (D) criteria calculated for each model and their comparison in
table 5.6. Smaller value of DIC and posterior predictive loss criteria indicate better fit of model.
Lowest value of DIC and D observed for Model 2 followed by Model 3 (Table 5.6). Based on DIC
and D criteria it seems Model 2 is an best model among other models. According to Banerjee et al.
(2004) DIC is useful for when the objective is explaining the model and predictive loss criteria is
useful when the objective of model is prediction. However, in present study our objective is
prediction of PM component. Considering predictive loss criteria value of Model 2 (11.31) and
Model 3 (13.68) it seems both model have close value and it makes selection of model difficult.
Both Model 2 and Model 3 selected for prediction of response variable PM;( (decomposition level
I) at unsampled location.

Table 5.6 Model comparison using DIC and posterior predictive loss(D)criteria (Decomposition
level I: PMlo)

Model DIC D
Model 1:PM; intercept only 977 22.84
Model 2:PM; with predictor

covariable CTM PMj, -1347 1131
Model 3:PM; with predictor

covariable CTM PM;p and AOT -1281 13.68
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5.2.6 Prediction of decomposition Level |

After building the model in Bayesian paradigm next procedure is to predict response variable
PM; with the help of densely sampled covariate CTM PM;y and AOT over geographic space.

However, covariate CTM PM; and AOT is not available at equal grid (perfect rectangular shape)
due to longitude and latitude difference. For prediction purpose 20 km x 20 km grid created and
gridded data of covariate attached to prediction grid. The prediction map at unsampled location

for Model 2 and Model 3 shown in figure 5.6.
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Figure 5.6: Mean and Standard deviation (SD) of posterior predictive distribution; A: Model 2
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5.2.7 Validation of decomposition level | models

Accuracy assessment of prediction Model 2 and Model 3 (section 5.2.6) done using independent
validation dataset and results given in table 5.7. Mean Error (ME) , SSE and RMSE value of both
model shows quite similar ( No large difference in values of Model 2 and Model 3)

Table 5.7 Accuracy assessment of decomposition level I models

Model ME SSE RMSE
Model 2 :PM10 with covariable CTM PM10 0.4200 39.85 0.5646
Model 3: PM10 with covariable CTM PM10 and AOT 0.4176 39.65 0.5632

5.3 DECOMPOSITION LEVEL Il (PM2.5)

PM is decomposed in to its level II decomposition as a PMy 5 according to modeling approach
adopted in section 4.2 and obtained results during the process given here.

5.3.1 Exploratory analysis of decomposition level Il

Descriptive statistics of the decomposition level II dataset calculated and their results are given
in table 5.8 (In bracket value after log transformation given). Histogram and normal Q-Q plot
of PMs 5 shows data are negatively skewed as well as median(16.77) is greater than mean(2.78)
confirms negative skewness of data (Figure 5.7 and Table 5.8). Standard deviation of variable
PMs. 5, CTM PM3 5 and AOT is 4.39, 2.33 and 0.23 respectively defines the spread of data around
mean(Table 5.8). Histogram and normal Q-Q plot of variable CTM PM3 5 and AOT indicate data
are positively skewed and summary statistics shows mean is greater than median which confirms
positive skewness of both variable.

Table 5.8 Summary statistics of variable PMy 5, CTM PM3y 5 and AOT (In bracket value after log
transformation given).

Parameter PMs 5 CIMPM,5 AOT

Mean 1672 (2.78) 9.79 (2.26) _ 0.61 (0.56)
Standard deviation 4.39 (0.25)  2.33 (0.21) 0.23 (0.39)
Median 1677 (2.82) 9.20(2.22)  0.59 (-0.53)
st quartile 14.23 2.65) 830 (2.12)  0.45 (-0.80)
3rd quartile 18.50 (2.62) 10.90 (2.39)  0.75 (-0.28)
Minimum value 6.94 (1.90)  6.42 (1.86) 0.21 (-1.57)
Maximum value 44.75 (3.80) 19.64 (2.98)  1.23 (0.20)

Data of all variable (PMz 5, CTM PM3 5 and AOT) shows approximated normal distribution
after log transformation and their Histogram and Normal Q-Q plots given in figure 5.7.
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5.3.2 Correlation between variables (decomposition level II)

To understand the relationship between variables log to log Pearson correlation calculated and
given in table 5.9. The highest positive correlation(0.33) observed between variable PM3 5 and
CTM PMz3 5 and lowest positive correlation(0.18) shown between CTM PMj 5 and AOT. How-
ever, negative correlation(-0.44) observed between variable PMy 5 and AOT.

Table 5.9 log to log correlation between variable PMy 5, CTM PMg 5 and AOT

PMy5 CTMPMs2s AOT

PMay 5 1
CTMPM,5 0.33 1
AOT -0.14 0.18 1
Correlation between Insitu PM2.5 and CTM PM2.5 Correlation between Insitu PM2.5 and AOT Correlation between CTM PM2.5 and AOT
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5.3.3 Variogram modeling (decomposition level Il)

To understand the spatial structure of variable PMy 5 , CTM PM3 5 and AOT empirical variogram
plotted and authorized variogram model fitted. The estimated parameter of variogram given in
table 5.10 and fitted variogram of each variable shown in figure 5.10. Highest range observed
for variable CTM PMy 5 (384000 Meters) followed by PMas 5 (290000 Meters) and AOT (266260
Meters). No nugget effect (non spatial variability) observed for AOT, However highest non spatial
variability observed for PMs 5 (0.028) followed by CTM PMy 5 (0.002).

Table 5.10 Estimated variogram parameter for variable PMy 5, CTM PMs 5 and AOT

Variable Model Nugget Partial sill Range
PMs 5 Exponential 0.028 0.065 290000
CTM PM25 Exponential 0.002 0.049 384000
AOT Exponential 0.000  0.128 266260
Fitted vartogram for insiu PM2.5 Fitted variogram for CTM PM2.5 Fitted variogram for Aerosol Optical Thickness (AOT)
o . : Q
o o . S
W /
/ :
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Figure 5.9: Variogram of PMsy 5, CTM PMy 5 and AOT
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5.3.4 Bayesian Hierarchical modeling of decomposition Level Il

The decomposition level II (PMs 5) was modeled separately in Bayesian paradigm considering
their relationship with decomposition level I (PMy() as per modeling approach adopted in section
4.2. For the decomposition level IT (PM3 5) three different models constructed to understand the
feasibility of adopted modeling approach to model PM3 5 by adding PM in the mean of process
(predicted PMg act as additional vector in covariable matrix of PMjy 5) as per II level decomposi-
tion methodology defined in section 4.4.5. Three different models constructed for PM3 5 namely
Model A : PMs 5 as a function of predictor covariable CTM PMj 5 and AOT without adding any
information from PM;o (decomposition Level I), Model B: PM3 5 as a function of predictor co-
variable CTM PMa 5 and AOT with adding posterior parameter (07, 72 and ¢1 ) of PMj model
(decomposition Level I)as the prior for parameter (03, 75 and ¢2) in PMs 5 modeling and Model
C : PMgy 5 as a function of predictor covariable CTM PM3 5 , AOT and prediction of PM;q (addi-
tional covariable ) as well as posterior parameter (63, 72 and ¢; ) of PM1¢ model (decomposition
Level I) as the prior for parameter (03, 77 and ¢2) in PMy 5 model.

Table 5.11 Posterior summary statistics of each parameter (Decomposition level I : PMy 5 )

Parameters Mean SD Naive SE
Model A

(32 intercept 2,551  0.101 1.014 x107%
(2 CTM PM 25 0.036  0.008 8.900 x10~%°
By AOT -0.204  0.090 9.065 x10~%4
o3 0.033  0.010 1.063 x10~*
3 0.022  0.009 9.840 x107%
b2 299500 24090 240

Model B

/32 intercept 2,553  0.099 9.943 x10~%
o CTM PM 25 0.037  0.009 8.862 x1079
B AOT -0.208  0.088 8.874 x10~%
o3 0.033  0.013 1.265 x10~
5 0.021  0.012 1.253 x10~™
b2 314400 18140 181

Model C

/32 intercept 1.951 0260 2.602 x10793
B CTM PM 25 0.035  0.009 8.686 x107%°
By AOT -0.277 0.086 8.611 x10~%
B2 predicted PM10  0.232  0.093  9.339 x10~%
03 0.033  0.012 1.188 x10~™
3 0.019  0.011 1.140 x10~%
b2 311000 16530 165

These three different models ( Model A, Model B and Model C ) runs for 50,000 MCMC
iterations and first 40,000 MCMC iterations burn out to make sure convergence of MCMC chain
in parameter space. Last 10,000 iterations used for calculating posterior summary of parameter
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and prediction. Summary statistics and percentiles of posterior parameters of each model given in
table 5.11 and 5.12 respectively as well as trace and density plot of parameters given in Figure 5.10
and 5.11. The lowest mean with highest standard deviation of posterior parameter /35 intercept
observed for Model C as compared with Model A and Model B ( 5.12). However, Model A
and Model B shows quite similar mean and standard deviation for parameter 32 intercept (Table
5.12). The mean and standard deviation of the covariance parameters 03 and 73 shows variation
of 0.001 to 0.003 between Models (Model A, Model B and Model ¢) ( Table 5.12). The highest
mean of parameter ¢ observed for Model B followed by Model C and Model A. However, lowest
standard deviation of parameter ¢2 shown by Model C followed by Model B and Model A.

Table 5.12 Percentiles of the posterior distribution of each parameter (Decomposition level II :
PMs5)

Parameters 2.5% 25% 50% 75% 97.5%
Model A

B2 intercept 2.354 2.482 2.551 2.619 2.755
By CTM PM25 0.019 0.031 0.037 0.043 0.054
B2 AOT -0.383  -0.264 -0.205 -0.144 -0.027
o3 0.013 0.025 0.033 0.040 0.054
T2 0.007 0.014 0.021 0.029 0.044
P2 261511 278570 299771 320718 338801
Model B

B2 intercept 2.357 2.486 2.553 2.619 2.750
By CTM PM25 0.020 0.031 0.037 0.043 0.054
Bo AOT -0.383  -0.268 -0.208 -0.148 -0.031
o3 0.010 0.023 0.034 0.043 0.056
72 0.004 0.011 0.020 0.030 0.048
o1 280866 299145 317008 330630 339418
Model C

B2 intercept 1.442 1.779 1.953 2.127 2.453
By CTM PM25 0.018 0.030 0.035 0.041 0.053
Bo AOT -0.397 -0.284 -0.224 -0.170  -0.058
B2 predicted PM10  0.053 0.169 0.232 0.294 0.416
a% 0.011 0.024 0.034 0.042 0.055
T2 0.004 0.009 0.017 0.027 0.045
P2 283276 296617 311396 325106 338468

Percentiles of the posterior parameter of each model given in table 5.12 . The lowest 95 %
credibile interval for covariance parameter o5 and 735 observed for Model A followed by Model
C and Model B (Table 5.12). However, lowest 95 % credibile interval for parameter ¢2 shown by
Model C followed by Model B and Model A (Table 5.12). The Model C shows highest (1.011) 95
% credibile interval for parameter /35 intercept and lowest (0.4) for Model A and Model B.
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(a) Trace and density plots of Model A parameter B2 intercept , B2 CTM PMa 5 (M PM25), 82 AOT, o3
(sigma.sq), 75 (tau.sq) and @2 (phi).

Trace of (Intercept)

Density of (Intercept)

Trace of sigma.sq

Density of sigma.sq

24 26 28

TR R R R |
0 1 | 3 4
L L L L L
002 004 006 O

L L L
5 10 15 20 25
L L

22

T T T T
44000 48000 22

o &
—

T
48000 000 002 004 006 008

T T T
40000 24 26 28 T T T T
40000 44000

terations N=10000 Bandwidth = 0.01664

Waratinne N=10000 Randidth = 0 01198

Trace of M_PM25 Density of M_PM25

. JETAR

44000 48000 0.00 0.02 0.04 0.06

Trace of tau.sq Density of tau.sq

AN

48000 000 002 004 006 008

0.06
1

a0
L

0.04
1

0

1

000 002 004 006 008
L L L L
0 5 10 15 20 25 30
L

0.00

40000
40000 44000

Iterations N'=10000 Bandwidth = 0.001489
Iterations N=10000 Bandwidth = 0.002106

Trace of AOT Density of AOT

-

o

o]

C_A.
6 04 02 0.0 02

48000 -0.

Trace of phi Density of phi

il

280000 300000 320000 340000

03
1

05

T T T
40000 44000 48000

280000 300000 320000 340000
T R S R
00e400  1.0e05  2.0e05
T S S B

40000 44000

Iterations N = 10000 Bandwidth = 0.01491

terations N=10000 Bandwidth = 3048

(b) Trace and density plots of Model B parameter 32 intercept , B2 CTM PMa.5 (M PM10), B2 AOT, o3
(sigma.sq), 75 (tau.sq) and ¢ (phi).

Figure 5.10: Trace and density plot of Model A (a) and Model B (b) parameters.
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Figure 5.11: Trace and density plots of Model C parameter (2 intercept , S2 CTM PMys M
PM25), 33 AOT, j32 prediction PMyg, 03 (sigma.sq), 74 (tau.sq) and ¢o (phi).

5.3.5 Model selection (decomposition level Il)

To check the model for best fit and its adequacy DIC and predictive loss (D) criteria calculated for
each model and their comparison given in table 5.13. Lowest value of DIC observed for Model A
followed by Model B and Model C, though, Model C shows quite high value of DIC as compared
with Model A and Model B ( Table 5.13). However, posterior predictive loss criteria indicate
lowest value for Model C followed by Model B and Model A.

Table 5.13 Model comparison using DIC and posterior predictive loss(D)criteria (Decomposition

level IT : PMs 5)

Model DIC D

Model A -319 5.62
Model B -346 5.46
Model C -350 5.18

DIC and posterior predictive loss criteria usually used for selecting model for prediction.
However, in level II decomposition (PMsa 5 modeling ) objective is not only the prediction but

also checking the adopted approach ( Section 4.2 and 4.4.5) of level II decomposition. In view of
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this all three models (Model A, Model B and Model C) selected for predicting response variable
PM3 5 at unsampled location.

5.3.6 Prediction of decomposition level I

Response variable PMy 5 predicted at unsampled location for Model A and Model B with the help
of densely sampled covariate CTM PM3 5 and AOT. However, for Model C prediction predicted
surface of PMyg act as one additional covariate along with CTM PMs 5 and AOT. Due to unavail-
ability of covariate CTM PM3 5 and AOT data on equal grid , 20 x 20 Km prediction grid created
and covariate data attached with it for prediction purpose. The predicted surface of Model A,
Model B and Model C shown in Figure 5.12 and 5.13.
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Figure 5.12: Mean and Standard deviation (SD) of posterior predictive distribution; A: Model A
and B: Model B
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Mean of posterior predective distrubution of Model C SD of posterior predective distrubution of Model C

30 07

3500000
|
3500000
1

3000000
1

3000000
1

2500000
L
2500000
|

05

T T T T T T T
200000 3600000 4000000 4400000

T T T T T T T
200000 3600000 4000000 4400000

s 2000000
s 2000000

Figure 5.13: Mean and Standard deviation (SD) of posterior predictive distribution of Model C.

5.3.7 Validation of decomposition level Il models

Accuracy assessment of prediction Model A, Model B and Model C ( Section 5.3.6) done using
independent validation dataset and results given in Table 5.14.

Table 5.14 Accuracy assessment of decomposition level IT models

Model ME SSE RMSE
Model A 05168 17.96 0.6701
Model B 0.5159 17.90 0.6691
Model C  1.2334 64.27 1.2676

As per defined in section 5.3.4 Model A , Model B and Model C constructed to check the
methodological approach of level II decomposition, in view of this validation result obtained
in process is an important to make inferential statement on adopted methodology. ME, SSE and
RMSE of Model A and Model B is quite similar (the difference observed in second digit). However,
for Model C ME, SSE and RMSE is high as compared to the Model A and Model B as well as ME
and RMSE of Model C is above 1.
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Chapter 6
Discussion

This chapter discusses the formulated methodology for decomposition of PM and results obtained
during decomposition process.

As per modeling approach defined for PM decomposition in section 4.2, PM decomposed in
to finer level component considering decomposition level I and decomposition level II. In decom-
position level I and II PM is modeled as PM1p and PMs 5 component respectively. During the
PM;p and PM3 5 modeling densely gridded CTM and AOT data used as covariable for adding
strength to response variable. The reason behind adding CTM and AOT data in PM (PM;( and
PM3 5 ) modeling due to the in situ observations of PM are available at few limited locations and
it affect interpolation. van de Kassteele et al. (2006) showed the strength of adding CTM and
AOT data in to PM; mapping and concludes secondary source data (CTM and AOT) give more
accurate and precise prediction.

6.1 CORRELATION AND SPATIAL STRUCTURE

In present study multisource (In situ, CTM and Remote sensing) data used for decomposing PM
in to PM; (decomposition level I) and PM3 5 (decomposition level II). It is important to know the
correlation and spatial structure of variable coming from different source. The highest positive
correlation observed between variable PM;y and CTM PM; (Section 5.2.2) for decomposition
level T and between variable PMy 5 and CTM PMa 5 (Section 5.3.2) for decomposition level II.
As evident, the high correlation present between the variable coming from in situ and CTM
data may be due to the CTM data incorporates the anthropogenic emission data of air pollutants
which contains the in situ observed PM component (Schaap et al., 2009a). The low correlation
observed between in situ PM (PMjy and PM5 5) and AOT (data downloaded from OMI sensor
(section 3.3.2). As compare to the correlation between In situ PM and AOT , high correlation
observed between CTM and AOT may be due to CTM data incorporates satellite data in assimi-
lation (Schaap et al., 2009b).

To understand the spatial structure of variable coming from different source variogram fitted
to each decomposition level (I and II) (section 5.2.3 and 5.3.3). Through the variogram analysis
highest nugget effect shown by in situ data for decomposition level I and level II may be due to
the fact of in situ measurement observations techniques , calibration procedures are vary from
country to country (even city from city of same country). As comparing the value of range range
parameter between variable PMj and PMy 5, large range observed for PM;( (360 km) compared
to PMa 5 (290 km). This indicate that these two PM components (PM;o and PM3 5) behave differ-
ently in atmosphere may be due to their emission source are different. Value of range parameter
of AOT shows different in decomposition level I and II irrespective of AOT is an same dataset
may be because range value of AOT sensitive to number of samples used in calculation as it is the
only difference.
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6.2 DECOMPOSITION LEVEL I (PMy()

For decomposing PM in to its component at level I decomposition (PM;) three different models
constructed in Bayesian paradigm to understand the effect of covariable in modeling and their
detail description given in section 5.2.4. Covariable CTM PMj is positively related to the PM;
in Model 2 and Model 3 as looking at the mean of the posterior parameter 51 CTM PM;q (Table
5.4) as well as at the 95% credibile interval of parameter 31 CTM PM; excluded zero (Table 5.5)
shows statistical significance (Jiang et al., 2009). van de Kassteele et al. (2006) shows strength
of CTM data in mapping of PMjg. Covariable AOT also shows the positively relation to the
PM; (Table 5.4) but with no statistical significance as looking at 95% credibile interval of f;
AOT includes zero (Table 5.5). The reason behind the AOT is not adding strength in Model 3
(no statistical significance) might be because the low correlation(0.04) observed between responce
variable PMjg and AOT (Table 5.2). The low uncertainty as considering lowest 95% credibile
interval for PMjq (parameter 31 PM;) shown by Model 2 as adding covariable CTM PM;. The
standard deviation of the range (spatial dependence) parameter ¢, is decreasing from Model 1 to
Model 3 as adding the covariable in to modeling. The lowest uncertainty (minimum 95% credibile
interval) of the covariance parameter o7, 72 and ¢; observed for Model 3 may be because of large
portion of variation explained by the regressor CTM PM; and AOT together.

After constructing the models for PM; (decomposition level I) the adequacy of model defined
by DIC and posterior predictive loss criteria indicate Model 3 is best fitted model among other
models ( Model 1 and Model 3) (Table 5.6). However, as comparing the posterior predictive loss
criteria value between the Model 2 and Model 3 it seems both model have closer value. Rather
looking at the DIC and posterior predictive loss criteria value for selecting model for prediction
both model (Model 2 and Model 3) selected because densely gridded covariate incorporated in
to the models. During the prediction of response variable PM;o at unsampled location with
the help of covariate it takes full advantage of densely sampled covariate over predictive space ,
this approach have an advantage over sparsely sampled PM;. Accuracy assessment of prediction
shows similar (difference observed after second digit of value) ME and RMSE for Model 2 and
Model 3 as comparing the ME and RMSE it seems most of inaccuracy coming from bias prediction

(Table 5.7).

6.3 DECOMPOSITION LEVEL Il (PM5 5)

PM decomposed at level II as a component PMs 5 considering their relationship with PM; (de-
composition level I). Three different models (Model A, Model B and Model C) constructed for
PMa 5 (section 5.3.4) to check the feasibility of adopted methodological approach. The standard
deviation and 95% credibile interval of Parameter /35 intercept shows highest for Model C as com-
pared to the Model A and Model B suggest large portion of variation added by regressor predicted
PMio because its extra covariable added in Model C (section 5.3.4 and 4.4.5). Comparing the
95% interval of covariance parameter for parameter o3 and 75 shows lowest for Model A (indi-
cate low uncertainty) but no large difference from Model B and Model ¢ indicate different prior
not affecting the posterior estimate of these parameters. The 95% credibile interval of parameter
B2 CTM PMy 5, B2 AOT and 2 predicted PMjq excludes zero indicate these covariable adding
information in to model with statistical significance.

After constructing models for decomposition level II for checking methodological approach
three models selected for prediction as they builded with different approach(section 5.3.4). Valida-
tion results of Model A and Model B shows similar ME and RMSE value ( the difference observed
after second digit) indicate that prior given based on some understanding of parameter (Model A)
and adopting prior knowledge (Model B) from related spatial process ( spatial process PM;g and
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PMay 5 interrelated as both parts of PM) not affecting the prediction. However, Model C shows
high value of ME and RMSE as compare to Model A and Model B indicate adding the decompo-
sition level I prediction (PMy) in to the mean of the process of decomposition level II (PMa 5)
leads bias prediction.
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Chapter 7
Conclusion and Recommendations

The main objective of this study was to develop and evaluate geostatistical prediction model in
Bayesian paradigm for predicting PM components with the help of multisource observations (in
situ measurements, Chemical Transport model and remote sensing data). To achieve the main
objective research questions formulated and their answers are given in this chapter.

7.1 CONCLUSION

What is the spatial structure of PM components and their associated covariable observed
from multisource observations ?

In present study two PM components namely PM;jp and PMy 5 were modeled with added
strength from multisource covariable. For PM;o multisource covariable namely CTM PM;
(coming from CTM source) and AOT (coming from satellite remote sensing) were used and for
PMa 5 covariable namely CTM PM3 5 (CTM source) and AOT (satellite remote sensing source)
were used. The spatial structure of PMjp and PMy 5 with its covariable was evaluated based on
variogram fitting, highest non-spatial variability (nugget effect) was observed for in situ PM com-
ponents (PM;o and PMy 5) followed by CTM given covariable (CTM PM;¢ and CTM PMy 5)
and no nugget effect observed for AOT. The highest value of partial sill (spatial variance) was ob-
served for AOT covariable followed by in situ PM components (PM;g and PM3 5) and covariable
CTM (CTM PM;p and CTM PM;5). For component PM;( highest value for range parameter
was observed for in situ PM; followed by CTM PM;o and AOT. However, for component PMs 5
highest value was observed for covariable CTM PMy 5 followed by in situ PM; and AOT.

As evident, the highest non-spatial variability observed for both in situ PM component (PM;
and PM3 5) due to uncertainty associated with in situ measurement procedure. A difference was
displayed by value of range parameter (which is a measure for the distance up to which spatial
dependence present) between PM;g and PMg 5. This indicates that spatial dependence of PM;
component is present at a large distance as compared to PM3 5 component.

Which covariable (CTM or remote sensing) gives more accurate prediction?

To understand the effect of adding covariable in modeling; Model 1, Model 2 and Model 3
were constructed at decomposition level I (PM;q ). The CTM given covariable (CTM PM;) was
added in to Model 2 and covariable AOT added in to Model 3 along with CTM PM;. The valida-
tion results of model show that both Model 2 and Model 3 have similar RMSE 0.5646 and 0.5632
respectively. Looking at the RMSE values of models it is difficult to choose which covariable gives
more accurate a prediction.

How can PM components relationship be incorporated in to the Bayesian hierarchical
model?
Considering that the relationship between PM components (PM;jp and PMy 5) is a subset of a
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large spatial process, it is possible to add relationship in to the mean of the process of target PM
component like PM;y was modeled in the mean of the PM3 5 (Model C) by adding as a covariable.
However, another approach towards adding PM components relationship via the prior knowledge
about the parameter (mean and covariance parameter of the process) obtained during modeling
individual PM is a starting point for modeling target PM component like Model B developed in
this study.

Does PM components relationship improve the model prediction ? Why?

PM components relationship added in to the modeling considering two approaches as a Model
C (adding relationship in to the mean of the process) and Model B (using the prior knowledge
about the parameter as starting point for modeling) were developed. On comparison, Model C
(RMSE = 1.2676) and Model B (RMSE = 0.6691) with independently developed Model A (RMSE
= 0.6701) showed a difference between their RMSE values. There is no improvement observed
in modeling when PM components relationship added in to the mean of process (Model C) while
prior knowledge about the parameter added in to modeling (Model B) shows improvement. Model
C approach shows no improvement in modeling because assumption of subset process of large
spatial process and their joint distribution does not hold true due to different emission source,
different atmospheric chemistry of these two components (PM;¢ and PMs 5) and leads to in bias
prediction. However, Model B approach shows improvement in modeling because relationship of
PM component does not directly take part in the modeling but helps to understand the parameter
(mean and covariance parameters) distribution of process.

What is the accuracy of model developed for prediction ?

Considering three different approach models developed for PM component prediction. The
models (Model 2, Model 3 and Model A) developed without adding any information of PM com-
ponents relationship shows RMSE between 0.5632 to 0.6701. Model developed with using PM re-
lationships prior knowledge about the parameter as starting point for modeling (Model B) shows
RMSE 0.6691 and model developed with adding PM component relationship in to mean of the
process (Model C) shows RMSE 1.2676.

7.2 RECOMMENDATIONS

Considering the importance of the PM and its components and their association with health
and environment and results obtained in present study, I recommend the following points for
modeling the decomposition of PM in to its components.

1. Modeling PM components in Bayesian paradigm using precursor dataset considering pre-
cursor relationship with PM component like CTM models.

2. Modeling anisotropy considering air pollutants dispersion and transport depending on me-
teorological variable.

3. Developing model at finer level resolution.
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