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Abstract

This document investigates immersive boundary conditions used in immersive wave propa-
gation, a method where one creates a virtual representation of a measured acoustic wave
to remove, in real-time, undesired interactions with active boundaries. Desired interactions
with virtual boundaries can be added, also in real-time. The ability to remove reflections
caused by rigid boundaries using analytical physics-based extrapolation equations is in-
vestigated. In addition, the applicability of immersive wave propagation to low frequency
vector-sensor calibration in enclosed spaces is investigated, where analytical physics-based
immersive wave propagation is used for the removal of undesired reflections caused by
the boundaries of the limited calibration environment. Derivations are given for one-, two-
and three-dimensional problems. A one-dimensional numerical simulation shows that an
analytical physics-based implementation exists that significantly reduces reflections during
continuous operation. Physical experiments on a one-dimensional system require accurate
filters to compensate transducer dynamics. A two-dimensional numerical simulation shows
that there are differences between the analytical extrapolated velocity and the actual ve-
locity. However, if velocity extrapolation is successful, relatively few monopole sources are
required to significantly reduce the reflected waves at low frequencies. A three-dimensional
simulation shows that for immersive boundary conditions in idealized circumstances the an-
alytical physics base extrapolation equations are able to successfully extrapolate the particle
velocity during continuous operation.
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Chapter 1

Introduction

An acoustic vector sensor is a device capable of measuring vector components of a sound
field, such as sound particle velocity or acoustic intensity [1]. Sound intensity measurements
allow for the measurement of sound generated by devices outside of carefully controlled test
environments, as indicated in ISO 3740 [2] guidelines. Current standards regarding the use
of intensity measurements, e.g. 1ISO 9614-1 [3], stipulate that the standard is only valid for
a limited frequency range above 50 Hertz. This leaves frequencies below 50 Hertz out of
scope for standardised measurements. The exclusion of frequencies outside this frequency
range is attributed to limitations of intensity measurement equipment [3], i.e. acoustic vector
sensors and their instrumentation.

For an acoustic vector-sensor to correctly measure aspects of a wave field, such as the
acoustic intensity, it is important that such a sensor is properly calibrated. Small discrepan-
cies can lead to significant errors, especially at low frequencies in vector sensors using a
microphone array [4]. Calibration at low frequencies in enclosed spaces is challenging due
to the presence of undesired sound reflection, or echo, that interferes with the calibration
process. A sufficiently large calibration environment where the reflection travel time exceeds
the duration of the calibration process may not be available. Alternatively one could perform
the calibration inside an anechoic chamber [5]. The lower cutoff frequency of an anechoic
chamber, the lower frequency limit above which the anechoic chamber shows anechoic be-
havior, may not be sufficient. Other passive methods, such as those published in [6], [7],
tend to only work in a limited frequency range. A solution to the low frequency broadband
reflection problem may be found in the application of active control systems.

Immersive wave propagation is an active control method that removes undesired reflections
caused by reflective boundaries in real time using immersive boundary conditions (IBCs)
and wavefield extrapolation functions. It also allows for the introduction of reflections caused
by virtual objects inside a virtual environment in real time. It is the ability of immersive wave
propagation to remove undesired reflections that is of interest in regards to creating an active
anechoic environment for vector sensor calibration.



1.1 Literature review

The calibration can be performed using a number of methods. A relatively straightforward
method is to perform a series of measurements with the vector sensor and compare the
results to those obtained with a separate calibrated vector sensor [1]. Any inaccuracies of
the already calibrated sensor will negatively affect the accuracy of the calibration of the other
sensor [8].

Calibration can also be performed using free field reciprocity, however this has a lower limit
of 800 Hertz [9]. Infrasound calibration can be performed in the 0.1 — 250 Hertz range using
specialised techniques and equipment [9], [10]. Pressure reciprocity calibration is a calibra-
tion method that is widely used in commercial devices [9], such as the type 4297 calibrator
by B&K and the GRAS 51AC calibration kit, that performs well at low frequencies, however
these devices are only compatible with specific types of vector sensors and not compatible
with vector sensors with multiple sensing directions.

A alternative approach that is compatible with a wider range of vector sensors is to per-
form the calibration in an anechoic chamber as demonstrated by Kotus et. al. [5], which is
described further in Chapter 2. This does require the anechoic chamber to be anechoic at
the frequencies of interest, which is can be problematic when passive methods are used.

The development of active control methods to make a physical chamber anechoic are a rel-
atively recent development in part due to the vast amount of computational power required,
as illustrated by Becker et. al. [11]. One such method is immersive wave propagation by
means of immersive boundary conditions. Immersive boundary conditions (IBCs) are exact
boundary conditions that allow one to immerse a bounded domain, either physical or nu-
merical, into a larger virtual domain. These boundary conditions were first proposed by van
Manen et al. [12] and are based on the exact boundary conditions for unbounded scattering
problems proposed by Ting and Miksis [13]. A physical implementation of these boundary
conditions as a means to extend a physical experimental environment beyond its physical
bounds was proposed by Vasmel et al. [14] as well as its name [15].

At the time of writing a number of articles have been published investigating and utilising
these boundary conditions in both numerical and physical environments. Topics treated in-
clude: active reflection cancellation and immersion in a virtual domain for one-dimensional
and two-dimensional physical waveguides [11], [16], broadband acoustic holography and
cloaking [17], [18], modelling of sub domains [19] and the effects of boundary transducer
directivity [20]. These publications show that the boundary conditions are versatile and can
be implemented in real time. One may note that all these papers implement the immersive
boundary conditions by using impulse responses obtained from either numerical simulations
or experiments for the entire duration of the experiment. There is no research regarding a
physics-based analytical implementation of immersive boundary conditions.
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1.2 Motivation

This research aims to apply immersive boundary conditions to remove reflections in a con-
fined calibration environment. The goal is to investigate whether the use of immersive wave
propagation can be extended to the practical case of vector sensor calibration. To further
current understanding of the physics and calculations involved in IBCs, as well as investi-
gate options regarding implementation methods, it is of interest to develop physics based
analytical extrapolation equations.

The application to low frequency vector calibration necessitates the evaluation of low fre-
quency performance of the implementation of immersive boundary conditions in the sub
kiloHertz frequency range. Currently physical experiments in air have been performed at the
one to five kiloHertz range [11].

1.3 Framework

The research is carried out at the University of Twente for the Applied Mechanics and Data
Analysis research group at the faculty of Engineering Technology as a Master thesis.

1.4 Research objectives

The objective of this research is to develop an physics-based implementation of immersive
boundary conditions and asses whether it can adequately reduce reflections for use in low
frequency vector sensor calibration applications. This thesis focuses on the development of
a physics-based implementation with the aim to expand the knowledge base at the University
of Twente and obtain a less computationally expensive implementation. In order to reduce
computational costs further in two-dimensional setups, the performance dependency on
transducer amount at low frequencies is investigated.

1.5 Report organization

The remainder of this report is organized as follows. Chapter 2 briefly treats vector sensors
and their calibration. In Chapter 3 the assumptions and fundamental wavefield equations
are presented, theory of immersive boundary conditions is presented and its general imple-
mentation is presented. The implementation and evaluation in one dimensional waveguides,
two dimensional waveguides and three dimensional space are explored in Chapters 4 to 6
respectively. Finally Chapter 7 presents the overall conclusion and recommendations.






Chapter 2

Vector sensor calibration

2.1 Vector sensor

Before discussing how an acoustic vector sensor may be calibrated it is important to first
establish what is meant by an acoustic vector sensor. An acoustic vector sensor in the most
general sense is a passive device that measures a vector component of a sound field such
as sound particle displacement, velocity or acceleration [1]. The term is also used to refer
to a device that specifically measures the sound intensity I through the measurement of the
acoustic pressure p and acoustic particle velocity v [1], [5]. Going forward the term acoustic
vector-sensor refers to an acoustic intensity measurement device.

The sound intensity is defined as the time average of the instantaneous acoustic intensity,
ie.

1 ta'ug

I(x,t) = f i(x,t)dt, (2.1)
tavg 0

where t,,, is the averaging time and i(x,t) is the instantaneous acoustic intensity. The

instantaneous acoustic intensity is defined as the acoustic energy flow, or power, through an

unit area and can be derived given the mechanical power P = f - v [21], [22], i.e.

i-0S=f-v,
i(x,t) =p(x,t)v(x,t) (2.2)

where 08 is the increment of an area, f is the force exerted on a fluid particle, p is the acous-
tic pressure and v is the acoustic particle velocity.

Acoustic vector sensors can be categorized by the method they use to obtain the acoustic
pressure p(x,t) and particle velocity v(x, t) required to evaluate the intensity. The first cate-
gory of acoustic vector sensor uses a p-v measurement principle, where two different types
of transducers are used to directly measure both p(x,t) and v(x, t) at the measurement lo-
cation. The measurement of p(x,t) can be done with a microphone. The measurement of
v(x,t) can be done using a variety of methods. In air a Microflown sensors [4], [23], ribbon
microphones or Doppler anemometry [1] can be used. In water one can utilize a neutrally

5



buoyant sphere containing a velocity sensitive sensor, apply laser interferometry combined
with an acoustically compliant reflective membrane or apply the methods used in air [1].

The subject of this report is the more standard and established second category, which
utilizes the p-p measurement principle. This measurement principle employs two pressure
microphones, located at x; and x, respectively, to evaluate the intensity in the i direction
at location x, as shown in fig. 2.1. The pressure at position x can be estimated by linear
interpolation of the recorded pressures [22], i.e.

p(x1,t) + p(x2,t)
2 b

p(x,t) ~ (2.3)
or it can be obtained directly by introducing a third microphone at x. In order to obtain the
velocity at x, the equation of motion for an acoustic fluid particle is required. The derivation
of this equation is presented in Chapter 3 and results in

po(x) av(a?t) + Vp(x,t) = 0.

By rearranging the equation of motion and applying a finite difference approximation of the
spatial derivative in the i-direction one may obtain the velocity at x in the i-direction [4], [24],
[25] using
1 t
0i(X", 1) ~ ~od [p(x5%, 1) — p(x1°°, t)] dt. (2.4)
0
Here the separation distance d, the distance between x7° and x5°° in the i-direction, should
be small compared to the signal wavelength for these equations to hold. This places an
upper limit on the frequency at which the intensity can be accurately evaluated. The upper
frequency limit used by Kotus et al. [5] for their vector sensor can be approximated by

1
_ 1¢
Smaz = d’ (25)

Fahy [22] notes that for intensity measurements of plane waves one must ensure that
f d < 30 in order to obtain a relative error of less than 5%.

Using the p-p measurement method does require careful calibration as a phase difference
between the two microphones results in a bias error in the intensity I [4]:

2
Perror Prms
2.6
kd It’rue ) ’ ( )

Iestimate = Itrue(l -

where I, is the actual intensity, ¢¢,-o- is the phase error and p,.,,s is the root mean square
pressure. Equation (2.6) shows that the error is inversely proportional to the wave number,
and therefore inversely proportional to the frequency. This illustrates the importance of low
frequency calibration when evaluating the sound intensity I at low frequencies.
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p(Xl,t) VT<X?t) p(XQ,t)
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Figure 2.1: Schematic of an acoustic vector sensor using the p-p measurement principle to
measure the acoustic intensity i(x1,¢) in the 7 direction.

2.2 Calibration

As mentiond in Chapter 1, calibration can be performed using variaty of methods. Here the
method used by Kotus et. al. [5], i.e. calibration in an anechoic chamber, is presented as it
may benefit from the applition of active reflection removal. The method used by Kotus et. al.
is described here for completeness.

First the pressure microphones should be checked for proper operation by means of stan-
dard single microphone calibration procedures. Once this has been done, a two step calibra-
tion procedure can be performed. The first calibration step of the vector sensor is performed
using the configuration shown in fig. 2.2. The microphones are placed perpendicular to the
propagation direction of the plane wave generated at the source. The goal of this step is
to obtain discrete time calibration filters ¢, (n) and ¢,,(n) that ensure the amplitude of both
recorded signals is identical, i.e.

hxl (n)ql'l (n) = th2 (n)qxz (n)> (27)

where h(n) is the impulse response of a microphone. The impulse responses can be ob-
tained by generating a linear swept sine signal and applying the cross-correlation tech-
nique [26]. The impulse responses can be converted to their spectral forms H,, (f) and
H,,(f) and the difference E,(f) can be calculated using

Ey(f) = 10910 Ha, (f)| = 10910 Haz, ()] (2.8)

In the absence of a reference microphone, the error has to be distributed over both micro-
phones [5]. The correction functions in the frequency domain can then be calculated using

Qu, (f) = 10E=(H)/2 Quy(f) = 10E=()/2 (2.9)

The final correction functions ¢,, (n) and ¢,,(n) are obtained by transforming these spectral
filters to the time domain.



p(x2,1)

wave propagation direction

p(x1,1)

Figure 2.2: Schematic of the first step for calibrating an acoustic vector sensor using the p-p
measurement principle.

In the second calibration step calibration filters are obtained that aim to remove any phase
difference between the estimated velocity and estimated pressure such that the following

condition holds: X
p(t) 5 @ar(t) +pa2(t)
w0t~ parl) —pe() O (2.10)

where C'is a constant. For calibration purposes C can be setto C = 0.5.

In order to perform this calibrations step, the vector sensor must be oriented in the direc-
tion in which it would be used to obtain the sound intensity as shown in fig. 2.3. In order to
obtain the phase calibration filter ..., the impulse responses h,(t) and h,.(t) are obtained
from the earlier obtained amplitude corrected impulse responses

hy(t) =0.5 (haa(t) + hai (%)), (2.11)
huaz(t) = (th(t) - ha:l(t)) . (2.12)

Signals h,(t) and h,,(t) are aligned such that for both impulse responses h(0) = max(h(n)).
The phase correction is applied to h,.(t) such that

arg (Huz (f)Quz(f)) = arg (Hy(f)) , (2.13)

where [Qua(f)| = 1, arg (Qua(f)) = arg (Hp(f) — Huz(f)) and arg (H(f)) is the unwrapped
phase of H(f). The phase correction function ¢, (n) is obtained by transforming Q....(f) to

the time domain.

wave propagation direction

p(xi1,1) p(x2,)

Figure 2.3: Schematic of the second step for calibrating an acoustic vector sensor using the
p-p measurement principle.



With the calibration filters applied, the instantaneous intensity can be obtained by imple-
menting the schematic shown in fig. 2.4. The calibration process can be repeated for two
additional orthogonal microphone pairs in order to calibrate a three dimensional acoustic
vector sensor. When these sensors are placed on the center of the faces of a cube, one
may obtain the pressure p(x, t) at the center of the cube by averaging all six microphones [5],
which is equivalent to averaging the pressure at p(x,t) obtained from each pair of pressure
microphones.

@@j

+

Figure 2.4: Schematic of the acoustic intensity calculation with filters applied.

E

Dz2 4x2

This calibration procedure assumes the following. Firstly it assumes that the relation % =
constant actually yields a constant. When the sound source generates a spherical wave,
such as when an omnidirectionally radiating sound source is used inside an anechoic cham-
ber, the impedance experienced by the generated wave follows the frequency domain rela-

tion
s

Zo(s) = poco (2.14)

rs+ Co
The derivation of this equation is presented in appendix A.3, and shows that this impedance
does not equal a constant value for spherical waves. One may consider performing the cal-
ibration in a one dimensional waveguide. This would ensure the presence of plane waves,
which do follow the % = constant relation.

The second assumption is that no reflections are recorded. This is done by performing
the measurements inside an anechoic chamber [5], however this assumption may be erro-
neous for frequencies below the lower cutoff frequency of the anechoic chamber. A one
dimensional waveguide of finite length generates reflections due to the termination of the
tube, either a rigid boundary in case of a closed waveguide or a pressure release bound-
ary at low frequencies in case of an open tube [21]. In case of a closed tube this may
be mitigated by applying passive acoustic dampening similar to an anechoic chamber. Al-
ternatively these reflections may be cancelled by means of active control using immersive
boundary conditions.
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Chapter 3

Immersive Boundary Conditions

As stated in Chapter 1 the immersive boundary conditions (IBCs) are exact boundary con-
ditions that can be applied to a finite truncated domain in order to immerse said domain into
a different virtual domain. In this chapter first the general assumptions are stated and the
linearized wavefield equations are derived. Next the immersive boundary conditions are de-
rived in a general sense. Finally the required wavefield extrapolation is treated together with
a discretized implementation. Specifics regarding the one dimensional, two dimensional and
three dimensional implementation are treated in Chapters 4 to 6 respectively.

3.1 Wavefield equations

Before starting with the derivation of the wavefield equations and boundary conditions the
following assumptions are made:

1. The control volume that is used for the equations is fixed in space, i.e. an Eulerian
coordinate system is used.

2. The fluid is assumed to be inviscid, or nonviscous.
3. Body forces such as gravity are neglected.
4. The flow of fluid is assumed to be lossless.

With these assumptions in place, the starting point for this derivation are the continuity equa-
tion, based on the conservation of mass on a finite volume element, and the momentum
equation, based on conservation of momentum on a finite volume element. This deriva-
tion follows the approach of [21] and is included for completeness. For an inhomogeneous
acoustic medium the continuity equation and momentum equation are respectively [21]:

ng;’t) + p(x,t)V - v(x,t) =0, (8.1)
o, ) 2XD L G pix ) o, (3.2)

Dt
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Here the D /Dt operator is the material derivative, which corresponds to:

Dq — dq
In addition to these equations, an equation of state relating thermodynamic properties is
also required. As the losses are assumed to be negligible the isentropic equation of state

for an arbitrary fluid can be used [21], which for inhomogenious fluids can be written as

p(x,t) = co®(x)0p(x,t) |1+ B dp(x,1) + o (6P(X’t)>2 +. ] . (3.4)

214 po(x)  3A\ po(x)

Here A, B and C are coefficients that can be determined from experiments. For most
acoustic signals the pressure variations are small compared to the static pressure of the
medium. As this is also the case here egs. (3.1), (3.2) and (3.4), can be simplified using the
small signal approximation [21], i.e.:

60l < lpol ol < lpoco®]  |v| « eol. (3.5)

Applying the small signal approximation of eq. (3.5) to egs. (3.1) and (3.2) reduces the
material derivative to a partial derivative with respect to time, i.e.:

%p(gf,t) + po(x)V - v(x,t) =0, (3.6)
200 0 4 gy, 1) =0 (3.7)

where eq. (3.7) is the local equation of motion. Applying eq. (3.5) to eq. (3.4) yields
p = co2dp. (3.8)

Replacing the excess density dp in eq. (3.6) using eq. (3.8) and rearranging terms yields the
deformation equation
;@+V~v(xt)—0 (8.9)
po(x)co?(x) Ot ’ ’ '

where m can be replaced by the compressibility of the fluid

1

= (060’ =10

Ko (x)

The standard second order linearized acoustic equation is obtained by applying the partial
derivative with respect to time to eq. (3.9) and substituting in eq. (3.7):
*p(x, 1)
ot?
Adding sources to egs. (3.7) and (3.9) results in the acoustic wave equations that form the
starting point in the works of Vasmel [15] and Broggini et al. [19]:

— 0’ (x)V?p(x,t) = 0. (3.11)

Ko(x) (?p(;, ) + V- v(x,t) =q(x,1), (3.12)
po(x) avgz, D 4+ Upx,t) ~£(x,1). (3.13)
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Alternatively one can obtain egs. (3.12) and (3.13) by starting with the equation of motion and
the deformation equation, including source terms, and applying the constitutive relations and
using a low-velocity approximation of the result, as outlined by Fokkema and van den Berg
[27]. The low-velocity approximation used is analogous to the small-signal approximation
used here and both methods yield equations that allow for inhomogeneous fluids.

3.2 Boundary conditions

Now that the equations governing the pressure and particle velocity wavefields have been
established the actual boundary conditions can be derived. This largely follows the approach
of Vasmel [15] and Broggini et al. [19] and is included for completeness and clarity. Suppose
there is a configuration as shown in figure 3.1, where V., is the domain enclosed by S¢™!
and Vegiernal 18 the complement of Veq.

%

external

Semt

Figure 3.1: Domains for derivation of immersive boundary conditions.

The wavefield inside a domain V' can be described using Rayleigh’s reciprocity theorem of
the convolution type [28]. When this version of Rayleigh’s reciprocity theorem is applied to

13



the domain V,.,; shown in fig. 3.1, it relates two acoustic states as follows [15], [27]:

§ {pa(x,t) * v; B(x,t) — v; a(x,1) * pp(x,t)} n;dS =
Semt

0

% f {[ra(x) = kp(x)][pa(x, 1) * pB(x,1)] = [pa(x) — pB(X)][vi,A(x,t) * vi B(x, )]} dV
Viocal

+ J {pa(x,t) * qp(x,t) —v; a(x,t) * fi B(X, 1) — qa(x,t) * pp(x,t) + fia *v; p(x,1)} dV.
‘/local

(3.14)

Here the « denotes temporal convolution and the subscripts A and B denote which acoustic
state the wavefield and medium parameters belong to.

At this point one can define three states: A, A and B. State A is an acoustic state where
a source distribution described by {q, 0}(x,t) generates a wavefield described by {p, v;}(x).
The medium parameters are described by {p, x}(x,t). No boundary conditions are applied
meaning that the waves freely radiate through the boundary S¢™ and no reflections occur
due to S“™. This would be the desired state.

State A is the same as state A however, and without loss of generality, Neumann boundary
conditions are assumed on the boundary S¢™, i.e. the velocity normal to S is zero or
vi|gemtn; = 0. This corresponds to the situation where there is a rigid reflecting boundary at
Semt such as a perfectly rigid wall, floor or ceiling.

Finally state B is an auxiliary state. This auxiliary state can be chosen such that when it
is applied to eq. (3.14) together with either state A or state A, one obtains a relation for the
pressure p(x,t) or p(x,t) respectively. This is the case if the source distribution is chosen
to be a point source of volume injection rate described by ¢”()d(x — xf), where § is the
spatial Dirac distribution. The wavefield is described by the pressure and velocity radiating
from that point source, i.e. {p?, v{}(x,x%,¢) and the medium parameters are the same as
those of states A and A.

When state B is converted to the frequency domain one can apply the following linear rela-
tion to relate p? and v/ to ¢®(s):

pU(x, x5, ) =GP(x,x7, )¢5 (s), (3.15)
R R

vI(x, xR 5) =GV ,8)q5(s). (3.16)

)

=)

GP1 and G‘;”q are the frequency domain pressure and velocity response respectively due
to an impulse point source of volume injection rate at the source location x*. By replacing
the wavefield with egs. (3.15) and (3.16) one can omit ¢(s) from the source description
as this is already included in the Green’s states. The wavefield of state B becomes by
{Gra, G‘;”q}(x, xR, 5) and the source distribution becomes §(x —x*). The boundary condition
of state A is also applied, although for state B this would be expressed as Gf’q\gemmi = 0.
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Converting everything back to the time domain yields the state time domain state B shown
in table 3.1, shown together with states A and A.

State A A B
Wavefield P, vt (x,t)  {p,vi}(x,t) {GP9, G} (x,xE, 1)
Medium parameters | {p, k}(x) {p, k}(x) {p, K}(x)
Source functions | {q,0}(x,t)  {q,0}(x,?) {6(x — x),0}
BC’s on semt none ;| gemtn; = 0 G gemtn; =0

Table 3.1: Parameters of states 4, A and B. State A corresponds to a wavefield propagat-
ing unhindered through S¢™ and states A and B correspond to states in which
the wavefield only propagates in the truncated domain with Neumann boundary
conditions on S¢™,

Now that the three states have been introduced, eq. (3.14) can be used. Substituting the
parameters of states A and B into eq. (3.14) yields

§ {p(x, 1) * GY(x, xT ) — 5(x, 1) * GPY(x, xT, t)} nidS

Semt

- ;J {0}dV + J {P(x, 1)+ 5(x — xB) — 0+ q(x,t) * GP9(x,x", 1) — 0} dV. (3.17)
v 1%
Splitting the integrals and applying the BC’s of state B reduces eq. (3.17) to

- jg {@'(x,t) * Gp’q(x,xR,t)} n;dS

Se'm.t
= f {p(x, 1) * 6(x —x™)} aV + f {a(x,t) = GP9(x,x", 1)} aV. (3.18)
1% 1%

By rearranging terms, resolving the first volume integral and applying source-receiver reci-
procity, i.e.
GPY(x,xE 1) = GPI(xTt x, 1), (3.19)

one can rewrite eq. (3.18) to obtain the following equation for the desired pressure field:
p(x 1) :J GPI(xR, x,t) * q(x,t)dV — fﬁ GPI(xR, x,t) * Ti(x,t)n;dS forxRe V.
v

Semt

(3.20)

This process can be repeated by substituting state A instead of state A into eq. (3.14). Doing
so yields the following equation:

p(xE,1) :J GPY(xP, x,t) * q(x,t)dV forxPe V. (3.21)
14

Substituting eq. (3.21) into eq. (3.20) gives an expression for the desired wavefield pressure
in terms of the actual wavefield pressure and an additional term:

p(xf 1) =p(xF,t) — fﬁ GPI(xT x,t) « T;(x, t)ndS forxPe V. (3.22)

Semt
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This additional term would be the pressure field that needs to be introduced to obtain the
desired pressure field and should be the pressure field generated by the immersive boundary
conditions, i.e.:

pPOE ) = - 3@ GPI(xT x, t) « T;(x, t)n;dS  forxBe V. (3.23)
Semt

Note that this pressure field is the pressure impulse response inside domain V' due to im-
pulse points sources of volume injection rate on the boundary S¢™ that are scaled with the
desired velocity v;(x, t) at Se™t.

3.3 Wavefield extrapolation

In order to implement these boundary conditions one must obtain the desired velocity 7; on
Semt - This can be done by recording the incoming wavefield at the recording surface S,
shown in fig. 3.2, and extrapolating it to S¢™.

virtual

. Semt

g

Figure 3.2: Domains for the velocity extrapolation.

This extrapolation can be done using eq. (3.24) [15],

T

e = [

{G?q (X%, T — )T (%, 1)
0 Srec
+ G;’g; (x™ x, 7 —t)p(x, t)}nmdet, (3.24)
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where n,, is the outward normal of S™*¢ and x®™ is a point on S¢". The extrapolation
Green’s functions required here need to be of the virtual domain and can include the effects
of scatterers present in V,;1ua [15] [19]. In other words these Green’s functions allow one
to immerse domain Vj,.; in domain V4441, Where domain V... €an contain any number
of scattering objects. This is what makes these boundary conditions immersive.

One may note that V,;,1ua Overlaps Vi,..; between S7¢¢ and S“". This means that any
scatterers inside the physical domain Vi, in this region must also be included in the ex-
trapolation Green’s functions, i.e. in the virtual domain V,;,yai-

For the actual implementation in discrete time simulations and digitally controlled hardware
eq. (3.24) can be discretized in time according to [11] as

Np—1

(xR = ) 35 {Gv»Q(xemt,x,z—k)%m(x, k)
l=k Srec
+ GO (x %, 1 — k)p(x, k)}nmds. (3.25)

Here the ~ denotes discrete parameters and 7 and ¢ have been replaced by [ and k respec-
tively. The parameter N corresponds to the total number of time steps of a simulation or
experiment of finite duration. By selecting the upper limit of the sum in this manner one
ensures that any wave, reflection and attenuation behavior included in the extrapolation
Green’s functions that should arrive at S¢™ during this time period do so. This does limit the
use of this implementation to cases where it only needs to operate for a limited duration and
requires extrapolation for the entire duration.

Alternatively one can modify eq. (3.25) to reduce the number of computations and allow
for continuous operation by adjusting the upper limit of the summation, i.e.

Ni+k

vi(x™ 1 k) = Z § {G“’q(xemt,x,l — k) U (x, k)
l:k Sr'ec
GO (%, L — k)P(x, k;)}nmds. (3.26)

Here NV, is a fixed number of discrete time steps that are used for extrapolation. For any fi-
nite value of N; one limits the wave, reflection and attenuation behaviour to that with a travel
time less than NV, - dt. In order to include the relevant behavior of waves and reflections,
one should ensure that the number of time steps exceeds the travel time of the behavior of
these waves and reflections. This does mean that in specific cases, such as those described
in Chapters 4 and 6, one can significantly limit the number of extrapolation steps required,
reducing computation time.
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Both egs. (3.25) and (3.26) can be written recursively [11] using

A~

Ui (x4 1, k) =0 (x¥™, 1Lk — 1)

+ fﬁ [G16¢™ .1~ )b, R)
S'rec
+ G%(Xemg x, 1 — k)p(x, k:)}nmdS (3.27)

with different value ranges for [ for easier implementation. Equation (3.27) extrapolates the
values recorded on S"° at time step k to obtain the values for 7;(x°™, 1 > k, k). When using
this scheme one would apply the value of 7;(x“™,1 = k, k) to the boundary and the values
7;(x™, 1 > k, k) are stored for subsequent time steps.

The numerical implementation of eq. (3.27) can be schematically represented in the fol-
lowing figures. Figure 3.3 shows the numerical implementation of the surface integral cal-
culation for N, time steps. These Green'’s states are scaled with the surface area segment
AS, which is obtained by dividing the total recording surface area by the number of record-
ing points. While not neccesary for the finite duration implementation, it is advantageous to
extrapolate a constant number of time steps, as this will ensure a constant calculation time.
Figure 3.4 shows the iterative component of eq. (3.27) when the finite duration implementa-
tion is applied. The integral is reshaped such that each output is assigned to a row and any
extrapolated time steps that would exceed N, are discarded. The first column highlighted in
green is the value that will be applied to the sources on S, although one can also select
the values in one of the columns in the blue highlighted area. Doing so advances the output
in time, which can be used to compensate various delays that are introduced by calculations,
discrete filters and other phenomena.

v, o, f T (%,k)
AS GP AS G o (ch §aree
1,1 1,Naz 1,1 1,2Na; 1 1
N, 1 N¢, Nar N, 1 Nt,2Nar Nar N
Ne+ 1,1 Nt +1,Nag Ne+1,1 Ni¢+1,2N 41 Nar+1 _ Ny +1
NaoNt, 1 ... NaoNi,Nag NaoNe, 1 ... NaoN¢,2Nag 2Nar 2Nar

Figure 3.3: Schematic of integral calculation of Equation (3.27). Here N4; is the number
of points on 5S¢ where the position and velocity are recorded. N,o is the
number of IBC sources on S°™ and N; is the number of timesteps used for the
extrapolation.
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§oree Tm (%, k — 151) T (X, k3 1)
1,1 ... 1,Ni—k+1 Li=k ... 1,1l=N Li=k ... 1Il=N

Nao,1 ... Nao,N:—k+1 Nao,l=k ... Nao,l=N; Nao,l=k ... Nao,l= N

Figure 3.4: Schematic of iterative component of Equation (3.27) applying the finite duration
implementation. The integral is reshaped such all the timesteps corresponding
to a single output are assigned to a row and any time steps that exceed N are

discarded.
Ssrec U (%, k — 131) o (%, K3 1)
1,1 1, N; 1,l=k 1,1 = Ny 0 1,l=k 1,0l = Ny
: . : + : . : e : . :
Nao,1 ... Nao,N: Nao,l=k ... Nao,l=N. |0 Nao,l=k ... Nao,l= N

Figure 3.5: Schematic of iterative component of Equation (3.27) applying the continuous
operation implementation.

Finally fig. 3.5 shows the same step as fig. 3.4 for the continuous operation implementation.
This implementation for continuous operation is only valid when the matrix of Green’s states
can be written such that for every receiver-emitter combination the impulse response repre-
sentation inside the Green’s state matrix includes all nonzero terms.

The functioning of and difference between the implementation of eq. (3.25) and eq. (3.26)
can best be illustrated with an example. Suppose the extrapolation integral, the surface in-
tegral of eq. (3.27), for a number of time steps & is given in table 3.2 where the simulation
has a duration of £k = 5 time steps. The values at [ = k + 1 correspond to a direct travelling
wave and the values at [ = k + 3 correspond to some reflection of that same wave.

§grec | 1=K | I=k+1 | I=k+2 | I=k+3 | I=k+4
k=1| 0 0 0 0 0
k=2| 0 0 1.5 0
k=3| 0 2 0 1 0
k=4 0 1 0 0.5 0
k=50 0 0 0 0

Table 3.2: Interpolation integral example for an number of time steps.

The extrapolated velocity that would be obtained by applying eq. (3.25) using eq. (3.27) is
shown in table 3.3. If however eq. (3.26) is used and N; = 2 is chosen, one would obtain
the extrapolated velocity that is shown in table 3.4. In both cases the value v;(x“™,1 = k, k)
in table 3.3 and table 3.4 respectively is applied to the boundary at each time step and the
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values for v;(x°™, 1 > k, k) are stored for later use. Advancing k shifts the stored values and
adds the new values of the integral in table 3.2 for the appropriate values of [.

Ui (xM k) | 1=k | I=k+1 | I=k+2 | 1=k+3 | I=k+4
k=1 0 0 0 0 0
k=2 0 3 0 1.5
k=3 3 2 1.5
k=4 2 1.5+1
k=5 1.5+1

Table 3.3: Extrapolated velocity at x“™ in the i direction for a limited number of time steps
using eq. (3.25).

T (xS 1 k) | 1=K | I=k+1 | I=k+2 | I=k+3 | I=k+4
k=1 0 0 0
k=2 0 3 0
k=3 3 2 0
k=4 2 1 0
k=5 1 0 0

Table 3.4: Extrapolated velocity at x™ in the i direction for a number of time steps using
eq. (3.26).

Table 3.3 illustrates the finite nature of eq. (3.25) and its implementation as it is not possible
to continue extrapolation after k = N, — 1 has been reached. Table 3.4 on the other hand
shows how eq. (3.26) can operate for an arbitrary duration, however it also illustrates the
importance of choosing a sufficiently large value Ny, as the reflections that are present in
the extrapolation integral are excluded and only the direct traveling wave is extrapolated.

As stated earlier, one can choose to apply 7;(x™, [, k) for any single value of I > k that is
included in the extrapolation integral. This can be used to compensate for delays introduced
by hardware sampling, calculation times and discrete filters. This is subject to limitations
as choosing too high a value for [ can result in omitting nonzero parts of the extrapolation
integral. If one were to apply the values at [ = k£ + 2 in the example, one would compensate
for 2 samples of delay but also omit the direct travelling wave from the extrapolated velocity.
This also puts a limit on the minimum distance between S"¢¢ and S¢™. This distance should
be such that any delay compensation as described above does not omit any nonzero values
of the extrapolation integral.

Now that the extrapolation scheme is in place, one only needs to obtain the pressure and ve-
locity of the outward going wave at S™*“. If the acoustic pressure and velocity are measured
directly at the same location one can obtain an estimate of the outward going pressure wave
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by using
pH(xt)~ 05 [p(xR,t) + pcvi(xR,t)] (3.28)

and an estimate of the inward travelling wave by using
p (x 1)~ 05 [p(xR,t) - pcvz-(xR,t)] . (3.29)

If two pressure sensors are used one must also apply eq. (2.4), which can be discretized in
time to get

E

(T@Ck,

[p(x2,J) = p(x1, 4)] - (3.30)

At this point all the required parameters can be obtained and one can switch to implemen-
tation and evaluation evaluation in one dimensional, two dimensional and three dimensional
space.

21



22



Chapter 4

One-dimensional immersive
boundary condition application

4.1 Analytical evaluation

Following the assumptions made in Chapter 3, suppose a pressure signal is generated at
the source speaker position x*"¢ described by input, (x*,t) which results in a plane wave
propagating in the directionn = [1 0 0]. It is assumed that the acoustic pressure and ve-
locity of a generated plane wave are perfectly recorded at point x"¢¢ on the recording surface
Sree with outward normal n. The boundary source is located at point x*™ on emitting sur-
face S“™ with outward normal n. In this case the following assumptions are made regarding
the positions of x*"¢, x"¢¢ and x“"™:

Iim <x71"ec<l,imt

x;rc :Jjgec _ x;mt =0
SL’§TC :xgec _ l,gmt =0

Starting with the wavefield extrapolation, one may note that eq. (3.24) can be simplified by
omitting the integral over the recording surface in the one dimensional case. Secondly due
to the direction of the plane wave propagation and the position of x*7¢, x"¢¢ and x“™, one
can set the indices i« and m to 1. The outward normal n,, can also be omitted as n; = 1.
Finally one can replace the position vectors x*"¢, x"¢¢ and x“™ by their components in the 1
direction. Applying these simplifications to eq. (3.24) yields:

wlasmn) = |

0

t
{Glf’q(ﬁmt, 21t — 7)oy (1%, 7) + G;’:{(ﬁmt, x|t — 7)p(af®, T)}dt.

(4.1)

The one dimensional Green’s states that are used here are the free-field Green’s states, as
the medium is assumed to be homogeneous and infinite in the virtual domain. These are
derived from the one dimensional free-field Green’s function [29],

2 c ]

G(z,s) = —iexp(—s—), (4.2)



by substituting eq. (4.2) into the following equations [27],

G’Z’q(xR,x, s) =— GEG(XR —X,5), (4.3)
GY

1 .
o (xP xg=;£pﬁ$G@R—xg+5@R—m@4, (4.4)

while applying the same simplifications. The full derivation is presented in Appendix B.1 and
the resulting equations are

A 1zl —a |zf — 2]
GVl t) ==L =5 (¢t — L ——1) 4.5
1 (ﬂfl,ﬂjl’ ) 2‘.%{%—.’171‘ CO ( )
11 |l — 24|
Gvyf R’ , — 5} S et St 1 o 4.6
1,1(951 T1,8) = 2 poco o (4.6)

Applying egs. (4.5) and (4.6) to eq. (4.1) yields
emt 1 xemt x’i‘ec _ |xemt {ec| rec
'U ( t) f { 2 |Iemt ',1130‘ 5 (t T) CO Ul(xl Y )

1 1 ‘:L.emt 11”66‘ B
- —_ dr. 4.7
# gt (0= ) = =T g ar .7

By noting that 2™ > z7°¢ and resolving the convolution integral one obtains

1 |xemt rec‘ 1 1 ’xemt rrec ’
T xemt’ t) = —75q [ 27ee 1 + = B x7ec ¢ — Ty 4.8
1( 1 ) 2 1 < 1 > o 2 pOCOP 1 co ) ( )

which is analogous to eq. (3.28) shifted in time. Conversely 2™ < 2’ yields

1 ’xemt rec’ 1 1 ‘xemt rec‘
— emt — rec ! = rec !
t) = —= S S R -l T L) (4.9
Ul(xl ) ) 2'01 (1’1 ) co 2p060p I co ( )

which is analogous to eq. (3.29) shifted in time.

Moving on to pressure field, i.e. eq. (3.22), the ideal desired pressure and velocity field
of an outward propagating wave caused by an arbitrary pressure source can be obtained
from the linearized wave equation in velocity potential. The full derivation is presented in
Appendix A.1 and the resulting one dimensional equations with z;"¢ and z; substituted in
are respectively

src

D(x1,t) =inputy(t — o ) x> )", (4.10)
1 _ .sTC
v(x1,t) =%inputp(t — %) x> 7. (4.11)

The analytical wavefield with rigid boundary reflection at z¢™* can be calculated by mirroring
the source across the rigid boundary, i.e.

] T — ST ) — gsTe xemt ST
p(x1,t) =input, (t — 11) + input, (t L0 L _ott L 8 > gy > 5T
Co €0 €o

(4.12)
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The pressure field resulting from the point source at 2™ on S is obtained from eq. (3.23).
Again the same simplifications that were applied to eq. (3.24) can be applied here. Doing so
yields

t

pBC (xy,t) = —j GPA(zy, x5t — T)o(z§™, T)dr  for 2§™ > 21 > §"C. (4.13)
0

It is important to note that here G?¢ is not the free-field Green’s function

1 R_
G?fee—field(vaxvt) = 5005 <t _k x|> - (4.14)

o

as the reflection caused by the rigid surface must be included as well. This can be done
as follows. Suppose the emitting source is spaced a distance dx from the rigid boundary
at z¢™. Doing so allows one to write GPY as the combination of the free-field impulse
responses of the emitting source and an additional source mirrored about =™ equal to the
emitting source, i.e.

1 _ emt __ d
0

1 _ emt
+p005<t— el G ”W). (4.15)
2 Co

As dx approaches zero, this simplifies to

_ n.emt
GP Yz, 25™ 1) = pco d <t - M) : (4.16)
0

Applying eq. (4.16) to eq. (4.13) and resolving the time convolution yields

T _xemt
pBC (xy,t) = —peo T <x§mt,t — |11|> for z{™ > 1 > 7. (4.17)

€0

Substituting eq. (4.8) into eq. (4.17) and rearranging terms yields

_ pSrc emt _ ,.src

p'BC (x1,t) = —input, <t T S S Y it > for z{™ > 21 > 2§, (4.18)
Co Co

which perfectly cancels out the reflection caused by the rigid boundary in eq. (4.12). This

also means that the pressure signal recorded at x“ only contains the forward propagating

pressure wave.

When implementing this algorithm, errors may be introduced at various points depending

on the specific hardware implementation. The physical one dimensional waveguide is dis-
cussed in the next section.
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4.2 Physical one-dimensional waveguide setup

A schematic of the physical waveguide setup is shown in fig. 4.1. The physical setup con-
sists of a cylindrical waveguide constructed out of Spirobuis air duct sections connected
with couplers and closed with end caps. Both end caps have a plastic speaker enclosure
attached to it in which a TB-Speaker W2-2040S 2” subwoofer is mounted, shown in fig. 4.3.
Metal plates of 1 mm thickness are attached to the speakers in order ensure that the speaker
cone is flush with a rigid reflective boundary, as shown in fig. 4.4. Any gaps between the
metal plate and the inside wall of the duct are filled using hot glue.

Source speaker

DTct

80

40

yector

IBC speaker

DTct Conritor

....................... Q125 ol o125 )28
Mics
39
24 40
10
830
650 7 1106 3

Figure 4.1: Schematic of the waveguide setup.

Figure 4.2: Cylindrical waveguide hardware setup used for experimental evaluation. The
setup is inside the anechoic chamber in room NH127 in the Horst building of the
University of Twente.
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Figure 4.3: End cap with the source speaker mounted in a plastic speaker enclosure. The
speaker is a TB-Speaker W2-2040S 2” sub-woofer.

Figure 4.4: End cap containing the IBC source shown in fig. 4.3 with the metal plate and
connector piece attached.
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The microphones are powered by two 1.5 Volt batteries and are connected to a microphone
amplifier. The speakers are powered by XA 12.2 amplifier with an amplification factor of
100 powered by a solid state regulated DC power supply. Both the speaker amplifier and
the microphone amplifier are connected to a DSpace MicroLabBox which is connected to
a Dell PC. The DSpace MicroLabBox is controlled using dSPACE Controldesk 6.0, the im-
plementation of the control scheme is done in Simulink and further processing is done in
Matlab.

4.3 Numerical implementation

In order to evaluate the performance of the immersive boundary conditions a simplified nu-
merical model of the setup shown in fig. 4.1 is created using a finite difference time domain
(FDTD) model.

Here the FDTD method is used to discretize egs. (3.7) and (3.9) using two separate grids
staggered in space and time. This is an adaptation of the numerical Yee grid used for elec-
trodynamics [30]-[32]. The two grids are shown in fig. 4.5, where k is the spatial index and
n is the temporal index. The velocity nodes are defined at integer spatial grid points and
the pressure nodes are offset by —%Am, where Az is the spatial grid spacing. The pressure
nodes are defined at integer time steps and the velocity nodes are offset by +%At, where
At is the temporal grid spacing, making the grids staggered in both space and time.

n n n n n
V9 Vp_1 Uk, Vk11 Vg2
n 7, n n
Di1 Dy, Pi1 DPiy2

Figure 4.5: Schematic of the staggered grid used in the FDTD simulation.

By staggering the grids in this way one can define boundary conditions in the velocity grid
at the exact integer spatial nodes while obtaining the pressure values at integer time steps.
Using these grids to discretize eqgs. (3.7) and (3.9) results in the following update equations:

n+l _ n At

Uk Vg — pOAfE (pz+1 _pZ) ’
At
1
PZ+ =pi — T)Ax (UI? - U/:L—l) .

The difference in magnitude between the pressure and velocity may lead to numerical inac-
curacies. In order to mitigate this the velocity is regularized by multiplying with the charac-
teristic impedance Z,. Doing so results in the regularized update equations:

~n ~n coAt n n

”kﬂ U T AL (Prs1 — Pk) 5

pn-‘rl _.n COAt
[ =

~1

ET A (’DZ —Uk_1)7
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where 0} = Zyv}!. The actual velocity at integer time steps can be obtained by linear interpo-
lation of the regularized velocity divided by Z,,. A simplified numerical model of the hardware
setup is created for the evaluation of the performance of the IBCs. The spatial grid spacing
of the FDTD grid is set to be 1 [mm]. For stability reasons the temporal grid spacing must
be chosen such that the Courant stability factor C' = ¢y &L < 1. Here C' = 1 is chosen which
means that any pulses propagate to the next spatial node in two time steps. The speakers
are modeled as soft pressure sources in the FDTD pressure grid, adding their pressure out-
put to the already existing pressure at that node. The microphones are assumed to perfectly
record the pressure at their locations. The reflections caused by the coupler joining the two
long tube sections is omitted as the IBC system will only record and extrapolate the wave-
field after the coupler. The change in crossection at the IBC speaker results in a reflection
coefficient that can be calculated using
S1— 52
B St + SQ’
where S is the crossectional area inside of the tube and S, is the crossectional area inside
of the coupler [21]. Calculating the crossectional areas and filling in eq. (4.19) yields a re-
flection coefficient of R = 0.0576. This would result in an reflected wave with an amplitude
of six percent of that of the incident wave that would not be removed when the boundary
conditions function perfectly. One may be able to remove this reflection using the immersive
boundary conditions as the extrapolation integral can have additional extrapolation terms
included to generate a sound field that could remove that reflection. In this numerical model
the reflection is omitted entirely in order to better observe the cancellation of the reflection
at the emitting boundary.

(4.19)

In order to evaluate the performance of the immersive boundary conditions, first a numerical
simulation is performed with perfectly absorbing boundary conditions (PABCs) applied to the
IBC boundary. The PABCs are implemented by setting the pressure value at the boundary
to the pressure value recorded at its neighbouring node two time steps ago, using the fact
that an impulse takes two time steps to travel to the next node due to the chosen temporal
grid spacing. This simulation is compared to the analytical evaluation of eq. (4.10). The
source pressure signal used is a Ricker wavelet defined by

Ricker(t) = (1 — 22 f%2) e ™ I (4.20)

where f is the center frequency of the wavelet [33]. Here the center frequency is chosen to
be f = 500 Hertz and a delay of 0.005 seconds is applied.

Subsequently a simulation is performed using the IBCs and the results are compared to
the numerical simulation with PABCs. The IBC is implemented using the scheme shown in
figs. 3.3 and 3.5, which reduces to the schematics shown in figs. 4.6 and 4.7 when there
is only one recording and one emitting point respectively. The schematic for the continuous
implementation is used in order to reduce computational costs as one needs to extrapolate
for fewer time steps.
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Ni1 N1 p(x, k) N,
Figure 4.6: One dimensional simplified version of fig. 3.3.

§oree Um (%, k — 151) T (%, k3 1)
(1 Nt>+ (l:k 1=Nt\o)= (l:k l=Nt)

Figure 4.7: One dimensional simplified version of fig. 3.5.

The one dimensional free-field Green’s states in fig. 4.6 are evaluated for 3500 time steps
using egs. (4.5) and (4.6). The effect of the Dirac delta function is approximated numerically
by 6(t) ~ {1,0} for {|t| < 1At || > 1At}. The velocity is obtained using eq. (3.30), the
desired pressure is obtained using eq. (3.28) and the desired velocity is obtained by divid-
ing the desired pressure by the characteristic impedance Z,. The extrapolated velocity is
multiplied by the characteristic impedance and applied as a soft pressure source at the IBC
speaker location.

The IBC simulation is repeated with Gaussian white noise added to the pressure values
recorded by the simulated microphones. The amplitude of the noise signal is three percent
that of the wavelet amplitude. In order to mitigate the buildup of low frequency errors in the
extrapolation due to the noise, the numerical integration used in eq. (3.30) is replaced with
a first order low pass Butterworth filter with a cutoff frequency of 20 Hertz and a gain such
that the high frequency response equals that of an integrator.

Finally a simulation is performed where the sample frequency of the hardware and the
speaker dynamics are included. The sample frequency of the hardware is 20,000 Hertz
and this is implemented by applying zero order hold to the values obtained from and intro-
duced into the finite difference grid. It is not possible to simply reduce the temporal grid
size as this will lead to numerical instability. The speaker dynamics are modeled using a
lumped parameter model of the W2-2040S 2” subwoofer using the parameters provided by
the manufacturer [34]. The frequency response of this continuous lumped parameter model
is shown in fig. 4.8 and is discretized using the temporal grid spacing of the FDTD simula-
tion. The velocity output of this speaker is multiplied by the impedance and applied as a soft
pressure source to the pressure grid. This is only done for the IBC speaker. The gain is
corrected by multiplication with a constant factor of 14 of the IBC speaker input signal and
the delay is compensated by selecting the ninth element in the vector obtained from the step
shown in fig. 4.7, rather than the first element highlighted in green. This compensates eight
samples worth of delay. These samples are linked to the hardware sampling frequency, not
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the FDTD temporal grid spacing.
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Figure 4.8: Frequency response of the continuous lumped parameter model of a W2-2040S
2” subwoofer. The input is the driving voltage and the output is the cone velocity.

4.3.1 Results

The results of the FDTD simulation with PABCs are shown in fig. 4.9. The pressure field in-
side the FDTD grid is shown in fig. 4.10 for the specific time instances highlighted in fig. 4.9.
Figure 4.11 shows the difference between the FDTD simulation and the analytical evaluation
of eq. (4.10) and fig. 4.12 shows fig. 4.11 with adjusted limits to highlight any reflections.

Figure 4.11 shows the error in the pressure distribution found in the FDTD model when
compared to the analytical model. Two areas of inaccuracy can be observed. The first is the
error in the forward propagating wavelet generated at « = 0. This error may be a result of
the soft pressure source implementation. The pressure pressure introduced at the source
location spreads both forward and backwards, however the rigid barrier at = = 0 reflects the
backward travelling wave, redirecting it forward. For a nonzero distance between the source
and reflector this results in a combination of two time staggered wavelets rather than a single
wavelet with increased amplitude. The second area of inaccuracy can be observed in figure
fig. 4.12, which shows that the perfect absorbing boundary condition does not fully eliminate
the reflection. The reflection is reduced in amplitude by 128 decibels, i.e. 20 log,,(5 - 1077).
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Figure 4.9: FDTD simulation of a Ricker wavelet with center frequency of 500 [Hz] propa-
gating through the simplified waveguide with PABCs applied at the location of
the IBC speaker.
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Figure 4.10: FDTD time domain pressure field inside the one-dimensional grid at the time
steps highlighted in fig. 4.9.
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Figure 4.11: Difference between the FDTD simulation with PABCs and the analytical evalu-
ation of eq. (4.10).
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Figure 4.12: Figure 4.11 with adjusted limits to highlight any reflections.
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For the purpose of evaluating the effectiveness of the immersive boundary conditions, the
result obtained with the perfectly absorbing boundary conditions is used as the desired result
in subsequent tests. Moving on to the firstimmersive boundary condition simulation, fig. 4.13
shows the result of the time domain simulation and fig. 4.14 shows the error compared to
the perfectly absorbing boundary condition results. One may note that the amplitude of the
reflection has only decreased by 50 decibel.

The error of the IBC simulation with noise is shown in fig. 4.15. This indicates that the
presence of noise severely influences the performance of the IBCs as this results in the
identification of nonexistent forward propagating waves and the subsequent generation of
cancelling waves at the IBC source.

The error for the simulation with noise, hardware sampling frequency and speaker dynam-
ics is shown in fig. 4.16. Although the operating frequency of the speaker should cover the
frequencies present in the wavelet, the amplitude and phase variations in the lumped param-
eter model appear to severely reduce the performance of the IBCs. This may be corrected
for by applying a filter that combined with the speaker dynamics yields a level amplitude and
phase response in an appropriate frequency range.
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Figure 4.13: FDTD simulation of a Ricker wavelet with center frequency of 500 [Hz] prop-
agating through the simplified waveguide with immersive boundary conditions
applied.
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Figure 4.14: Difference between the FDTD IBC simulation and the FDTD simulation with
PABCs applied.
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Figure 4.15: Difference between the FDTD IBC simulation with 3% white noise applied to
the recorded speaker pressure signals and the FDTD simulation with PABCs
applied.
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Figure 4.16: Difference between the FDTD IBC simulation, with noise and speaker dynam-
ics and hardware sampling rate applied, and the FDTD simulation with PABCs
applied.

4.4 Experimental test

In order to evaluate the performance of immersive boundary conditions using the hardware
setup a continuous sine wave signal is applied to the source speaker. Both the forward and
backward travelling wave are estimated at the center microphone location from the recorded
signals of the three microphones using egs. (3.28) and (3.29). The integration of eq. (3.30) is
replaced with the same low pass filters used in the simulation. In order to account for gains
introduced by various stages as well as delays two sliders are added in the ControlDesk
environment. The first slider controls the amplitude of the signal going to the IBC speaker,
the other slider control the number of time steps of delay compensation that is applied. This
should account for any constant gains and delays present in the system. These sliders are
adjusted until a combination is found where the estimated backward propagating wave is
minimized.
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4.4.1 Results

No combination of gain and delay compensation was found that resulted in a reduction of
the estimated backward travelling wave without an equal reduction of the forward travelling
wave. This may be the result of nonlinear dynamics of the speaker, insufficiently rigid walls of
the waveguide or the wave not propagating as a plane wave due to limited distance between
the speaker and the microphone array. This may be due to the speaker not covering the
entire crossection of the waveguide. It was also assumed that the microphone array was
sufficiently calibrated for pressure and velocity estimation, which may not be the case. These
issues may be resolve by implementing filters to calibrate the speaker response, calibrating
the microphone array and performing the measurement in an impedance tube.

37



38



Chapter 5

Two-dimensional immersive
boundary condition application

5.1 Setup

The two dimensional numerical setup is a rectangular enclosure with rigid reflecting bound-
aries at its walls. The enclosure is 0.82x0.82 meter in dimension. The spatial grid spacing
is set to 5 millimeter in both z and y direction in order to reduce computation time and the
temporal grid spacing is calculated using

At = (5.1)

1/0.5
o\ + B
The sound source is placed in the center of the enclosure and has a radius of 2.5 centimeter.
The source is surrounded by a circular recording surface. On the recording surface is a
series points, recording the pressure and velocity using the p-p principle, with their recording
direction aligned with the outward normal of the recording surface. There are 48 recording
points equally spaced in the radial sense and each point consists of three microphones
of which the outer two have a separation distance in the outward normal direction of 2.5
centimeter. The configuration is shown in fig. 5.1.
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Figure 5.1: Positioning of emitting sources and recording points.

5.2 Numerical evaluation

For the two dimensional simulation one can expand the FDTD scheme used for one dimen-
sion to 2 dimensions. The derivation of the extrapolation Green’s functions is presented in
appendix B.2 and the resulting relevant time domain Green’s state equations are
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In order to verify the accuracy of these extrapolation functions a free-space simulation is per-
formed using perfectly matched layers (PML). These PMLs are additional layers outside the
original grid where a loss term is introduced whilst maintaining the same impedance, hence
perfectly matched. These can be introduced in the 2D acoustic simulation by adapting the
approach described by Turkel and Yefet [35]. The essence of this approach, when translated
to acoustics, is that by splitting the acoustic pressure according to

one can arrive at the following regularized differential equations

N ;a;; (5.5)
Doy - 2%, (56)
% + 0Pz = — Z(;%fg, (5.7)

where x, and p, are the relative compressability and density defined as «,=x/kg and p, =
p/po respectively. In this model it is assumed that the x, = 1 and p, = 1. Rearranging terms
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and converting to the frequency domain yields the following set of equations:

U2 == jw(il(—) ax?é;’ (5.9)
ay:—jwioay‘?z/, (5.10)
py=—jwc+00y?yy, (5.12)

The following expressions are used for o, and o,:

o) = gxi () o= 5 (2) 5.19)

where L, and L, are the thickness of the perfectly matched layers and x and y are the
position inside these layers. These are used to construct the following set of equations,
which can be used to create update equations similar to the one dimensional case:

0 —jw

Sl =?S;15ypx, (5.14)
aayvy =_C]:A}Sm5y1py, (5.15)
e =225,y (5.16)
P =225, (5.17)
Sa () =1+Uj(f, (5.18)
Sy(y) =1+ (;(fj) (5.19)

The verification is of the Green’s functions is performed by injecting a Ricker wavelet with a
center frequency of 500 Hertz into the source region using soft pressure source nodes inside
the area of the source. The estimation of the outward is performed using the same method
as used in the one dimensional case, however the constant impedance is replaced with

2rs
Zo = poco {27"5 n Co} ; (5.20)

where r is the radial distance from the origin of the cylindrical wave. This is implemented
numerically by treating this impedance term as a transfer function. It and its inverse are
discretized using Matlab’s "c2d” function and the relevant parameters are filtered using
these discretized filters. The multiplication of the Green’s extrapolation functions and ve-
locities with the outward normal vectors indicated in fig. 3.3 and fig. 3.5 are applied to the
extrapolation integral in advance. The Dirac delta function implementation is modified to
eliminate the presence of imaginary numbers in the signal due to the denominators in the
extrapolation Green’s functions. This is done by implementing the Dirac delta function as
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§(t) ~ {1,0,0} for {0 < t < 3At ,t > FAt ,t < 0}. To account for the integration over the
recording surface, the Green’s extrapolation functions are multiplied by the circumference of
the recording surface divided by the number of recording points.

The results of the extrapolation simulation are shown in figs. 5.2 to 5.4 for the left three
emitting points on the bottom edge. The other emitting points exhibit similar behaviour due

to symmetry. In these figures the extrapolated velocity is divided by 10.

%107
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Acoustic particle velocity magnitued [m/s]
o

0 0.005 0.01 0.015
time [s]

Figure 5.2: Velocity extrapolation simulation where the velocity is extrapolated to the emit-
ting node closed to the corner on the bottom edge.
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Figure 5.3: Velocity extrapolation simulation to the node between the outer and central node
on the bottom edge.
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Figure 5.4: Velocity extrapolation to the central emitting node on the bottom edge.
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There are significant errors in both the shape and magnitude of the extrapolated waves. The
difference in magnitude and shape may be a result of the implementation of the Dirac delta
function and its interaction with the temporal terms in the denominator of elements of the
extrapolation Green’s functions.

In order to be able to investigate the effect of limiting the number of soft sources used on
the emitting boundary, the magnitude of the velocity is recorded in a separate simulation
using perfectly matched layers to cancel the reflection. Then the recorded velocity signals
are multiplied by the impedance and applied to the appropriate pressure nodes as soft pres-
sure sources. The amplitudes of the soft pressure sources are scaled with the ratio of edge
nodes covered.

When all 656 nodes at the boundary are populated by emitting nodes, the resulting sim-

ulation is shown in figs. 5.5 to 5.7. When only one 20 nodes have IBC pressure sources
applied, the results are shown in figs. 5.8 t0 5.10.
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Figure 5.5: Single frame of the simulation of immersive boundary conditions with pressure
sources at all nodes on the edge of the grid.
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Figure 5.7: Single frame of the simulation of immersive boundary conditions with pressure
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Figure 5.10: Single frame of the simulation of immersive boundary conditions with 5 emitting
pressure sources per edge.

This suggests that a significant reduction in reflected wave may be achieved with a signifi-
cantly reduced number of IBC sources, provided one can accurately extrapolate the wave-
field velocity. This does not account for source directivity or near field radiation patterns of
acoustic transducers that would be used in a hardware setup. In addition the issues iden-
tified in the one dimensional setup need to be addressed as well as the possibility that the
assumed rigid boundary where no speakers are present may exhibit frequency dependent
reflective behaviour in the frequency range of interest.
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Chapter 6

Three-dimensional immersive
boundary condition application

6.1 Setup

In order to evaluate the three dimensional implementation a Ricker wavelet with a center
frequency of 500 Hertz is generated at a spherical pressure source with a radius of 5 cen-
timeter. The recording surface has a radius of 24 centimeter and is populated by 200 points
where the pressure and velocity are obtained. The distribution of nodes is generated using
the algorithm developed by Deserno [36] and is shown in fig. 6.1. The pressure and veloc-
ity are obtained analytically from velocity potential relations, which results in the following
equations for pressure and velocity:

p(r,t) =@inputp <t _Z r0> . (6.1)
T Co
1 _ _
vp(r, t) . {mputp <t I 7"0> + C—Olnputp <t ! r0>] . (6.2)
poCo T Co r €o

The full derivation of egs. (6.1) and (6.2) is presented in appendix A.3. The emitting surface
is constructed from a similar sphere with a radius of 1 meter with 800 points populating the
surface. The wavefield velocity amplitude will be extrapolated to the nodes on the emitting
sphere for one quadrant. This is done using the extrapolation scheme of figs. 3.3 to 3.5 with
the following Green’s states:

R

1 xf—a 0 |xft — x| 1 ka—;rk(s Ixft — x|

v,q R _ - "k kY . L B
Gt (", x,1) = — |XR_X|26t<5(t )t Py — (t —), (63
L @f —a)ef—a)) o, |xB-x]
vaf R — k l‘ o B
L (x7x,t) (471,,062 xF — x[? (7t5<t - )
_ 1 +3(ka_$k)(xﬁ_$l) 5t — \XR—x\)
A pe|xft — x|2 Ape|xP — x| p
1 (g — ap) (zff — ) Ixf — x|
i ( dmp|xR — x|3 3 Amp|xf — x5 Jé(t c )dt.  (6.4)
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The full derivation of these Green’s states is presented in appendix B.3. In order to account
for the surface integral over the surface of a sphere, the Green’s functions are scaled by the
surface area of the sphere divided by the number of recording points.

Figure 6.1: Node distribution of the recording sphere with normalized coordinates.
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6.2 Numerical extrapolation implementation

The derivative and integral terms of the Dirac delta functions in the convolution context
complicate the implementation of the iterative scheme, however this can be mitigated by
applying the following property of the Dirac delta distribution:

S f=0xf, (6.5)

where = corresponds to the convolution and a corresponds to the time derivative of a. This
same operation is extended to the time integral of the Dirac delta function. This means
that the Green’s state matrix in fig. 3.3 can be split into components that interact with the
desired velocity and its derivative and the desired pressure, its derivative and its integral.
The Green’s state matrix is split up into five sections instead of the two it had previously and
is multiplied by all the relevant signals and their integrals and derivatives. This results in the
Greens state matrix only containing Dirac delta functions for the direct travelling wave, which
means that it can be implemented using the continuous implementation of the extrapolation
scheme, i.e. fig. 3.5. The derivative is obtained by central difference of the current time step
and the value two time steps earlier. The integral and the unmodified values of the previous
time step are used. This introduces a sample of delay that is compensated by selecting the
values from the first column of the blue highlighted section of fig. 3.5 instead of the green
highlighted column.

The Green’s states are pre-multiplied with the appropriate outward normal vectors in order
to extrapolate the magnitude of the velocity instead of the velocity components, in order
to further reduce computation time as the magnitude of the velocity in the outward normal
direction is the input signal for the IBC speaker.

6.3 Results

The root mean square error of the extrapolated velocities for points on the emitting surface
are shown in figure fig. 6.2. The extrapolated velocity of the point with the greatest error is
shown in fig. 6.3, together with the expected velocity.
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Figure 6.2: Root mean square error of the extrapolated velocity relative to the analytical
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Figure 6.3: Extrapolated velocity of the node with the greatest root mean square error plot-
ted with the expected velocity obtained from eq. (6.2).

52



The results indicate that the continuous implementation of the extrapolation algorithm with
analytical physics-based functions can be used to obtain the desired velocity at the source lo-
cations on the emitting boundary in idealized circumstances. This assumes that the desired
velocity and pressure on the recording surface do not contain any errors. The effect of the
measurement method of the velocity and pressure, specifically eq. (3.28) for obtaining the
outward propagating wave will introduce errors due to the impedance being frequency and
position dependent, as previously mentioned in chapter 2. Additional tests can be performed
to investigate the performance of the extrapolation integral for arbitrary source distributions
enclosed by the recording surface.
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Chapter 7

Conclusions and recommendations

7.1 Conclusions

Regarding it’s suitability for low frequency vector sensor calibration, while the idea of cal-
ibrating an acoustic vector sensor inside a one dimensional waveguide may yield benefits
regarding its calibration, the implementation of immersive boundary conditions to remove
reflections presented in this document requires significant improvements before it can be
deemed suitable for this use case. A major issue being the implementation in physical
hardware. It may require significant tailoring of the hardware setup and the application of
calibration filters for both the microphones and the sound sources before immersive bound-
ary conditions can be feasibly used to actively remove reflections in real life hardware setups
aimed at low frequency vector calibration.

With respect to the more general implementation of immersive boundary conditions, in heav-
ily simplified one dimensional and three dimensional simulations it is possible to use analyt-
ical physics based extrapolation Green'’s functions to extrapolate the wavefield parameters
required for the implementation of immersive boundary conditions to remove reflections. In
these specific cases it is possible to modify the implementation such that continuous opera-
tion is possible. The two dimensional extrapolation there appear to exist large discrepancies
between the extrapolated acoustic velocities and simulated free-field acoustic velocities. It is
shown in a heavily simplified simulation that if the extrapolation is accurately performed, one
may significantly reduce reflections with as few as twenty sound sources in a rectangular
two dimensional enclosure at low frequencies.
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7.2 Recommendations

Regarding future research in hardware implementation of immersive boundary conditions it
will be critical to minimize undesirable behaviour of the hardware and its components, either
through careful selection of hardware or the application of calibration filters or a combination
thereof. This is especially true for use in calibration environment, as any errors introduced
by the immersive boundary conditions implementation will hinder the calibration process.

Concerning further research of analytical immersive boundary conditions, simulations bet-
ter matching real world hardware configurations can be investigated. Additional simulations
can be performed to incorporate frequency dependent reflective behaviour at the boundary
of the enclosure. Alternatively the continuous implementation of immersive boundary condi-
tions can be investigated in holography and cloaking applications as well as its application
in moving media.
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Appendix A

Derivation of analytical equations for
outward propagating waves

In order to evaluate the estimated and extrapolated velocities obtained for the immersive
boundary conditions, exact equations are derived for the one-dimensional plane, cylindrical
and spherical wave for the pressure and velocity.

These equations can be derived from the velocity potential ¢, which is related to acous-
tic particle velocity v and acoustic pressure p by

v =V, (A1)

0
P == poy ¢ (A-2)

A.1 Plane wave

For one-dimensional plane waves propagating along the x axis of a coordinate system the
second order linearized wave equation in velocity potential can be written as

02 1 02
020" %aﬂ‘ﬁ =0 (A-3)
which has the following general solution:
d)(a:,t):f(t—x) +g<t+x>. (A.4)
Co €o

When the positive x direction is assumed to be the forward or outward direction and the
backward or inward propagating wave is excluded, eq. (A.4) reduces to

X

o(x,t) = f <t - ) : (A.5)

Co
Suppose there is a velocity potential described by input,(t) at zo, i.e.
@(xo,t) = inputy(t). (A.6)
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Then one can obtain an expression for function f(¢) by applying eq. (A.6) to eq. (A.5) as
follows:

Olwo.t) = (t— “) |

co
inputy(t) =f (t — xg> ,
co
f (t) =inputy (t n i;’) . (A.7)

By substituting eq. (A.7) into eq. (A.5), where z is the location where one wants to know the
pressure and velocity, one obtains

T — X0

P(x,t) = input, (t - > Vo > xo. (A.8)

co
In case the input is a pressure input,(t) instead, one can rewrite eq. (A.2) as

¢ = L pdt (A.9)
—P0 Joo

and use it to replace the velocity potential input,(t) in eq. (A.8), yielding

o(z,t) = 1 {inputp (t _rz xO) } dt Yz > xg. (A.10)

—P0 Joo Co
Suppose Input,, (t — %) is a differentiable function that is defined as Input, (t — %) =

S {inputp (t - M) } dt. The following partial derivatives can be found for this function:

co

0 rT—xz0) . T — Zo

gfnputp (t T ) =input, <t i > , (A.11)
0 T — xg -1, T — X
—Input, (t — =—1inputy, | t — . (A.12)
ox co Co o

By applying egs. (A.2) and (A.11) to eq. (A.10) one can obtain the pressure

0
p(fE,t) _p()%gt(xat)
6 1 . — X0
— poa_—o JOO {mputp (t — >}dt
__re ; _r7 %o
—po Ot Lo {mpwp (t co ) } i
p(a,t) =input, (t T ”30) . (A.13)
€o

To obtain the velocity one would apply eq. (A.1) to eq. (A.10) but because this is 1 dimen-
sional eq. (A.1) reduces to

0
Umf%¢
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which can then be applied to eq. (A.10) together with eq. (A.12) to obtain the velocity

vz (2, t) :i:—lpo f {inputp <t 7 ;ox()) } dt
o0
= input, | t — dt
—p0 0% Jop Pty co

—po 0T Co
1 -1 xr — T
=———1input, | t — ,
—po Co o
1 —
vo(x,t) =——input, (t 7 x0> . (A.14)
PoCo Co

Equations (A.13) and (A.14) show the standard relation between particle velocity and pres-
sure for plane waves p = Zyv where Zy = poco [21], as expected.

A.2 Cylindrical wave

For the one dimensional cylindrical waves the second order differential equation is

2 o 52
L A (A15)

or? r or

where r is the radial distance from the origin of the source [21]. This can be rewritten by
grouping terms such that it resembles eq. (A.3), however doing so yields

2
(i) - 5 Satvie + O o, (A.16)

which contains an additional term. If the radius r is sufficiently large, as is the case in the far
field, this additional (‘”’) can be omitted. Without this additional term the general solution
becomes

M(r,t)—f(t—;) +g<t+;),

d <t¢;> +2 (t;> (A.17)

By assuming the positive r direction as outward and omitting the inward travelling wave,
eq. (A.17) becomes

(;3(7”, t) =

o(r,t) = f(t\/—;z) (A.18)

Assuming that there is a velocity potential defined at ry described by

@(ro,t) = inputy (t) (A.19)
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one can obtain an expression for f(t) as follows:

¢(ro,t) =inputy (t),

o(ro, T
flt=2
inputg (t) ( N ) :
Vroinputg (t) =f <t — ZO> ,
0
£ (t) =y/ro input, <t + Z°> . (A.20)
0
Substituting eq. (A.20) into eq. (A.18) results in
o(r,t) 2\/\/?input¢ (t 7 ;0T0> : (A.21)

When the input is defined in pressure, i.e. input,(t), one can apply eq. (A.9) which combined
with eq. (A.20) yields

o(r,t) =\/\/?;01 LO input, <t ! ;0r0> dt. (A.22)

Again one can introduce a function Input, which is defined as
Input,, ( - = TO) =5 {mputp ( - %) } dt which has the following partial derivatives:

0 r—7g . r—7g

a]nputp <t i ) =input, <t i ) , (A.23)
0 r—7g -1, T—1T0

—Input, | t — =—inputy, | t — : (A.24)
or co co Co

Applying egs. (A.2) and (A.23) to eq. (A.22) yields the pressure

0
p(r,t) = — P0§¢(T t)

_ [\\; ;Ol L input,, (t . ;OT°> dt]
3 o (52
_yn o {Inputp (t— d —m)} :

Vr ot co
p(r,t) =\/\/7?inputp <t . 207"0) . (A.25)

To obtain the velocity one can simplify eq. (A.1) to its one dimensional version
vy = ﬁ¢ (A.26)
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and apply it to eq. (A.22) as follows:

o(r,t) =26
o (-2
AR R G T

1 o | Input, (t — %)

\/;

0 0
0 (N> _AN NED

or \ D D D2’
N =Input, (t— T_T(J),
Co
D=y,

v (r,t) =p—\/% [ar

By applying eq. (A.24) and rearranging terms one obtains

(r,1) —1\/> [ %Olinputp (t - 7“;;”0) Input,, <t — %) 2\1/F
v (r,t) =—A/T0 B
—1 | —1 lnpUtp <t — 7';07‘0) 1 Inputp (t - TZ(;"O) e
= Jr -
po o Vi 2/r NG —co
-1 1 < r—r0> _1 1 Input, (t_r‘com>( |
=——/r Linput, (- T=T0) - L .
L0 0 [&)) \/> P @ o \/» y
Input, [t — =10
_—1-11 r— 7’0> P p< = )
- input,, el
po o \f\rl ( Co 2r (—co)
]. ﬁ . r—rTro co r—rg
t) = t, |t — —1T t, [t — . A.27
UT’(ra ) PoCo \/7 [anu P < co ) + o npu D . ( )

By comparing egs. (A.25) and (A.27) one may note that the impedance is no longer a con-
stant. This impedance is frequency dependent and can most easily be evaluated by con-
verting egs. (A.25) and (A.27) to the frequency domain using the Laplace transform and
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calculating Z = 2. Doing so yields:

N

p(ra S) :We 0 ZnPUtp (8) )

1 T _.r=rg _.r=ro 1
vp(r, 8) :ET: [e "o inputy, (s) + %6 "o ginputp (3)]
1 70 _sI=r0 1
:—Le "0 input,, (s) [1 + CO]
Poco /T 2r s
1 1] 4/rg —sr=r0
=— [1 + CO} YO inputy, (s)
P0Co 2r s | /1
1 2 A/To —st=ro
— [ st CO] e o inputy(s),
£0Co 2rs AT
7'77"0 i
prs) B R inputy ()
- _.r—Tg
o) L[] e ity ()
B 1
=1 12 )
oo L35 ]
2rs
7 =
poco [2rs + co]
2
P ZD[ rs ] (A.28)
2rs + cg

A description for periodic signals in the near field can be obtained using Bessel functions
[21], which results in the following expressions for the velocity potential, acoustic pressure,
acoustic particle velocity and impedance:

¢ = H(EQ)(]‘?"”) plwt

kH® (kro)

@) }
p=—jwpop = —ij07HO(2)(kT) ut,
kH™ (kro)
O
"orT 2
(2)
. Hy” (kr

z=> = JPOCO%,

Ur kH™ (kr)

where k is the wavenumber, j is the imaginary unit and Hfz) and Héz) are Hankel functions of
the second kind of orders one and zero respectively. In the far field formulation of equation
eg. (A.28) one can clearly see that if r is assumed to be very large, the relation between
acoustic pressure and acoustic particle velocity approaches that of the one-dimensional
plane wave. This is also true for the near field formulation [21].
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A.3 Spherical wave

Finally for the 1 dimensional spherical wave the second order differential equation is [21]

? 20 1 02
ng + ;EQZ) - ;%ﬁQS =0, (A.29)

which can conveniently be rewritten to

02 1 02

ﬁ(“ﬁ) - %@(T@ = 0. (A.30)

This has the general solution
Vot =7 (1= 2) o i+ 1),
Co C

f(t_cz>+g(t+‘;>. (A.31)

r r

¢(7ﬂ, t) =

Again the positive r direction is assumed to be the outward direction and the inward travelling
wave is omitted yielding:

f <t_ 0) (A.32)

r

¢(Tv t) =

One can obtain an expression for using the same method as was used for the plane and
cylindrical waves, i.e.:

¢(ro,t) =inputy (t),

r(t-3)
70 ’

F(-z)

roinputg (t) =f <t - CO) :
(

t+ ”’) . (A.33)

Sk

P(ro,t) =

Substituting eq. (A.33) into eq. (A.32) yields

roinputy <t -t %8)
¢(r7 t) = )

r

o(r,1) =inputy (t - TO) . (A.34)

€o

Assuming the provided signal is input,(t) and applying eq. (A.2) yields

o(r,t) =21 input,, (t i TO) dt. (A.35)

T Po Joo &)
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By defining a function Input, in the same manner as for the cylindrical wave one obtains
the same partial derivatives as those found in egs. (A.23) and (A.24). The pressure can be
obtained by applying egs. (A.23) and (A.26) to eq. (A.34) as follows:

i TO) . (A.36)



The velocity can be obtained by applying egs. (A.24) and (A.26) to eq. (A.34) as follows:

0
Ur(ra t) :gé
1 _
:i {TOJ input, <t T TO) dt]
or L r po Juo co

1 _
ziﬁ {7‘0 f input, <t T TO) dt]
po Or |1 Joo Co

1 ¢ | Inputy (t — %)

1 a—i[nputp (t — %) Input,, (t — %) %r
UT‘(T7 t) :%TO r - 7'2

€0

1 [ ;—Olz'nputp (t — %) Input,, (t — ﬂ)

t __
UT‘(T7 ) pO TO r T2
1 [ _1 inputy <t — r;g“) Input, (t — 7";0”)) —co
Po Co T T —Co
1 | -11 r—ro\ 1—11{nputp (t—TZ§°>
=—rg | ——inputy |t — - —— (—co)
£0 Co T Co r Co T
-1 ~11 ) r—r1o Inputp <t — T;(;”O)
=—ro—— |input, ( t — — (—co) | »
0 cor €o r
1 — —
vy, t) =—— 10 [inputp <t T TO) + L Input, (t I TO)] . (A.37)
poco T co r co

One may observe similar behavior for the spherical wave as was observed for the cylindrical
wave. A frequency description of the impedance for spherical waves can be obtained in the
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same manner as was done for the two dimensional case, i.e.:

T — T=ro
p(r,s) =—e ° 0 input, (s),
r
(r8) =—— "0 |  imput, (s) + L %" Linput, (s)
vp(r, ) = — e " o inputy(s)+ —e = 0 —inputy (s
Y pPoCo T Pty r Pl
1 _.T—T0 1
= e input, (s) [1 + CO]
pPoco T rs
1 1| rp —s7=0
= [1 + CO] e e inputy ()
PoCo rsi|r
1 rs—4+co| ro —sT=ro .
- —e " 0 input, (s),
PoCo rs T
S 0]
p(r,s) e input, (s)
r,S N —s=0
o) e e gt (3
1
1 [rsta’
PoCo [Tsrsco]
rs
Zo =poc
0 =p00 |:TS + co]
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Appendix B

Green’s state time domain
representation derivations

In order to implement the IBCs one must extrapolate the velocity at the boundary on S
from a recording surface at S™¢¢. This can be done using equation eq. (3.24), although it can
also be written in its time convolution form as

Ufulu(xemt,t) = § [G;}’q(xR,x,t)] U pullm (X, 1) + GZ;{L(XR,X,I‘,)] # P rull (X, t) |0, dS. (B.1)
ST‘GC
In order to implement eq. (3.24) or eq. (B.1) one requires the time domain representations

of the Green’s states, where the frequency domain Green’s states in an unbounded homo-
geneous medium are, according to Fokkema and van den Berg [27],

GPI(xR x, 5) =spG(xT — x, 5), (B.2)
G?q(xR?X’ s) =— alljé(xR —X,$), (B.3)
A;;?f(XR?X’ S) = - alRé<XR - X, 8)7 (B4)
G (. 5) = [0 Gl —x,) + 0" ). ®5)

Here 07 is the spatial partial derivative with respect to position x in the I direction, 4, is
the Kronecker delta, §(x — x) is the dirac delta function and G(x, s) is the frequency do-
main Green’s function corresponding to the specific domain, ie. one dimensional space, two
dimensional space or three dimesnional space. Do note that for consistency the notation of
de Hoop [28] is used for the Green’s states.

The full derivation of the time domain representation of egs. (B.2), (B.3) and (B.5) will be
presented here. Time domain representation of eq. (B.4) is not presented here as it is not
used in any of the calculations and can be obtained from the time domain representation of
eq. (B.3).
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Before the specific derivations are treated it is useful to first treat the spatial derivative
off|xf* — x|, as this term will feature prominently. First one may note that |x® — x| can
be written as

x| = 4/ (2 — i) (@fF — ).

Following the work of Berkhoff [37], one can write its spatial derivative in the k direction w.r.t.
x® as

O — x| =off\ /(e — a) (2l — )

N

R ( R R R
=0y (zi'xi' — 2xi*w; + @iw;)

N

1 _
(acZR;rZR — 2sz3:@- + xm)

2
+of (:cZRxf% — 2R + ;)

—5 (afiar

+ (kaR - ka)

kaR — 2z

1
R _1
— 2zi'w; + 3iw;) 2

N

2 (acszlR — mexi + xlxz)

B ZL'kR — Xk
\ @F = z)(af — )
JZR — Xk

B.1 One-dimensional Green’s states

For the one dimensional derivations the frequency domain Green’s function for one dimen-
sional waves from an impulsive source [29] is the starting point:
R cl m

G(z,s) = ——exp(—s
c

o ). (B.7)

Here it is assumed that wave propagates along the = or z; direction, i.e. x/|x| = [100]7.
Starting with GP7(x"?, x, s):

GP1(xR x, ) =spG(xF — x, 5)

c ( |ef — x|)
=sp—exp(—s
p25 P c
1 s ( |z® — x|)
=—pc—exp(—s
2 PC P c ’
R 1 R_
GPi(x!t x, 5) =5pC exp(—su). (B.8)
c

The time domain equation can be obtained by applying the inverse Laplace transform

GPI(xR, x,t) = £} {;pc exp(—s—— x|) * 1} (B.9)
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Although this equation can be converted to the time domain by taking the inverse Laplace
transform directly, one can also obtain the inverse by means of inspection. The relevant
terms that need to be converted are:

» The exponential term that corresponds to a time shift of a function accordingto L{f(t — 7)} =

exp(—7s)f(s), i.e. f(t —7) = L7 {exp(—75)f(s)}.

» The constant that takes the place of f(s) corresponds to £ {4(t)} = 1 where §(¢) is the
Dirac delta, i.e. §(t) = £~ {1}.

Combining these two observations and applying them results in the time domain Green’s
state

R _
GP(xP x,t) = %pcé <t — |xc$|> . (B.10)

Moving on to G}(x*, x, s):

G(xfx,5) = — OffG(x" — x, )
- — o Cemp(—s =)
=— ;ﬁfexp(sm)
—— Leap(—s T Ry
T 2261719(—8'ng d )02t — al,
GZ’q(XR,x, s) =lexp(—sM)(?fj|xR—x|. (B.11)

2

The remaining partial derivative has been derived earlier, however a further simplification
can be made for the entire equation. As the wave only propagates in the z; direction, one
can either set k£ = 1 or omit it altogether. Doing the latter results in the following equation:

A 1 o — o —
G”’q(xR,x,S) =5ep (—s| . > o]

A 1 2% —2 = —x
GY(x®R, x, 5) =3 P x|e:vp <—s| |> . (B.12)

The time domain can again be converted either by directly applying the inverse Laplace
transform or by means of inspection. In either case the Laplace transform only affects the
temporal parameters so all the other terms can be moved:

A 1 2R |z® — 2
—1 V,q (R _r-1)= _
L {G (x ,X,S)} L {2|xR_$|ewp( s )}

1 ol — |zf — |
=—L£1 — ,
o e (1

) R_ R _
L1 {G“’q(XR,x, s)} LE T e {6962? <—S|x x') * 1}

:§\xR—x| c
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The remaining term that needs to be converted is the same as the one of previous Green’s
state and applying the results obtained for the previous Green’s state here yields

A 1 2R -2 2R — 2
0,9 (R _ _ . B.13
Gt x ) = g o (= ) (B.19)

Finishing with the remaining Green’s state required for extrapolation, ng(xR,x,t), substi-

tuting eq. (4.2) into eq. (4.4) yields:

(xx8) = [T — x,0) " — )

This time it is more convenient to immediately simplify the equation by omitting k£ and [ as
both will be 1. Additionally one can also omit the 6(x® — x)d;,; term as it will be zero when

xf* # x, which is the case here. Doing so yields the much simpler equation

G (xF %, s) —SlpaRaRé(xR —X,8).

The first partial derivative has been calculated for the previous Green’s state and can be

substituted into the previous equation, i.e.

, 0
sp
—1 gl 2f—2 |z® — 2|
= exp | —s
2ps |zF — x| c

The remaining partial derivative can be derived as follows:

of(F S) =SoftF + FoRs,

N
=
D?
N =gt — x,
D —fo" — o] = \/(a? — 2)2



orp _or Y _ DN —No"D _o"N  No"D

D D2 D D2’
oRp _ 1 (zxft — z) (2 — 2) 1
2R — x| 1 |zR — x| |2F — 2|2
1 B (zft — )2
NG
(xR — m)2 —\xR — x\g,
oRp 1 \xR — x|
|[zf —z|  |zf— 23
1 1
_ _ =0
|of — x| |zf — 2 ’

of(F S) =0 + Fois

of— 2B — 2|\ —s 2 — 2z
s ‘exp -5 —
R — g

(zf — 2)? —s < |113R—l'|>
e —exp | —s———

TR —z2 ¢

This can be converted to the time domain by using the same steps as before due to the
linearity of the Laplace transform (and its inverse). Doing so yields:
11 R_
G (xB x,t) = =—¢ <t — M) . (B.14)
2 pc c

One may note that the derived Green’s states can also be derived by first applying the
inverse Laplace transform to eq. (B.7) to obtain

2]

C

G(z,t) = L7} {é(m,s)} - %H(t _ 7y (B.15)

where H(t) is the Heaviside step function defined as H(t) = {0,1} for {t < 0,¢ > 0}.
Applying the time domain equivalent operations of egs. (B.2), (B.3) and (B.5) to eq. (B.15)
yields egs. (B.10), (B.13) and (B.14) respectively.
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B.2 Two-dimensional Green’s states

Following the same procedure used for the one dimensional Green’s states, the starting point
for the two dimensional case is the Green’s function for cylindrical waves from an impulsive
source [29]:

x|

G(x,s) = —7K0(

where Ky(s) is the zeroth order modified Bessel functlon of the second kind.

ol (B.16)

Starting with the derivation of G4, filling in eq. (B.16) into eq. (B.2) results in:

GPi(xf x, s) = —psKy (5|X — X|> . (B.17)
c

The inverse Laplace transform would then be obtained from
R _
L1 {Gp’q(xR,x, s)} =—pL7! {SKO <S|X X|>}
C
0 IxF — x|
-ore” i ()

The inverse Laplace transform of K <s| X‘) can be found in Bateman’s Tables of Integral
Transforms [38] and is found to be

e { gy (=X :H(t—"‘i")7
(- o),

c

where H (t) is the Heaviside step function. The partial derivative with respect to time can be
calculated as follows:

o H(t-21) 0N
ot 2__()dtﬂq)2'_6%1)

t

C

el ol
_ &N N&D

D D2’
0 Ixft — x|
N 5( b >
t2 _ (‘XR_X|>2

() (e b (e ),

e () e () e ()

Combining these results yields the time domain Green’s state
(t |x —x|> H(t |x —x|>t
(B.18)

[$2 |XR_X| / |xR7x\
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Moving on to G}, substitution of eq. (B.16) into eq. (B.3) yields

. 1 R_
Gt xs) = = of (=Kol 7).

_X|)> . (B.19)

Regarding the derivatives of Bessel functions are obtained using the following equations:

dzdo(z) = —Ji(z), L Jo(z) = +3 (Joo1 (@) — Jns1(2))
%YO(%) = —Y1(x), d%Yn(x) = +% (Yo1(z) — n+1(37)
sIo(z) = + 1 (2), L (2) = +5 (In1(2) + Iy (2))
L Ko(z) = —Ki (), L Kn(z) = =5 (Kpoa(2) + n+1($)),

where J,, is the Bessel function of the first kind of order n, Y, is the Bessel function of the
second kind of order n and I,, is the modified Bessel function of the first kind of order n.

Applying the relevant differential equation and the chain rule to eq. (B.19) yields

A 1 Ixf — x|\ s 2t — 2y
GPI(x" =—(-K -k
k (X ) X, S) o 1y c c |XR _ X|

:_L%R—%Kl <$!XR—X|>

2me [xft — x| c

The inverse Laplace transform of K; (s' Xt x‘) is also found in Bateman'’s Tables of Integral
Transforms [38] and is found to be

o () T e

The time domain representation of G}7(x*, x, s) will then become

|xf—x]
1 ka—xké H<t_ c )
R _ En xB—x
 2me |xE — x| ot 2 (|xR—x\>2 | : \

C

G (xF x,t) =

|x " —x|
1 :L"kR—ask& H<t_xcx)t

Com [xB—x|2 0t t2_(|xR_x‘>2

c

Resolving the partial derivative with respect to time in the same manner as before yields

|x2—x| [xF—x|) ,2
H(t—xcx> H(t—xcx>t
- 3

R
R 5 <t— u) t
GI(xH x,t) = — R i -

+
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Moving on to the last remaining Green’s state, the previously obtained frequency domain

Green’s state is used as a starting point, similar to the one dimensional derivation. Doing so
gives the following starting point

R 1 1 zf - R _
Grf o) =l | = e (5P

Using the relations for the derivatives of the modified Bessel functions combined with the
chain rule, quotient rule and product rule results in the frequency domain greens state

A 1 | Ky (sTy)  (2ff —ap)(zF — y)
v.f (R _ 1540/ Wk ! K. (sT,
Gy (x7, %, ) 27rpc[xR—x| X — x]? 1 (sTp)

(@f — s —a)s (1 i
o - = Tt
+ |XR—X|2 c QK()(ST()) 2K2(S 0)

1 K1 (ST())

" 2mpe [xE — x|

1 (aff — ) (af' — )

— K, (sT;
27 pe |xf —x|3 1 (sTo)
1 (af —ap) (@] —m)
— Ko(sT
47 pc? |xf — x|? sKo(sTh)
1 (ka—xk)(le—xl)
— Ko (sT
47 pc? |xf — x|? sKa(sTo),

where T = "‘R%x‘ The time domain representation can then be obtained by resolving

-1 JAv.Sf R 1 1 -1
cHan (x ,x,s)}_%pC'XLX'c (K1 (sTo)}

1 (af — o) (af — )

— K (sTo
27 pc |xft —x|3 LK (5To)}
1 (ka - l"k)(f’?ﬁ —x) .
— Ko(sT
47 pc? |xft — x|? £ {sKo(sTo)}
1 (ka - $k)($ﬁ —x) .
— L Ko (sT;
47 pc? |xft — x|? tsKa(sTo)}

The inverse Laplace transform of K (sTp) and K(sTp) have already been presented earlier

and the inverse Laplace transform of K,(s7y) can be obtained from Bateman’s Tables of
Integral Transforms [38]:

o () - ) o o (o))

2 |x7 x|
t2 _ |xE—x]
C
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Applying these inverse Laplace transforms yields:

1 1

Gv>f —

H <t - LR"“)

t
Lk _27Tpc ’XR _ X’ lt2 B <|xR7X‘>2 .
C

X —x

2cosh (2 cosh™! ( t

xF—x

)

_ \xR7x|)
1 GRaef o | (P
27 pe |xft —x|3 /t2 B (‘XR_X|>2 \XRC—XI
(&
f x|
L1 Gfemefom o | H (-2
47 pc? xR — x|? ot o <‘XR,X|>2
(&
f x|
X=X
1 (iEkR—$k)($zR—fBl)ﬁ< H(t_ c )
A7 pc? |xf — x|? ot 2 (‘XR_X|)
(&

Resolving the partial derivatives with respect to time yields:

1 1

v?f —_—

Lk =

27mpe |xft — x|

H (t - LR"“)
C
<]

- ()

[xF—x|
C

_ \fox|>
L @f el ) (t c t
27 pe |xf —x|3 2 <|XR_X|>2 \XRC—XI
C
)
_ M) < _ |X37—x|>
1 ($§—$k)(xﬁ—$l)< 5<t c _ H (! - )?
2 R _ %2 3
4mpc IxF — x| 2 (MY o <|fox\>2
\ ¢ ¢
.
1 (xl — 2p) (aF — 2y)
47 pc? |xf — x|?
2 sinh (2 cosh™! (i)) H (t —Tp)
t T
Tl (t—To) — Z5H (t—To) + " . (B.21)
02 O3 Tooo Tio -1 TLO +1
[x"

t
o1 =cosh <2 cosh™! (T)) , o9 =A[12 =T} , 1o
0
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B.3 Three-dimensional Green’s states

For the 3D case the Green’s function is the following well known equation:

x|
A B exp(—s=)
Starting with eq. (B.2), filling in eq. (B.22) yields:
CPa (xR — 6xp(_8|XRC_X|) B.23
(X ,X,S) =pSs m . ( . )

The time domain version of this equation obtained by means of inspection similar, which
yields

GPa(xR x, ) — pgt ot |XRX|>] (B.24)

4r|xP — x|

Moving on to derive G}, substitution of eq. (B.22) into eq. (B.3) yields
. emp(—slxRi_x')
G(xBx,8) =—of | ————<|. (B.25)

4r|x P — x|

The spatial derivatives of the numerator and denominator are respectively

xp(—s

c |xft—x]| c

),

R R R
of (emp(—s‘x _x)> 5Tk — Tk =

c

R
€T, — Tk
aR 4 R =4 k
A ( m|x X|) TR

—X|'

Using the quotient rule with these derivatives in eq. (B.25) yields the frequency domain

result:
GUa(xP x,5) = — <_Cs (s =) = eap(s X )47T(wf — 1) 1 )
4rr|xF — x| c xR — x| 4272|xP —x|?
- (4_;0 ég — i% exp(—s|XRc_ X') - ;T;g — i%, exp(—s |XRC_ x )) ,
GZ’q(XR,X, s) =Z;CMe$p(—s |XRC_ X‘) + LMeazp(—s‘XRc_ x| ). (B.26)

Converting to the time domain by means of inspection yields the following equation:

i :EkR—xk E(S(t— ‘xR_x|)+i :L‘kR—xk 5t — |xR_X|
dre |xB — x|? ot c 47 |xP —x|3 c

G(xM %, t) = ).  (B.27)

The remaining Green’s state can also be derived using the same method, starting with

x|
Av 1 exp(—s=—)
Gl,g(vaxv s) = sp [aﬁa,? ()] :

4rr|x P — x|
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Filling in the partial spatial derivative 0/ calculated for eq. (B.27) yields
B Ixft — x|

1 —s xff —x R_ 1 2l —x
R [ S kikexp(—slx X’) k k zp( 8)] )
C C

G (x x5) = Lo [ =2
l’k(x %, 9) sp ! dre |xB — x|?

d4r |xB —x]3
Using the same approach that was used to obtain eq. (B.27) will result in the following

derivation:
A 1[-s ol — Ixft — x|
v, f (R _ R k k
le(x 7X73) Sp[47TC l <|XR—X‘2€xp(_S c )

1 g 2l —a Ixf — x|
am! <|XR - X|3exp( — )
—1 g xlt—my Ixft — x|
~dmpe ! (|XR — X|26xp( - )
1 _p( alt—ay Ixft — x|
 dmps ! <|XR — X‘3exp( e ))-

The following spatial partial derivatives assist in writing out the required spatial partial deriva-

tives.

6ZR (ka - xk) =1,
R _
DT~ 9 — ),

R\, R R
o x? — x|? =2|x _X|\XR—X\

R R 3 R 2 7 — @ R R

o' |x™ —x|? =3|x" — x| P =3(x;" — o) [x" — x|

Applying the product and quotient rules yields the following:
R_
oR ol — exp(—s‘XR - x\) :exp(—su) B 2(:(:,’3 — zp) (zf — xl)emp(—s‘XR — x])
LA xE —x|? c |xF — x| |xft — x| c
_3 ("E? — xk)(‘rlR - xl)exp(_s |XR — X|)
c |xf —x|3 c
R_
oft @yl — g emp(—87|XR — X‘) =exp(_8¥) -3 (il — ax) (i’ — 2 exp(—s bt~ x’)
P xR —x3 c |xB —x|3 |xB — x|? c
s (ka — xk)(le — ZL’l) Ip(—5| R X|)
|xP — x|* c

C
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Substitution of these partial derivatives into G y|elds

R
. 1 e:cp(—sM) (B — zp) (2 — 2) IxF — x|
G )f R - c _ 2 k l —
i (X7, %, 8) 4 pc ( |xP — x|? |xP — x| exp(=s c )
_ 3 (ka — xk)(‘rﬁ — xl)e$p(_S‘XR - X‘)
c |xP — x|3 c
XR_X
1 exp(—sli(:') B 3(sz —xg)(@f — 2y) exp(—s |xf — X\)
47 ps |xft — x|3 |xft — x| c
_ s (‘II”II;2 — .Tk)(l’ﬁ — xl)e%p(—S‘XR - X‘)
c |xft — x| c
XR—X
_ exp(—slicl) N 2(ka —xg)(@f — 2y) (s |xf — x\>
drpe|xft — x|? 4rpelxft — x|4 c
s (xk;R — wk)(xﬁ — xl) l’p(—S‘XR - X‘)
¢ ArpelxP —x|3
[x"—x| R
lexp(—s=—— 1(xy —ap)(z)" — -
L) 1l el ) )

s dmp|xf — x| s dwp|xf — x| c
s1 (g — ) (@t — ) p(—s [x — X|)
cs Admrp|xf —x|* c ’

Rearranging terms yields the following expression for the frequency domain Green’s state:

ot —ap) (2l — 2z x® —x
G;ka(x ,X,8) = ( L@ UG l)>se:cp(—s| ‘)

47 pc? |xf —x|3 c
_ 1 _’_3('%5_'%'16)('%[1%_'%.[) €$p(—S|XR_X|)
4 pc|xft — x|? 4 pc|xf — x|* c
1 o —zp)(af — 2z 1 xft —x
+ (= ~ - _,’_3( k k])%( l - l) 7exp(_8’ |)
dmp|xtt — x| dmp|xft — x| s c

Conversion to the time domain is done by means of inspection and yields

1 (2f —ap) (@l —2)\ 0 Ixft — x|
v, f (R _ k k l
Grp (7%, 8) = (47rp02 |xP — x|3 0155( c )
R R R _

A pe|xft — x|? A pe|xf — x|
R

N (_ 1 _1_3(9% —ap) (2] —x >J5 ’)dt, (B.28)

4rp|xF — x|3 drp|xF — x5

where {4(t — "‘R%x‘)dt can be replaced by the Heaviside step function.
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