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Abstract

This bachelor assignment aimed to assess the
preference that children aged 9 to 12 had in
the interaction style of a conversational agent
while they were attempting to complete infor-
mation retrieval tasks. This research used a
Furhat robot1 as a conversational agent to inter-
act with the children participants to conduct ex-
periments. The participants were given search
tasks and asked to talk to the conversational
agent to complete them. The conversational
agent would talk back to them by asking ques-
tions and would print out relevant search re-
sults to a screen next to it, if it recognized a
keyword that was said by the participant. The
participants interacted with two different ver-
sions of the conversational agent. Both the ver-
sions had a different style of asking clarification
questions to the participants. After every inter-
action, the participants were asked to assess
their interaction by filling out a questionnaire.
The questionnaire asked questions related to
the robot’s likability(which were taken from
the popular Godspeed questionnaire) and also
asked them to give an overall rating to the each
version of the robot they talked to. After the
participant had completed interacting with both
versions of the robot, a short interview was con-
ducted by the principal researcher where they
were asked to describe their experience with
the robot qualitatively in a series of questions.
The results of the questionnaires and interviews
were then used by the researcher to draw con-
clusions about the interaction style preference
that the children had.

1 Introduction

1.1 Motivation
Despite being digital natives, most children today
face difficulties trying to access information on the
internet. This is in large due to the fact that current
search engines were mainly designed keeping
adults in mind - adults who can formulate and

1url to Furhat Robotics website https://furhatrobotics.com/

communicate queries effectively. There exist clear
differences in how adults and children approach
searching for information. Research shows that
children tend to “make more web moves, loop
searches and hyperlinks, backtrack and deviate
more often from their target” do not follow the
more linear approach that adults do[1]. Children
also tend to have less knowledge to base recall
than adults. In addition to this, their spelling,
vocabulary, punctuation, and grammar skills are
still developing. All these factors affect their abili-
ties to form queries that are coherent enough [1][2].

Interviews conducted with children aged 9
to 12 conducted by Druin et al [3], mentioned
issues such as “not being good at writing” and
that it is difficult to “find the right words to
put in the box” when writing queries on search
engines[3].From research, it is seen that children
tend to resort to using a full natural language
query when using search interfaces for query
needs, rather than using specific keywords like
adults[1]. Presently, methods to assist with query
formulation for information retrieval for children
include query expansion and query suggestions.
But in current search interfaces, these methods
are still geared toward adults. While there exist
search environments such as Kidrex, Kiddle, and
Kidzsearch [2], which are made specifically for
children, they do not assist greatly with query
formulation but are rather focused on curating
information and content aimed at children. Upon
inspection, it is evident that the sites Kidrex and
Kiddle provide little to no query suggestions
and Kidzsearch provides only query completion
tools similar to Google. But all these sites do not
provide solutions for some of the more common
difficulties that children face while formulating
queries like misspelled query terms and long
natural language queries, which has been reported
by the work of Fails et al[2].



A lot of the issues that children face can be
explained by child development psychology. The
work of Jean Piaget in this field has been of great
importance. In his research, Jean Piaget talks
about the concrete-operational stage (from ages
7 to 11 or 12) and formal-operational stage(ages
11 or 12 and beyond) in children[4]. In the
concrete-operational stage, children tend to show a
trial and error approach to solving problems and
start to think more logically[5]. It is only after the
children reach the formal-operational stage that
they “have the ability to formulate, test and discard
a whole range of possible solutions to a problem
until a possible solution is found”[6]. Before
this stage, they are still developing their problem
solving capabilities. This points to the need for
them to be assisted with their problem solving.
This is also supported by research by Gossen et al.
[7] which shows that children pay more attention
to tools such as suggested queries than adults.

Using a conversational agent could prove to be a
good interface that children could use to retrieve
information as proposed by the work of Landoni et
al.[8] and further recommended by Beelen et al[9].
This would help children overcome a lot of the
issues that are also mentioned above like, grammar
spelling errors, punctuation etc. They would
also be communicating their needs in natural
language, which from research is shown to be their
preference. But most present-day conversational
or voice agents currently have not been able to
improve the experience of children greatly. Beelen
et al. describes how these agents provide “simple
question-answer style” interactions, that are not
conversational, and may actually be hinder the chil-
dren’s’ experience, not serving their appropriate
needs[10]. As mentioned above before, children
tend to pay more attention to suggested queries
which points to the fact that they do not feel that
their initial queries are adequate enough to retrieve
the information that they are seeking. Thus, a more
useful interaction style with a conversational agent
posing clarification questions to the child might
be helpful to form a query and retrieve information.

1.2 Problem Statement

As mentioned before, modern-day search engines
are not catered to help young children formulate

their queries to complete information retrieval
tasks. Children tend to have difficulties expressing
their query needs and thus an interface that by
posing clarification questions may prove to be
helpful to them. However it is not yet certain what
type of interaction-style children would prefer.
The interaction-style could be of the following two
types- 1) a system where the interface that they use
prompts them to explain their query needs more,
requiring them to be more proactive, making them
lead the interaction or 2) an interface that is more
proactive in making suggestions and so, leads the
interaction while having the user react more to
the system. Thus, based on the setup, the type of
clarification questions that each system would ask
will have to be different. One system will have
to ask more open-ended clarification questions to
engage the user more and be more user-driven and
the other system will have to ask more close-ended
questions and make query suggestions to be more
system-driven.

1.3 Research question

This problem statement above gives rise to the fol-
lowing question-
What interaction style do children aged 9 to 12
prefer while talking to a conversational agent to
formulate a query to complete their information
retrieval needs-

• A system that uses open-ended clarification
questions to create a more user-driven inter-
action? Or

• A system that uses close-ended clarification
questions by asking fixed query suggestions to
create a more system-driven interaction?

2 Related work

While there is not a lot of work that has been carried
out on studying which style of clarification ques-
tions are preferred by children for retrieving infor-
mation, there is well cited literature available on the
topic of query formulation assistance for children
[2]. The topic of generating clarification questions
for general users (no-specific age group) has been
reported on extensively by Zamani et al. where
models for generating clarification questions have
been studied and developed[11]. In addition to this,
the Qulac database has been developed for gener-



ating relevant clarification questions [12]2. But,
as mentioned earlier, no research has been done
into investigating generating clarification questions
for children specifically. The idea of using conver-
sational agents for information retrieval amongst
children has been an idea that has been introduced
in several authors such as Ladoni et al. and further
recommended by Beelen et al.[9][8].

3 Methodology

3.1 Design

The research question was answered through the
means of an experiment. The experiment was con-
ducted the following way. The children were told to
carry out two search tasks(finding factual informa-
tion about two different topics) with two separate
systems of the conversational agent(CA)- one sys-
tem where the clarification questions were more
open-ended and relied more on user input to gener-
ate the next questions and the other system where
the clarification questions were fixed and close-
ended and did not take in user input to generate
the next set of questions. For this, a within-subject
study was set up. Under this method, the partici-
pant would test all conditions of the CA, but with
different topics. This was done to eliminate any
bias that may have come up by having the partici-
pant test with just one topic. The two different con-
ditions were created using two different algorithms,
generating the different types of clarification ques-
tions. These two different systems were called the
Qulac-based system version and the ELIZA-based
system version. The experiment will take place in
a closed knowledge-domain system for the sake of
simplicity.

3.1.1 Qulac-based system
The system version that used a fixed question
and close-ended approach made use of the Qulac
database, “a database on asking Questions for a
Lack of Clarity in a lack of clarity” [12]. The
Qulac database contains data-sets with clarification
questions for several of the topics. The questions in
the data-set had been collected and stored through
crowd-sourcing with the help of the TREC Web
Track 2009-2012 collections. Most of the topics
in the Qulac database had about 13-14 pre-existing
clarification questions, stored in a JSON file with
a unique topic ID and a unique question ID for

2URL to GitHub page of Qulac database
https://github.com/aliannejadi/qulac

every question. These questions were used to pose
clarification questions to the participant during the
interaction with the help of a Python script.

Figure 1: Example of user interaction with Qulac ver-
sion of the conversational agent from the research

3.1.2 ELIZA-based system
The system version that asked open-ended ques-
tions and relied on user-input was based on the
popular ELIZA chatbot algorithm. The ELIZA al-
gorithm was a psychotherapist chatbot developed
in the 1960s based on the Rogerian school of psy-
chotherapy. The goal of this program was to hold
a natural language conservation and act as a ther-
apist to the person it was talking to. The algo-
rithm generated rule-based responses that it drew
from a “doctor” script. This script had pre-written
responses written for specific keywords. So the
ELIZA algorithm would take user input, identify
the keywords, assign them a numeric weight, and
then match those keywords to those in the doctor
script and return the pre-written responses in the
doctor script. The algorithm for the purpose of
this study was also designed in a similar way. An
ELIZA algorithm written by GitHub user wadetb
was modified to develop the ELIZA based algo-
rithm.3There were pre-written responses written
for specific keywords relating to the topics. The
responses were rewritten to pose clarification ques-
tions that were more open-ended (For example- if
the user says “I want to search about dinosaurs”, the
algorithm would reply with a response like “what
exactly do you want to search about dinosaurs?”,
prompting the user to explain their query more.)

3.1.3 Topics
As mentioned before, two different topics were
picked for the participants to work with the differ-
ent test conditions. The two topics thus chosen

3URL of Github page of python implementation ELIZA
chtabot by user wadetb https://github.com/wadetb/ELIZA



Figure 2: Example of user interaction with ELIZA ver-
sion of the conversational agent from the research

were- Barack Obama and Dinosaurs. The reason
these were used was because these topics had ex-
isting clarification questions in the Qulac database
and were also considered to be child-friendly top-
ics. The search tasks that the children were given
to complete were the following-

• Obama task
Please find some information about Barack
Obama and his personal family history.

• Dinosaur task
Please find information about what era the
velociraptor dinosaur lived in and what it ate.

Both the system algorithms were designed to
generate the clarification questions and also recog-
nize a few keywords related to the tasks and print
out search results onto a screen that was placed next
to the user. For example, keywords like “parents”,
“family tree”, and “ancestry” were programmed to
be recognized for the Obama topic and keywords
like “age”, “habitat”, and “food” were programmed
to be recognized for the Dinosaur topic. Once one
of these keywords were spoken by the user and rec-
ognized by the algorithm, a corresponding snippet
of information, relevant to the keyword, would be
displayed on the screen, as a search result. This was
done to provide the users some positive feedback
during the interaction. These information snippets
were all found using the website resultstoexcel.com
4, which displays search results for a query and al-
lows you to download the first 10 search results to
an excel file. The downloaded excel file included
a lot of columns containing information like the
first few lines of text on the website of the search
result, the url of the search result and the name of
the website. The column containing the first few
lines of text from the website’s search results were
printed out onto a screen next to the user by the
systems’ algorithms when they were recognized.

4URL to website https://resultstoexcel.com/

As mentioned before, the system was completely
closed-knowledge domain. Thus, it was kept of-
fline.

3.2 Participants
A total of 35 participants (23 boys and 12 girls)
were recruited for the purpose of this experiment.
The ages of the participants ranged from 9 to 12
years. Several schools across the Netherlands were
reached out to via email or phone to establish
contact and recruit participants. Schools that
were contacted were either international schools
(where the language of instruction was English)
or bilingual schools (where the language of
instruction was both Dutch and English), as the
researcher was proficient only in English and
needed to recruit participants who were also
proficient in English. In the end, two schools,
one in The Hague and one in Amsterdam, agreed
to participate in the research. There were 35
participants recruited in total, 17 being from the
school at The Hague and 18 from the school in
Amsterdam. Prior to participating in the research,
all the candidates had to get consent from their
parents and/or guardians. The consent was granted
through signing consent forms that were prepared
by the researcher. The parents and/or guardians
were sufficiently informed about the scope of
the research and what their children would be
doing in the research through the means of an
information brochure, which was also prepared
by the researcher. Through the consent form,
permission to record data and audio was also taken.
The information brochure and consent forms
had been reviewed and approved by the Ethics
Board of the University of Twente, prior to their
distribution.

3.3 Conversational agent
The conversational agent used to carry out the
study was a Furhat robot. 5 The Furhat robot
is a social robot that possesses the ability to
display “human-like expressions” and can carry
out advanced conversational capabilities. The
algorithms for both system versions were written
in Python and then made to run on the Furhat
robot using its RemoteAPI tool6. The Furhat
robot would take input by listening to the user,

5See footnote 1
6URL to Furhat RemoteAPI documentation

https://docs.furhat.io/remote-api/



Figure 3: Furhat Robot

convert the speech to text, run the ELIZA or
Qulac algorithm, generate a response based on
the algortihm’s program and then convert that re-
sponse back from text to speech for the user to hear.

3.4 Pre-experiment procedure

Prior to participating, the participants and their
legal guardians were informed about the contents
of the research through an information brochure
and their parents/legal guardians were requested
to sign consent forms if they wanted their child to
participate in the research. They were also asked
if they consented to having their child’s data and
audio recording collected during the research.
They were also made aware that there was a STOP
procedure in place and that their child was able to
stop or end the participation whenever they wanted.
All the steps of the research were presented to the
Ethics committee of the University of Twente and
were conducted with their approval.

3.5 Experiment procedure

The experiment procedure was conducted in the
following way. The participant was invited into
the room and requested to sit on the seat facing
the Furhat. The primary investigator (PI) explained
to the participants that the goal of the session was
to talk to the robot to complete a search task that

would be given to them. The participant was in-
formed that the robot was not "very smart" and
so they should try to be as clear and expressive as
possible when talking and asking questions to the
robot. The PI also informed the participant that if
the robot found a search result, it would display it
on the screen next to the robot. The PI then asked
the participants if they had any questions or doubts.
The PI also informed them that the participants
were free to end the session at any point, using the
STOP procedure. If the participants had no ques-
tion, the interaction session would begin. The PI
provided them with the search task and instructed
them that they had five minutes to talk to the robot
to complete the task. The PI requested the partici-
pant to start with a specific statement to begin the
interaction with the robot- if the task was about
Obama, this sentence was “I want to search about
Obama” and if the task was about dinosaurs, the
sentence was “I want to search about dinosaurs”.
Once the participant was ready, the PI started the
timer and allowed the participant to begin speaking
with the robot. The PI would also start recording
the audio of the interaction if the parents/guardians
of the participant had consented to it and if the
participant was also comfortable with it. If the par-
ticipant was not comfortable with being recorded,
no audio recording would be taken, despite the
consent that the parents/guardians had granted. Af-
ter the participant was done with the interaction
session, they were asked to fill in a questionnaire
to evaluate their experience with the robot. The
form contained questions in the form of a Smiley
Face Likert scale. The choice to use a Smiley Face
Likert scale was made after referring to well cited
literature supporting it as a good way of having
children make evaluations.[13] [14]. Once they
had completed the form, they had a short interview
conducted where they were asked to answer ques-
tions qualitatively about their experience with the
robot. This marked the end of the first session.
After a 2-3 minute break, this procedure was re-
peated. This time, the participant would interact
with a different version of the robot and would be
given a different search task to work on. At the
end of the second session, they would be asked
to fill out another questionnaire and would have
another qualitative interview conducted. At the end
of the second session, they would be asked which
version of the robot they preferred. This marked
the end of the experiment. This entire procedure



was repeated for every participant. Fig.4 shows a
step-by-step flowchart of the experiment procedure.
The versions and search tasks were determined in
advance by the PI. There were a total of four com-
binations of topics and systems decided on the for
the experiment It was as follows-

• Combination 1- ELIZA system with the
Obama topic first and Qulac system with the
Dinosaur topic second

• Combination 2- ELIZA system with the Di-
nosaur topic first and Qulac system with the
Obama topic second

• Combination 3- Qulac system with the Obama
topic first and ELIZA system with the Di-
nosaur topic second

• Combination 4- ELIZA system with the
Obama topic and Qulac system with the Di-
nosaur topic

This order was repeated after every four partici-
pants.

Figure 4: Step-by-step proceducre of the experiment

3.6 Post-experiment procedure
After the experiment concluded, the participants
were asked if they had any questions. After that,
they were de-briefed about some deception that had

been used for the sake of the research. They were
made aware of the fact that the CA was made to
appear “smart”, by having them ask questions on
the specific topics of Barack Obama and dinosaurs.
They were informed that if the robot had asked
them questions about any other topics, it would
have not been able to respond the same way and
would not fetch results.

3.7 Measurements

The participant responses of two questionnaires
were used to carry out the quantitative analysis of
the research. The first questionnaire included ques-
tions about the first version the participant tested.
These questions had been taken from the likeabil-
ity section of the Godspeed questionnaire, a ques-
tionnaire which was developed to measure users’
perception of robots [15].The questions could be
answered in the form of a 5-point smiley face Lik-
ert scale [14].An example of the type of question
from the first questionnaire can be seen in Fig. 5.
The second questionnaire asked the participants to
fill out the likability section from the Godspeed
questionnaire for the second version of the CA they
interacted with. The second questionnaire had two
additional questions, which asked participants to
rate each version they interacted overall on a scale
of 1 to 10 with on a smiley face Likert scale. Fig. 6
shows the way the participants were asked to fill in
the overall rating for each version. After the partic-
ipant completed filling in the questionnaires, they
had a short interview conducted. The interview
part of the session was done to collect qualitative
results. The following questions were asked in the
interviews-
Interview questions- After each robot

• What did you think of this version of the
robot? Why?

• Would you like to use this robot to search for
information online? Why or why not?

• What did you not like about the robot?

• Would you want to change something about
the robot? If so, what?

• Did you not like the topic or the version of the
robot that you used?

Interview questions- After seeing both robots



• Which version of the robot did you prefer?
Why?

• Did you notice a difference in the way the
robot talked to you and asked questions in
both the versions?

Audio recordings of the session were taken if
the participant and their legal guardian had given
consent. Other than that, the algorithm running
logged all the things that were said in the sessions
in a text file and recorded the rounds of interactions
as well.

Figure 5: Example of question from the questionnaire
assessing likability using smiley likert scale

3.8 Analysis

As mentioned above, the data collected during the
research was both qualitative (interview questions)
and quantitative (questionnaire responses). The
quantitative results were processed by using the re-
sponses from the questionnaires and turning them
into numeric scores. There were two main data-
sets prepared- 1) a data-set containing an aver-
aged out scores from the likability test for each
version tested by the participant and 2) a data-set
containing the overall version scores that the par-
ticipants filled in the second questionnaire. These
scores were grouped by version type(ELIZA or
Qulac).Then a Wilcoxon Signed Rank Test was
performed on both these data-sets to determine
whether there was a statistically significant prefer-
ence for either version[16]. There were 70 total
scores with 35 scores for the Qulac and ELIZA
version each.
The qualitative data collected was analyzed by per-
forming a thematic analysis. The responses of the
interviews were also used to calculate a percent-
age statistic for the preference in versions by the
participants.

Figure 6: Example of question asking user the
overall score for a system version (Fox(Eliza-
Obama), Cow(Eliza-Dinosaur), Tiger(Qulac-Obama),
Rabbit(Qulac-Dinosaur)

Figure 7: Boxplot data visualization for Preference of
versions



Figure 8: Version preference (based on responses in the
interview)

4 Results

4.1 Results for overall version rating scores

The final rating scores that participants(N=35) gave
to both versions of the CA was used to analyze the
version preference. The data distribution of scores
for both versions can be seen in the box plot in
Fig7, which was obtained using the ggpubr pack-
age in R. The median score value for the ELIZA
version(median=3) was the same as that of the
Qulac version(median=3). Since the data collected
from the participants is paired, a Wilcoxon Signed
Rank Test[16] was carried out in the R software to
see if there was a statistically significant preference
in the version that the participants used. Using the
wilcox.test() function with the data gave a result
of T = 254.5, z = −1.168, p = 0.2427. Since the
p-value is more the α = 0.05 value, there is no
statistically significant difference in the preference
scores of the versions
In addition to the questionnaire, the participants
were also asked a few questions in an interview af-
ter every interaction. After they had interacted with
both versions, they were asked which version they
preferred talking to and which topic they preferred
talking about. The results from the interviews show
that 60%(21 out of 35 participants) preferred the
Qulac version and 40%(14 out of 35 participants)
preferred the ELIZA version. The combination
preference between the four possible combinations
was highest for the Qulac-Dinosaur version (with
34.2%), as can be seen in the Fig. 8 above.

4.2 Results for likability scores from the
Godspeed Questionnaire

Scores from the likability section of the ques-
tionnaire were used to determine if there was a
difference in likability between the two versions.
The likability data for both versions can be
seen in the boxplots in Fig.9 which was also

Figure 9: Boxplot data visualization for Likability Score
of versions

obtained using the ggpubr package in R. The
median score value for likability for the ELIZA
version(median=1.6) was again the same as the
Qulac version(median=1.6). Since the data for
likability was also paired, the Wilcoxon Signed
Rank Test[16] was carried out in the R software to
see if there was a statistically significant preference
in the likability between the versions. Using the
wilcox.test() function with the data gave a result
of T = 244, z = −0.2269, p = 0.8205. Since the
p-value is much higher than the α = 0.05 value,
there is no statistically significant difference in the
likability scores of the versions

4.3 Thematic Analysis

A thematic analysis was performed the results of
the participants(N=35) interviews to identify recur-
ring themes and patterns related to their interac-
tion experience with the CA. The following themes
were the most common from the responses.

4.3.1 Ease of use
Most of the participants (97%; 34 out of 35 partic-
ipants) mentioned the fact that they would prefer
talking to at least one version of the conversational
agent like Furhat, over typing out information us-
ing an iPad or a laptop. Among the 97% of par-
ticipants, 71%(25 out of 35 participants) said they
would prefer talking to both versions of the con-
versational agent over typing. They gave several
reasons for it, including- it being “quicker than typ-
ing” and that it asked them questions back. A few
participants(11.4%; 4 out of 35 participants) also
mentioned that they felt as though they had a friend
they were talking to, who was helping them out.
There were participants who had been diagnosed
with ADHD who mentioned that searching for in-



formation online was harder using a computer, and
if the CA was made smarter, it would be “easy” for
someone with ADHD to find information by speak-
ing to a CA. A couple of participants (5.7%; 2 out
of 35 participants), whose first language was not
English, said that they would prefer speaking to the
CA over typing as they were not fluent in English
yet. While most participants said they preferred
using the CA to searching for information through
a computer, there were a few exceptions. A few of
the older participants said they preferred the CA
less than using computers. Their reasons for this
included them saying they could find images and
search through different websites if they just used
a computer.

4.3.2 Difficult words
A few participants (11.4%; 4 out of 35 participants)
reported back that the CA sometimes used words
like “query” that were a little complicated for them
to understand. This influenced the way they felt
about the CA and gave lower scores in the ques-
tionnaires to the versions of the CA where they
encountered more of these words.

4.3.3 Redundant questions(ELIZA and
Qulac)

In the interview, a few participants(8.57% ; 3 out
of 35 participants) reported that the versions of the
CA sometimes kept asking them questions, despite
them having stated what they wanted. They some-
times found this bothersome. Participants said that
they would have preferred it if the CA had "listened
better".

4.3.4 Didn’t understand what I wanted to
search(Qulac)

An issue that a few participants (17.1%; 6 out of 35
participants) reported about the Qulac version of
the CA was that it was difficult for it to understand
what they were saying. They reported that instead
of responding to what they wanted, the version
would “keep jumping to other questions” and “go
further away”. Some participants stated that they
felt the system was “unresponsive” to what they
were saying.

4.3.5 Understood what I wanted to
say(ELIZA)

A few participants(5.71%; 2 out of 35 participants)
stated a preference for the ELIZA version of the
CA as it asked simpler questions and its “replies
were clearer”. Some participants said during the

interview that they were able to “make more of a
connection” with the ELIZA version of the CA.

4.3.6 Random/Vague questions (ELIZA)
While there were participants that enjoyed talking
more to the ELIZA for its simplicity and clarity, a
lot of other participants (14.2%; 5 out of 35 partici-
pants) directly mentioned that they found it asking
a lot of vague and confusing questions. Participants
reported that the ELIZA system sometimes kept
repeating itself. They also talked about how the
system can “distract” and go off-topic often.

4.3.7 Prompts good questions(Qulac)
Participants that liked the Qulac version more said
that they liked how the Qulac system prompted
them more questions(5.71%; 2 out of 35 partici-
pants). They said that they liked how it “asked
more specific questions” than the ELIZA version,
did not go “off-track” and asked questions about
the topics they wanted to talk about. They found
the clarification questions that the system suggested
helpful as it would ask different kinds of questions
around the same topic.

4.3.8 Other
Other comments from the interviews included how
the participants preferred that the system printed
out just one search result instead of having to scan
through thousands of search results like Google.
When participants were asked in the interviews
whether they noticed a difference in the two ver-
sions of the CA, only a few(2 out of 35 partcipants)
could correctly notice the difference.One of the
participants who did notice a difference said that
the Qulac version of the CA "went further" with
its questions, and the ELIZA version "came back"
to the participants question. The partcipant who
noticed this difference also said that they would
like to use the Qulac version to find out more about
a broad topic(they gave the example of US pres-
idents) as the Qulac system asks several relevant
questions. And they would prefer using the ELIZA
version for specific information (they mentioned
“in-depth searching”) as it would ask more open-
ended questions that would prompt the participant
further.

5 Discussions and Conclusion

5.1 Discussion
The results from the study show that participants
in this study have a preference for the Qulac ver-



sion of the CA, as 60% of the participants said that
they preferred it over the ELIZA version. But these
results were not statistically significant, as shown
by the results of both of the statistical tests per-
formed for this study. However, it can be seen that
there were a few reasons that the participants pre-
ferred the Qulac version over the ELIZA version,
which included- prompting good query suggestions
relevant to the topic in the form of clarification
questions, staying on topic of the search task and
not repeating itself. But there were reasons why not
all participants preferred the Qulac version. These
included reasons such as them not feeling heard by
the Qulac version and the Qulac version asking the
participants long, complexly-worded questions. Par-
ticipants that did state a preference for the ELIZA
version more reported feeling more "heard" and
found its questions easier and simpler. Thus, it
can be seen that both versions have their strengths
and flaws. Both versions proved to be useful in
different ways.

5.2 Limitations

The preference for the versions was influenced di-
rectly by how the algorithms for the different ver-
sions were programmed. The algorithm for the
Qulac version was much simpler than the ELIZA
version, as the Qulac version had a set number of
clarifications questions that it asked every time,
regardless of what the user said. The ELIZA ver-
sion was more intricate in its programming. Its
responses and overall level of interaction could
have been improved if more time was spent work-
ing on the algorithm and if more pre-testing had
been done, before conducting the sessions with the
participants.
Another point of improvement would be the Obama
search task. Several participants did not know who
Barack Obama was. Although they were given
enough information about Obama before starting
the search task, many participants stated that they
would have preferred another topic to search in-
formation on. This is reflected in the data too,
where the Obama versions are the versions with
the lower preference,as is shown in Fig.8. Topics
that participants would have preferred instead of
the Obama topic included geography, outer space,
climate change and the environment. As one partic-
ipant put it, a more “universal” topic may have been
better suited as there are “a lot of people who do
not know who Obama is outside the United States.”

Other than the topic, the search task could have
also been framed to be something simpler. Few
participants struggled with understanding the term
“personal family history” from the Obama task de-
scription.
All the participants were asked to start off their
queries by either saying"I want to search about
Obama" or "I want to search about dinosaurs".
This was done to start off the interactions in the
right direction, with the focus on the topic of the
search task. But doing this did influenced the natu-
ralness of the conversation that the participants had
with the CA.
Another limitation was the search results displayed
influencing the final preference participants had
with the CA versions. There was one instance
where a participant preferred one version of the CA
over the other because it returned more search re-
sults. This however was not always the case. There
were cases where participants got search results
with one version of the CA and no search results
with the other and still ended but preferring the
version of the CA with no search results, due to the
interaction style it had.

5.3 Further Research
Improving the ELIZA algorithm by getting rid of
some of the issues mentioned before could lead to a
different outcome if this study was repeated again.
Also,developing an algorithm that combines the
best parts of both the versions might be interesting
to explore. The algorithm for example, could alter-
nate between the ELIZA style of questions and the
Qulac style of questions. The performance of this
algorithm could then be compared against the per-
formance of Qulac and ELIZA versions in assisting
children in query formulation and information re-
trieval.
As discussed in the thematic analysis, a participant
suggested that they would prefer using the Qulac
version for exploring more broad topics that they
are unfamiliar with (giving the example of Amer-
ican Presidents) and the ELIZA version for more
specific information to do more "in-depth search-
ing". A study could be set-up to research this-
whether children have a specific preference for the
version of CA(Qulac vs ELIZA) for different types
of information retrieval tasks (broad vs specific).

5.4 Conclusion
The goal of this bachelor assignment was to inves-
tigate the preference in interaction-style of a con-



versational agent that helps the children complete
information retrieval tasks. Through the means of
an experiment, it was determined that the partici-
pants of this research study showed a preference
for the Qulac version, a system-driven version that
posed closed-ended clarification questions in the
form of query suggestions relevant to the search
task, over the ELIZA version, a user-driven ver-
sion that posed open-ended clarification questions.
Although these results were not statistically signifi-
cant, the findings from the research provide many
insights into the different aspects that children find
important when they interact with a conversational
agent to complete information retrieval tasks.
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