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Abstract

Artificial intelligence (AI) has demonstrated its considerable influence on every as-
pect of human life. However, algorithms are getting rather complex, and there are
more black-box models as tasks that AI deals with increase and become more com-
plex. Therefore, the eXplainable AI (XAI) attempts to solve this problem by making
the algorithm understandable and trustworthy for human beings. Although numer-
ous explanation methods are provided, most answer the Why question (why does
the algorithm generate such decisions) from the technical experts’ view. In contrast,
the leading target group of explanations for AI is non-technical end users. As the
calling for human-centered XAI gets stronger, researchers have proposed a set of
requirements and design guidelines for human-centered XAI. However, these re-
quirements merely stay at an abstract level and have not gone into a detailed design
context. Only limited research provides clear guidance on how to implement and ful-
fil those instructions, nor does much research present the actual practice in design
work. Moreover, the evaluation research for the current human-centered XAI still
needs to be enriched. This thesis work cooperates with the company EatMyRide
(EMR) which assists cycling enthusiasts in customizing and evaluating their nutri-
tion plans. This research aims to make the working principles and algorithm of the
application more understandable and trustworthy so that users will stick to this appli-
cation. The main contribution of this work is that it will compensate for the deficiency
of authentic practice and evaluation of human-centered XAI in an actual design con-
text. There will be research on the current EMR application and interviews for its
potential users to acquire more profound insights, especially regarding the aim of
this thesis. Based on previous findings, the practice of human-centered XAI will
be presented as new user interfaces in low-fidelity and high-fidelity prototypes, and
user testing will be conducted to evaluate the effect of the design work. The design
practice and evaluation based on the findings from the literature review and pre-
vious research are the main contributions to the current human-centered XAI field
because it implements the XAI guidelines and evaluates the real effects of the actual
practice. After that, the paper delivers discussions and conclusions regarding the re-
search questions, the limitation of this thesis work, and insights and suggestions for
future explorations.
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Chapter 1

Introduction

1.1 Motivation

Artificial intelligence (AI) gradually shows its importance in numerous aspects of hu-
man society [1]–[8]. The need for explaining the machine learning (ML) models and
algorithms has grown dramatically in past decades because people are reluctant to
accept the result if there is a lack of transparency, interpretation and trust in those
models [9]–[11]. Therefore, the concept and aim of eXplainable AI (XAI) have been
proposed by numerous scientists, and the research on XAI has increased rapidly
in past decades [12]–[17]. Many XAI methods such as local interpretable model-
agnostic explanations (LIME) [18] and Shapley additive explanation (SHAP) [19] are
trying to solve the Why question ( why does the algorithm/system generate such
decision) in an algorithmic and expert perspective by providing the importance and
influence level of each feature input, which is not friendly and easy for non-technical
lay users [10], [20], [21]. Therefore, the calling for human-centered XAI has devel-
oped fast in recent years [22]–[24]. Many principles, regulations and design guide-
lines are proposed to fill the gap and formulate the outline. However, these require-
ments merely stay at an abstract level and have not dived deep into the fundamental
design context. For example, there is only limited research that provides detailed
guidance on how to implement and fulfilled human-centered XAI requirements, nor
does much research present the actual practice or evaluation of human-centered
XAI in design work [14], [25]–[28]. It can be concluded that current human-centered
XAI research still lacks actual case practice and evaluation. Therefore, the motiva-
tion of this thesis research falls into the scope of implementing the human-centered
XAI instructions into a real design case with corresponding evaluation methods to
measure its effectiveness and trustworthiness.

1



2 CHAPTER 1. INTRODUCTION

1.2 Goals of the Assignment

This thesis research aims to fill the gap between theory and practice, practically
implementing the human-centered XAI guidelines into a tangible design context. It
attempts to fulfill the requirements of human-centered XAI proposed in past studies
to improve the overall user experience (UX), trust and understanding of a product.
Besides, the research will evaluate the performance of human-centered XAI after
finishing the design work. This thesis cooperates with the company EatMyRide
(EMR) which assists cycling enthusiasts in personalizing and evaluating their nutri-
tion plans. The requirement from the company is to design the user interface (UI)
for the EMR application based on XAI principles so that users can understand the
reason behind recommendations from the system. The logic is that by implementing
XAI approaches, users will be more inclined to provide valuable and precise data to
the EMR application, which will benefit both the company and users. On one side,
cyclists will get more personalized and suitable recommendations to improve their
cycling performance and health condition. Conversely, the company will get more
detailed and valuable data to improve the algorithms and UX.

1.3 Research Question

How do we implement human-centered XAI methods in a practical design case to
match users’ needs, and improve their understanding and trust in the algorithm?

1. How to figure out users’ perception of the current EMR application?

2. How to enhance or correct users’ current understanding of the EMR applica-
tion?

3. How to evaluate the results and effects after implementing the human-centered
XAI?

1.4 Report Organization

The thesis report consists of six chapters and three appendixes. Chapter 2 provides
a detailed description and analysis of the XAI with a conclusion of methods that will
be used in the later research. Chapter 3 analyzes the current state of the EMR
application, which includes research on the EMR application, and the expert, user,
and target mental model analysis. This chapter also answers Research Question
1. Chapter 4 and 5 include the low-fidelity and high-fidelity prototype design and
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evaluation, which answers Research Question 2 and 3. Chapter 4 focuses more
on the human-centered XAI design, whereas chapter 5 addresses the evaluation.
Both chapters include the design and evaluation results and analysis. Chapter 6
presents the overall answers to research questions and the analysis of the limitation
of this thesis research. Lastly, Chapter 7 concludes the work and provides some
suggestions for future research in this direction.
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Chapter 2

Literature Review

This chapter presents a literature review on current XAI and its evaluation meth-
ods, which includes 1) the definition of explanation 2) the reason why explanation is
needed 3) the reason why current AI applications lack explanation 4) the aims and
principles of XAI 5) different XAI methods and the way to approach them. Besides,
the literature review also includes an elaboration of human-centered XAI precisely.
It contains the definition and methods to achieve human-centered XAI, followed by
evaluation approaches and practical design guidelines. Finally, a conclusion will
summarize design guidelines and evaluation methods that will be practiced in later
research.

2.1 Background

AI has demonstrated its increasing importance in different fields such as health-
care [1], [2], finance [3], military [4], [5], legal [6], transportation [7], [8] by solving
complex problems, which makes it indispensable for human society [29]. However,
the sophistication of AI algorithms prevents users from figuring out their inside work-
ing mechanism, which causes security and trust problems in highly concerning ar-
eas mentioned above. As humans are reluctant to accept techniques that are not
transparent, interpretable and trustworthy [10], the requirement of ethical AI is in
growing demand and the concept of XAI is proposed to solve this problem [9]. How-
ever, only a few prototypes have implemented this theory during the past decades,
while there are numerous proposals for making AI more transparent [30], [31]. The
reason why current products lack the interest to put explanations into effect could be
argued as follows [14]:

- It is hard to implement abstract-level XAI guidelines into variant and complex
real-world scenarios

5



6 CHAPTER 2. LITERATURE REVIEW

- Some XAI requirements are contradicted by real-world situations. For exam-
ple, it is hard for mobile applications to merge many explanations within a
limited space

- There is a lack of guidance about how to integrate explanations to already-
existing UIs

- Many companies tend to use opaque algorithms such as deep learning

2.2 Explainability

There are various definitions of explainability and descriptions of what makes a good
explanation from both algorithm and social aspects. Miller [32] summarizes that ex-
planation is capable of enabling users to simplify and narrow down their observa-
tions and facilitating users to build a general model for future repetitive use. Abdul
et al. [13] define explainability as transparency, interpretability, trust, fairness and
accountability. However, the terms interpretability and explainability of AI are of-
ten misused in different literature [33]. Interpretability is more passive, meaning the
AI Model is understandable for humans. In contrast, explainability is more active,
denoting behaviors or actions executed by the model to explain to users what is
happening. Moreover, Gilpin et al. [34] argue that explainability is broader than in-
terpretability. They prompt that interpretability is the ability that systems can gain
users’ trust and provide users with the causes of some actions, whereas explain-
ability gives users space to interact, for example, by answering specific questions
and providing underlying reasons. It is not hard to find that an XAI system not only
includes explainability, but also covers interpretability simultaneously, meaning that
both active interactions and passive explanations exist in a single system.

To a more social-science and theoretical level, Miller [32] takes explanation as
an answer to a WHY question, which fits the theory put up by Halpern and Pearl [35]
that a good explanation should provide 1) users new knowledge 2) the possible
reason of a specific result. Beyond this, Miller [32] also concludes that good ex-
planations should 1) be contrastive (why doing X instead of Y) 2) have preferences
(explanations should be selected because not all principles should be explained)
3) lean to socialization. Taking the second feature preference further, explanations
that are too complex are improbable to be accepted by users, according to the re-
search by Herlocker et al. [15]. Like Schaffer et al. [36] who conclude that numerous
detailed explanations negatively influence users’ confidence, patience and overall
experience because users already have a certain level of trust for AI. The same
opinion put up by Doshi-Velez and Kim [37] that explanation is only needed when
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there is a mismatch between users’ perception and results from the system, or the
explanation lies in a new field and has a profound impact.

2.3 Goals and Requirements of XAI

The XAI need some clear goals in order to have basic principles of dos and don’ts.
According to Dosilovi et al. [11], since there is a trade-off between the performance
and transparency of AI models, which means decreasing the complexity will gener-
ally lower the accuracy of the AI, the XAI is prompted to leverage the current situation
with two aims that are 1) improving the explainability of AI models while preserving
their accuracy, and 2) making sure humans (especially non-technical users) under-
stand how the model works and trust the results provided by algorithms.

From an abstract and algorithmic point of view, Samek et al. [38] point out that
XAI should let people quickly figure out underlying working principles of the algo-
rithm by extracting essential knowledge from AI under regulations from laws. It
stresses that only necessary knowledge should be explained in an easy-to-understand
way for users to learn the working principles of the system.

Other than goals and principles on the AI expert level, prior work simultaneously
pays attention to the XAI from a social aspect. Work of Wachter et al. [39] describes
the primary aims of XAI that are 1) ”to inform and help the subject understand why
a particular decision was reached” 2) ”to provide grounds to contest adverse de-
cisions” 3) ”to understand what could be changed to receive a desired result in
the future, based on the current decision-making model.” Meanwhile, FAT(Fair, Ac-
countable, and Transparent algorithms) academics also focus on the lay users of AI
products. It gives the explainability in ML that ”is to ensure that algorithmic deci-
sions, as well as any data driving those decisions, can be explained to end-users
and other stakeholders in non-technical terms.” Same as the aim of the XAI given
by D. Gunning is that ”XAI will create a suite of machine learning techniques that
enables human users to understand, appropriately trust, and effectively manage the
emerging generation of artificially intelligent partners” [40]. The insightful point is
that the XAI should be able to correct non-technical users bias and inform them how
to get a better result in the future practice.

However, although some work notices the importance of XAI at the society level,
current existing works still primarily focus on explanations generated by an algorithm
to technical-background staff instead of applying a user-friendly approach that ad-
dresses usability, interpretability and understandability for lay users. Most of whom
could have a less or non-technical background in the actual operational context, nor
do they provide the proof and evaluation for fitting the real-world user tasks [10],
[20], [21]. There is a growing demand to include more human factors in current XAI
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research, which means separating lay users from AI researchers and domain ex-
perts [22]–[24]. It can be seen that a lack of research exists in developing, applying,
and evaluating designs for the XAI domain at the same time [16], [41], [42].

2.4 Taxonomy

Based on different attributes of ML models, researchers conclude various XAI meth-
ods based on three algorithmic taxonomies [26]:

- The model itself is interpretable or not (which indicates black-box or white-box
model)

- Interpretation based on the global or local scope

- Model-specific or model-agnostic

For the first taxonomy, if the model itself is interpretable, it has high transparency,
such as Decision Trees, K-Nearest Neighbor, Rule-based Inference, Bayesian Mod-
els, and Linear Regression. Users themselves can easily understand these models,
and post-hoc methods like explanation by simplification, explanation by feature rel-
evance, and visual explanation can also be applied to explain in more detail. For
the black-box model, the model itself is opaque and too complex to understand,
such as Support Vector Machine, Convolutional Neural Network, Ensemble Method,
Recurrent Neural Network, and only post-hoc methods can be used.

For the second taxonomy, global interpretability indicates the whole logic and
reason of the model, which can be implemented with different results. Local inter-
pretability facilitates understanding some outcomes generated locally, and it cannot
be applied to explain other possible results acquired from different places. Global
model interpretation via recursive partitioning called (GIRP) was proposed by Yang
et al. [43], and Nguyen et al. [44] proposed an approach based on activation max-
imization. For local interpretability, the well-known one named local interpretable
model-agnostic explanations (LIME) as a surrogate model is proposed by Ribeiro
et al. [18]. Another counterfactual approach is made by T. Miller [32], which is an
example-based explanation method.

The last taxonomy focuses on whether the XAI method could be implemented on
different ML models or only on the specific one. For the model-agnostic method, ex-
planation by simplification approach like rule-based learner mishra2017local can be
applied as well as Shapley additive explanation (SHAP), which is a game-theoretic
approach that uses Shapley value to measure the importance of different features
of the data [19].
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Another algorithmic taxonomy mentioned by Zhu et al. [10] categorizes different
algorithms into two dimensions: reactive or deliberative (See Fig. 2.1). They claim
that the XAI in the reactive process is to inject explainable notes which are created
by the deliberative process, and it provides post-hoc analysis at the same time. The
XAI in the deliberative process is to make the model easier for humans to control.
”It is a reduction, reorganization, or reframing of the complex into something under-
standable that maintains the transparency and introspection of the model.” Overall,
this taxonomy is relatively straightforward and can be taken as a detailed explanation
of the taxonomy ”The model itself is interpretable or not (which indicates black-box
or white-box model).” Compared to the work done by Zhu et al., a detailed graph
(See Fig. 2.2) prompted by Wang et al. [45] indicates not only different kinds of
human and XAI reasoning but also the links and connections between them, which
provides a more logical and clear picture of how XAI works.

Figure 2.1: Mapping Deliberative AI/ML Techniques to Reactive Processes
Reproduced with permission [10] ©[2018] IEEE.

Apart from the taxonomy mentioned above, Miller’s research [32] stresses the
human factor and socialization in the XAI. The research work proposes three factors
for explanations that 1) people usually ask why B does not happen instead of why
A happens 2) explanations should focus on two or three causes instead of all the
possible factors 3) there should be a balance between explanations generated by al-
gorithms and users’ mental perceptions. Miller’s finding emphasizes the importance
of the post-hoc explanation methods in XAI, which can be a reference for further
human-centered XAI analysis and design practice.

Another researcher Lipton [17] also demonstrates that “To the extent that we
might consider humans to be interpretable, it is post-hoc interpretability that applies.”
However, there should be a balance between explainability and cost effort. Bunt et
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Figure 2.2: Conceptual Framework for Reasoned Explanations
Red arrows for how theories of human reasoning inform XAI features, and grey for
inter-relations between different reasoning processes and associations between

XAI features. Reproduced with permission [45] ©[2019] ACM.
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al. [46] found that “While some users were interested in accessing more information,
the dominant responses were that the applications were sufficiently transparent, or
that the cost of viewing an explanation would outweigh the benefit,” which doubts
the necessity of applying XAI method to explain the low-cost or unimportant result.
Work done by Kulesza et al. [47] also draws attention to the proper usage of XAI,
“when soundness was very low, user experienced more mental demand and lost
trust in the explanations, thereby reducing the likelihood that users will pay atten-
tion to such explanations at all.” It can be concluded that the XAI for non-technical
users should be highly concise and compact with only two or three critical factors
explained. Otherwise, users will lose interest and trust in the explanations and the
whole system, which is exactly the opposite aim of XAI.

2.5 Human-Centered XAI

The last section presents different XAI taxonomies and detailed methods to achieve
explainability in AI. Since numerous XAI techniques focus on an algorithmic intuition
rather than a user-centered view, the calling for human-centered XAI gets stronger
[32]. This section will present content about the requirements and goals of human-
centered XAI with approaches to implement it and evaluate the results in the real
design context.

2.5.1 Definition and Goal

As mentioned before, most XAI work neglects users’ perspectives and needs [48]–
[51]. For example, methods like SHAP lists all different features used in the predic-
tion and their corresponding importance and contribution levels [52]. However, it is
worth questioning whether merely listing features with different values can satisfy
the users’ needs, which is to answer questions such as why it does this and why
does X instead of Y.

In order to close the gap and bring more social and psychological elements to
current XAI, it is necessary to bring human-centered approach and cross-field meth-
ods to XAI domain [45]. Although there are many open-source XAI toolkits online,
it is difficult to bring them to real-world practice, which means to bridge the users’
needs and theoretical guidance, and this mission often falls to the UX designers [25].
The work by Liao et al. [25] attempts to fill the gap according to Miller’s definition of
explanation, therefore, they propose an XAI question bank (See Fig. 2.3) specifically
for lay users, which is valuable to build users’ mental models and for future user re-
search use. Similarly, Hoffman et al. [23] also draws a table (See Fig. 2.4) that links
users’ questions and learning aims together.
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Figure 2.3: XAI Question Bank
With leading questions in bold, and new questions identified from the interviews

with * Reproduced with permission [25] ©[2020] ACM.

Figure 2.4: Triggers and Users’ Goal
Reproduced with permission [23] ©[2018] [Shane Mueller].
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However, these questions lack the illustration of the relation between lay users’
and experts’ mental models as the algorithms are developed by experts and follow
the experts’ cognition. A mental model can be regarded as one’s understanding of
the AI system the XAI context [23]. Question-driven framework steps from users’
motivation for explanation and is used to develop the expert system [53], [54], there
should be some analysis for expert mental model to sufficiently understand and
close the gap between them. Therefore, human-computer interaction (HCI) endeav-
ors more efforts in the XAI field to build a complete loop by building the models
of all roles involved in different design stages [48], [55]. The work of Eiband et
al. [14] maps five different stages with corresponding roles, questions, aims and ap-
proaches, which builds models for both experts and lay users to find a consensus:

- What to Explain: Expert Mental Model What happens to the best of our
knowledge? What can be explained? What does an expert mental model of
the system look like?

- What to Explain: User Mental Model How do users currently make sense of
the system? What is the user mental model of the system based on its current
UI? How does it differ from the expert mental model?

- What to Explain: Synthesis – Target Mental Model Which key components
of the algorithm do users want to be made transparent in the UI? To what
extent are users actually interested in the rationale behind the algorithm?

- How to Explain: Iterative Prototyping How can the target mental model be
reached through UI design? How and where can transparency be integrated
into the UI of the system?

- How to Explain: Design Evaluation How has the user mental model been
developed? Has the target mental model been reached?

Moreover, Hoffman et al. build a more comprehensive model, including the whole
reaction loop with users and XAI (See Fig. 2.5), which is valuable for analyzing the
requirements and evaluation methods of XAI stepping from users’ perspective. They
claim that a good explanation should satisfy users needs so that it helps users build a
good mental model and gain users trust in the AI by assisting users in understanding
and operating the system. At a macro level, Tintarev [56] put up human-centered
XAI goals should not only focus on the users’ model but the overall picture, which are
transparency, scrutability, trustworthiness, persuasiveness, effectiveness, efficiency
and satisfaction. The following sections will elaborate on how to achieve human-
centered XAI in a more precise and detailed manner.
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Figure 2.5: A conceptual model of the process of explaining in the XAI context
Reproduced with permission [23] ©[2018] [Shane Mueller].

2.5.2 Requirement and Method

According to Nguyen et al. [44], the XAI requirements denote that the AI system
should provide at least one of these functions 1) the understanding of its working
mechanism 2) the visual explanation of its discrimination rules 3) or the possible
causes that could disturb the model. Meanwhile, the work of Liao et al. [25] proposes
more logical and specific requirements of what human-centered XAI should be able
to achieve:

- Let users learn new knowledge of the system. Pay attention to separate things
users already know and build new stuff on it

- Enhance users confidence or help users make hypothesizes of causes about
following decisions of AI, also correct or mitigate users’ own bias

- Involve more users’ interaction and convince users to invest more in the AI
system, such as letting users provide more information and feedback because
”explanations as an integral part of a feedback loop to improve AI performance”

- Mimic how people explain things based on Miller’s theory 1) explanation only
focus on one or two reasons instead of all possible causes 2) explanation
should be in a social and conversational manner

- Follow a progressive way, which means XAI should explain step by step in a
question-driven approach
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- Understand users’ goals and implement XAI in a context-aware background

- ”Help users understand the limitations of the AI, and make it actionable as to
answer Is the performance good enough for....”

Other researchers’ work has proved the above requirements and methods. Ac-
cording to suggestions from Herlocker et al. [15], users are not willing to accept
over-complex explanations, which is also proven by Schaffer et al. [36] that compre-
hensive explanations of a recommendation system have side effects on users’ trust
and overall experience towards the AI.

For context-dependent scenarios, Bellotti and Edwards proposed that context-
aware systems should be able to inform users about ”what they know, how they know
it, and what they are doing with that information” [57]. Explainability scenarios focus
on what users need to understand instead of directly inserting explanations into the
system centered on users’ goals. According to Wolf’s opinion [16], ”Instead of asking
what might an AI system be capable of explaining (a technology-first or solution-first
orientation), a scenario perspective asks: what types of explanation might users
need in the course of using AI systems?” Carroll [58] also proposes similar outlines
that users themselves, their background, their goals, and the sequences of their
actions are four elements of the design scenarios. Therefore, it can be concluded
that XAI technologies should be implemented with specific user goals and aims in
mind in order to fulfill their needs instead of merely explaining algorithms and data
in detail.

As mentioned before, there is an issue in figuring out what type of explanations
users might need. Tullio et al. [59] divide explanations into high-level and low-level
explanations. High-level means explaining how information is related to each other,
which is a more abstract and underlying principle approach, whereas low-level ex-
planation is only about the input information and its calculation. High-level explana-
tions can be taken as an abstraction of the low-level ones. For example, instead of
explaining how algorithms do the exact calculation numerically, human-centered XAI
should inform users of the underlying relationship of different factors and features,
which can be regarded as the reason and logic of the system. Work of Borgman and
Samek [38], [60] also proves that high-level explanations are much easier to modify
users’ mental models and previous beliefs, which is also verified by Liao et al. [25]
that ”the design challenge is to identify the appropriate level of details to explain the
model globally.”
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2.5.3 Evaluation

An important issue that needs to be addressed is the evaluation of XAI, which is
used to answer whether an explanation is proper and good enough among other
explanations. Evaluating the XAI is of critical importance because it can not only
pick up an optimized solution but also improves the personalization of the XAI such
as interactive explanation because the effectiveness of an explanation is partly de-
termined by its recipients and questions asked [13], [61]–[63]. Moreover, the same
explanation may have different effects on different users or even on the same user
in a different understanding process [23], [37]. The need for evaluating the XAI is in
growing demand, however, the work on evaluating the XAI methods is considerably
lower [26].

According to J.S van der Waa et al. [27], the overall user evaluation of XAI ef-
fectiveness should address three aspects 1) system understanding 2) persuasive
power 3) task performance. Their work recommends the evaluation process should
pay attention to the following three items:

- Constructs and relations: the aim and definition of the task should be clear, for
example, the final aim of the work. After figuring out the motivation, the goal of
the evaluation can be clear at the same time.

- Use case and experimental context: the selected use case can have a signif-
icant influence on the conclusion and evaluation, and that is the reason why
quantitative data like age, education, and habits matter. Meanwhile, the envi-
ronment can also influence the evaluation quality. Although online interviews
can provide a large amount of information in a relatively short time, the results
may not be that clear and insightful.

- Measurements: self-reported measures and behavior measure both matter.
Self-reported measures are indicated as more subjective (e.g., users’ per-
ceived understanding of the whole XAI process). In contrast, behavior mea-
sures take a more objective view, which means observing the users’ real be-
haviors and performances to learn their level of understanding.

The last item is given special notice because there may be a difference between
users’ perceived and real understanding. People sometimes overestimate how well
they understand complex causal systems. This situation can be corrected by asking
users to explain their understanding of how the system works [64]–[67]. Therefore,
inquiring about users’ thoughts and feelings is highly recommended. Hoffman et
al. also mentioned this concept: ”It is important that the method provide some sort
of structure or ”scaffolding” that supports the user in explaining their thoughts and
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reasoning. One method is Cued Retrospection. Probe questions are presented to
participants about their reasoning after the reasoning task has been performed” [23].
For instance, questions like Can you describe your understanding of the...Can you
describe the components or process of... should be asked to collect information.
This method works well with counterfactual reasoning, which means it can be used
as a probe to evaluate whether the contrastive explanations are satisfying [68]. Be-
sides, another method Diagramming is also used to measure users’ real mental
model. It effectively conveys their understanding to researchers, which helps ana-
lyze corresponding information in a workflow [69].

As the explanation process model shown in Figure 2.5, there are also other el-
ements that matter in the process of evaluating the XAI, which are 1) Explanation
goodness and satisfaction 2) Measuring mental model 3) Measuring curiosity and
trust [23]. This multi-measurement method is also proven to be effective in Miller’s
research [32].

For the second item Measuring mental model, Hoffman et al. propose a hy-
pothesis that measuring the performance of XAI is simultaneously measuring the
soundness and goodness of the user mental model. Points from their work are sim-
ilar to the suggestions from J.S van der Waa et al. mentioned before, which is to
use Probe questions to let users describe the whole working process or some com-
ponents and functions of the system instead of merely presenting subjective results
from questionnaires evaluation or answers from questions like How will you rate your
understanding level of... from users themselves. Meanwhile, work from Hoffman et
al. also lists some casual links between users’ mental model and performance. The
following two sections will only explain the item one and three.

- Users’ performance will improve after they receive good explanations from the
system

- Users’ performance is an externalization of their inner mental model

- Users’ performance could be affected by their level of epistemic trust, in other
words, the cognitive or deep level of trust.

- Users’ performance will become more reasonable after they receive and un-
derstand the explanations properly

Explanation Goodness and Satisfaction

Based on the table of Triggers and goals (See Fig. 2.4), Hoffman et al. [23] pro-
pose a scale that is used to measure the goodness of the XAI (See Appendix C.1).
This goodness checklist is especially for AI experts to evaluate the goodness of the
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explanations of the system, therefore, its references are different properties of XAI.
For explanation satisfaction (See Appendix C.2), Hoffman et al. conclude several
attributes to measure satisfaction: understandability, feeling of satisfaction, the suf-
ficiency of detail, completeness, usefulness, accuracy, and trustworthiness. These
attributes are determined after the review of other researchers’ work. They develop
a Likert scale after literature reviewing fields like cognitive psychology and philoso-
phy of science. Attributes in that scale are designed to measure elements that can
make a good explanation. The main difference between the Explanation Goodness
Checklist and Explanation Satisfaction Scale is that the Goodness Checklist is for
experts to measure the XAI from different aspects, while the Satisfaction Scale is for
users to evaluate whether the explanation is good and satisfying enough.

Measuring Curiosity and Trust

Measuring curiosity is an essential factor because users’ behavior of seeking ex-
planations is motivated by their curiosity, while good explanations can also improve
people’s curiosity, which is proven by lots of cognitive and psychology research.
When users realize a gap between their understanding and the system, they will ac-
tively seek help from explanations to close it. However, improper explanations could
suppress people’s curiosity in the following forms:

- Explanations that have too many details are overwhelming for people

- XAI system makes it difficult for users to ask questions

- Explanations that have too many uncontrollable or open variables

- Explanations make users feel uneasy because they are complicated or have
too much deep knowledge that needs considerable effort to understand

Another indicator, trust measurement, is of critical importance in computer sci-
ence and cognitive science fields [70], [71]. Researchers have found that the trust
will automatically drop rapidly under time pressure, when systems have suspicious
flaws, or when there are frequent alert alarms. It is rather challenging to rebuild
users’ trust once it has crashed down [72], [73]. In an ideal situation, users’ trust
will gradually grow up as time passes [74]. After reviewing numerous trust measure-
ment scales, Miller et al. have made the Explanation Trust Scale (See Appendix
C.3), which is built on some modifications to Cahour-Fourzy Scale and some ques-
tions merged from other scales. This scale explores whether users trust the system
by measuring the predictability, reliability, efficiency and dependability directly, and it
can also be used for individual testing.
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2.5.4 Design Guidelines

Currently, there is a lack of design guidelines in the XAI field, and many instructions
only stay at the theoretical level rather than dive deeper into real design practice
[25]. According to Moore et al. [75], there are four elements a sound XAI system
should equip with 1) naturalness (explain step by step in a conversational way) 2)
responsiveness (users can put up questions in this system) 3) flexibility (variant
explanation methods) 4) properness (explanations should consider users previous
knowledge and interactions).

Research from Lipton and Gunning [17], [40] also shows that explanations in
natural language with ”analytic (didactic) statements that describe the elements
and context that support a choice” has a noticeable impact on improving users’
understanding of a system. Their work also claims that methods like counterfac-
tual reasoning and explanation by example are more preferred than pure data or
algorithm analysis explanations. This statement is also proven by Miller [12] that
a user-friendly explanation should be contrastive and socialization (e.g., answering
why A not B question).

The form of human-centered XAI should also be post-hoc and text or visual-
based. According to the finding from Herlocker et al. [15], users care about the type
of explanations such as text, graph, and video much more than the type of data and
algorithm of a system. The work of Kouki et al. [76] has also proven this. They
find that among other XAI methods, texts and images have a better performance.
They also conclude that textual explanation is valuable and effective in step-by-step
explanation and visualization performs better when the graphs are simple. However,
they also mention that there is no preference between these two methods, which
should be decided based on a specific context.

Besides the design form, there are some requirements relating to the contents.
Systems could provide some support using example-based explanations, for in-
stance, information about how other people make a choice when AI generates some
recommendations. Another guideline related to content is that users seek high-level
information rather than detailed explanations on how exactly the algorithm work,
which is much more valuable for them to build an overview of certain system [59].
This statement is proven to be true in the research from Liao et al. [25] that partici-
pants prefer high-level post-hoc explanations to algorithmic methods like SHAP and
LIME, and the former approach has indeed shown to be more effective. Similar sug-
gestions from Bellotti et al. [57] that users need proper abstraction when informing
them about the underlying calculations.

Another suggestion given by Liao’s research is that the XAI should not only pro-
vide descriptive information on the outcomes of the algorithm, but also inform users
about what they can do with the result, and how it relates to their goals. Their work
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promotes the result from the algorithm to a higher level, which is how to maximize
its utilization. Meanwhile, they also highly stress that when designing XAI systems
and providing explanations, it is essential to discriminate between the knowledge
that already exists in users’ minds and new information that users do not know and
needs to be explained [25].

2.5.5 Conclusion

The human-centered XAI should be implemented in a context-aware system [25],
[57]. Researchers should figure out the user profile information such as users’ back-
ground, goals, needs and action sequence, and take the users’ aim as a navigator
in design [16], [58]. Besides, XAI should be able to correct non-technical users’ bias
and inform them how to get a better result in the future practice [39]. It should also
let users understand the working principles and discrimination rules of the algorithm,
and possible causes of disturbing the model [44]. Good explanations can enhance
the soundness of the users’ mental model, and users’ trust, satisfaction and curios-
ity of the product. It can also improve the users’ performance as the soundness and
goodness of the user mental model is improved [23], [27].

Gaps between the user mental model and expert mental model can be filled by
building a target mental model [14]. The target mental model not only concerns
about the knowledge gap, but also the users’ goals and interest. For the content of
the explanations, it should only include necessary knowledge for users in an easy-
to-understand way [38]. The explanations should answer the Why questions (why
it does this), or provide the content in a counterfactual way (why does X instead
of Y ) [32]. Moreover, explanations should provide knowledge and information that
users have not acquired before, and inform users what they can do with the result,
and how it relates to their goals [25].

The number of the causes in a single explanation should be limited to 2 or 3 [12].
Otherwise, numerous detailed explanations could negatively influence users’ con-
fidence, patience and overall experience [15], [36]. Moreover, there should be
a balance between explainability and cost effort [46]. Post-hoc human-centered
XAI methods such as textual and visual explanations have satisfying effect for non-
technical users [15], [76]. The explanations should be interactively presented step-
by-step using natural language with didactic statements [17], [25], [40], [75]. Be-
sides, compared to explanations of how algorithm calculates, users prefer high-level
explanations of the model’s underlying principles, which is effective in re-building the
user mental model [25], [38], [59].

The XAI evaluation is of critical importance because the effectiveness of an ex-
planation is partly determined by its recipients and questions asked. Moreover, the
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same explanation may have different effects on different users or even on the same
user in a different understanding process [25], [37]. The effectiveness of the XAI can
be evaluated by measuring the users’ performance (simultaneously measuring the
user mental model) and users’ trust, satisfaction, and curiosity of the system [23],
[27]. For building and measuring the user mental model, methods like Think-Aloud
Task with Concurrent Question Answering, Cued Retrospection, and Diagramming
allow researchers to know users’ actual extent of command of the model [23], [27],
[69]. During this process, probe questions like Can you describe your understanding
of the...Can you describe the components or process of... are useful in collecting
users real understanding of the system, and these questions performs well in eval-
uating the counterfactual reasoning [68]. For quantitative method, the Explanation
Satisfaction Scale and Explanation Trust Scale are recommended by Hoffman et
al. [23], which has satisfying effect in measuring the users’ satisfaction and curiosity
separately.
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Chapter 3

Analysis of EMR

This section focuses on the research of the EMR application and its potential users.
It aims to build a target mental model based on the gaps that need to be filled
between expert and user mental models following the process proposed by Eiband
et al. [14]. This chapter will also answer the Research Question 1 (RQ 1) and part
of the RQ 2. Firstly, the expert mental model is built based on the analysis of the
EMR application and interview results from one company’s data specialist. Then,
the user profile and mental model are set after the user research. The comparison
between the expert and the user mental model will be presented. Finally, a target
mental model is built on the user research, and requirements and guidelines for
the XAI design. One thing needed to stress is that all mental models include two
parts, which are 1) the overall working process and 2) perceptions of four function
segments.

3.1 EMR Application Study

The EMR application is designed for cycling enthusiasts to assist them in customiz-
ing their daily nutrition plans based on their cycling schedule. The overall workflow
is presented in Fig. 3.1, which shows how the EMR algorithm processes the data
and generates the nutrition plan.

The user interface (UI) pages of the EMR application can be divided into four
categories Registration, Cycling and Nutrition Plan, Biological Explanation, and Re-
sult Renew and Comparison according to their different functions (See Fig. 3.2, Fig.
3.3, Fig. 3.4, and Fig. 3.5).

The application has three modules Plans, Learn, and Profile. It first fetches
users’ basic information such as height, weight, and gender in the registration step.
Then it will let users input their cycling data by selecting a course profile or importing
routes they have cycled before from other cycling applications such as Strava and

23
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Figure 3.1: Workflow of EMR application
The figure explains how the EMR algorithm processes users’ data and generates
the final nutrition plan. The green section indicates users input, the blue section
shows the algorithm behaviour, and the red section displays the data storage.
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Komoot.
Selecting from a course profile requires users to choose the road type, distance,

total elevation, and duration. Then, the application requires users to choose the ride
type from recovery, endurance, interval training, and race. Besides, it will also ask
for users’ intensity which can also be taken as heart rate or average power.

After completing the basic personal profile and cycling data, the EMR application
will require users to fill in their liquid and nutrition intake, such as what kind of drink
and food they plan to have and its amount. Based on all these data, the algorithm
will generate a personalized food plan, which contains the detailed recommendation
of 1) how much and when to eat and drink 2) an evaluation of the food plan, such as
its quality and amount 3) the glycogen usage of the body.

After filling out the current nutrition plan, the system will automatically pop up
other food plans such as breakfast, lunch, dinner, and snacks for users to fill up. On
the main page, the application also displays graphs about the number of carbohy-
drates, proteins, and fats that users should take, and some rough explanations of
the calculation of the total energy intake.

The algorithm of the EMR application is decision tree regression, which builds
models in the structure of a tree and generates the continuous output. The model is
transparent and has the highest rank of interpretability compared to other algorithms.
[26], [77]. However, it is worth noticing that the transparency is only for AI experts
rather than target users, as the algorithm is not presented or explained in the EMR
application UIs.

Diving deep to the algorithmic perspective, features chosen to build the base-
line dataset are: [’weight’, ’age’, ’length’, ’totaltimemove’, ’total time stop’, ’total dis-
tance (km)’, ’average speed (km/h)’, ’uphill/downhill hys=0 (m)’, ’uphill0end’, ’av-
erage temperature’, ’m/v’, ’elevationPerDistanceRelation’, ’avgHeartRatePerUser’,
’speedHeartRateRelation’, ’timeRelation’]. The EMR model is first trained with the
baseline dataset and again with the data excluding the last four features. It turns
out that the last four features used to enrich the dataset highly improve the algo-
rithm’s performance. Moreover, features ’age’, ’totaltimemove’, and ’timeRelation’
show a P-value less than 0.05, meaning these three features influence the model
significantly.

3.2 Expert Mental Model

As previously mentioned, a mental model can be regarded as one’s understanding
of the AI system in the XAI context [23]. The expert mental model of the EMR overall
working process has been presented in the EMR Application Study section (See Fig.
3.1). This section will focus on the expert mental model divided into four categories:
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[a] [b] [c]

[d] [e] [f]

Figure 3.2: UIs for Registration
UIs belong to Registration category. Notice (f) is from user Profile module, and it is

not presented when users fill in personal data at the registration step.
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[a] [b] [c]

[d] [e] [f]

Figure 3.3: UIs for Cycling and Nutrition Plan
UIs belong to Cycling and Nutrition Plan category. Food plans in (f) pop up after

users finish the cycling nutrition plan.



28 CHAPTER 3. ANALYSIS OF EMR

[a] [b]

[c] [d] [e]

Figure 3.4: UIs for Biological Explanation
UIs belong to Biological Explanation category. These UIs are mainly responsible for

the explanation work.



3.2. EXPERT MENTAL MODEL 29

Figure 3.5: UI for Result Renew and Comparison
The UI belongs to Renew and Comparison category.

Registration, Cycling and Nutrition Plan, Biological Explanation, and Result Renew
and Comparison. According to Eiband et al., the expert mental model should be
able to answer questions like What happens to the best of our knowledge? What
can be explained? What does an expert mental model of the system look like?

- Participant One data analyst from the EMR company

- Method and Measure Online semi-structured interview using ZOOM. Notes
are taken down during the interview.

- Procedure Display the process of using the EMR application from registration
until the end. Questions such as What does this step stand for? Why do we
need this step? What do you want to inform users? Does this have a significant
influence on the algorithm and outcome? What is the relation between... ? are
promoted for the expert to answer.

For Registration, information such as weight, height, gender, and age are used
in predicting the metabolism, which influences later energy calculation, whereas
country and measurement do not. The Activity Level also affects the algorithm in
predicting the daily energy consumption.

For Cycling and Nutrition Plan, Select a route provides more data, such as
weather and detailed road information to the model, leading to better predictions
than Select a course profile. Predicting the heart rate (HR) is the essential function
of the EMR algorithm because the predicted HR data will be used multiple times in
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calculating energy consumption and intake influenced by HR and carbo burns. The
real HR data will update the predicted HR data after the actual cycling.

For Biological Explanation, the expert explains the fundamental reason for the
differences in energy prediction from the biological aspect. Low-level intensity train-
ing, like endurance training, belongs to aerobic exercise, therefore, both carbo and
fats are used. High-intensity training is anaerobic exercise, and most riding energy
comes from the carbo. This primary principle determines the basic logic of the al-
gorithm. Consequently, the calculation formulas of the model are different, and the
prediction results are various. The same level of underlying reason also applies in
other situations. For instance, if users plan to have a race day, the algorithm will as-
sume that their bodies are almost full of carbo, and the energy needed mainly comes
from their body storage instead of the food they have on race day. Therefore, the
algorithm recommends that cyclists take much energy on the pre-race day. For the
glycogen level graph, the data analyst indicates that it is used to determine whether
the body has enough energy to repair the muscle. Users’ muscles will be impaired
if the line turns red.

One thing that needs to be stressed is that the information and reasons men-
tioned in the Biological Explanation are not displayed in the UIs (See Fig. 3.4 for
reference), while the expert expressed in the interview that the knowledge is impor-
tant for both the application and users’ cycling performance.

There is only one UI in the Result Renew and Comparison category. The algo-
rithm will re-calculate cyclists’ energy consumption using their real HR data during
cycling instead of the predicted HR. The previous and renewed results will be pre-
sented in one graph for comparison. The algorithm makes progress and becomes
accurate by closing the disparity between its predicted HR value and users’ real HR
data. However, this information, recognized as the essential reason the algorithm
keeps improving, is not presented in the UI.

3.3 User Profile and Mental Model

This section presents the user profile and user mental model. According to the re-
search [25], [57], [58], human-centered XAI should be implemented in the real-world
design context, and it is essential to figure out the user profile, which includes users
themselves, their background, goals, and the sequences of actions. The user re-
search contains two parts, which build the user profile and mental model separately.
The user mental model includes users’ understanding of the overall working process
of the EMR application and its four different functional modules. The consent form
and information brochure for participants can be found in Appendix A.1.
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3.3.1 User Profile

After interviewing each participant, the user profile is built by organizing and inte-
grating the representative answers.

- Participant Eight participants. Two are professional cyclists from The Union
Cycliste Internationale (UCI). One is from the cycling club of the University
of Twente. Another one is a cycling enthusiast in the Netherlands. The rest
four are enthusiasts from a Chinese cycling club. All participants are fluent in
reading English and have used English applications.

- Method and Measure Online semi-structured interview using ZOOM. Notes
are taken down during the interview. Table 3.1 presents some questions for
building the user profile.

Do you check and record your cycling data, why, and how?
Do you pay attention or make food plans for cycling? If yes, how?

e.g. calculate the calories or make cycling meal
Have you ever used some nutrition plans application? Are you still

using them? Why?
To what extent will you follow the suggestions from the

application? Why?
How much do you think the application’s nutrition plan helps you or

makes a difference for cycling?
Will you adjust your diet (nutrition plans), especially for cycling? If

yes, to what extent will you change them?

Table 3.1: Some questions asked in the semi-structured interview
Answers to these questions are used to build the user profile.

A user profile description of potential EMR application users is presented. The
aim of cycling is to challenge themselves and prove their ability. All participants
mentioned that cycling gives them a sense of control and achievement in real life. It
also benefits their physical and mental well-being because of the sense of belonging
from cycling clubs and friendships with other cycling enthusiasts.

Participants are interested in the nutrition plan and expressed that they believe
scientific food plans positively affect cycling performance. However, the majority (six
of eight) believe that the help from the food plan is limited, and dieting does not have
much impact and improvement on cycling. Therefore, they consider nutrition plans
less important in cycling.
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Seven participants clearly expressed that they believe in their body’s feelings
much more than the prediction of the AI model. The reason is that there are nu-
merous items that the algorithm cannot detect or predict precisely. For instance, it
is hard to describe the condition and feelings of their body to the application, and
information like that is complicated to standardize to a quantified data format to be
used in the model. The situation varies everytime, therefore, the algorithm cannot
provide a precise prediction. Moreover, except for two professional cyclists, partici-
pants value freedom more than being constrained by the food plan. They would like
to take the plans from nutrition applications as a reference or suggestion instead of
guidance they need to follow accurately.

Half participants used some similar nutrition applications before. However, they
all gave up after weeks or months. The reasons mentioned by participants are 1)
they have built a model in their mind after a period of learning from an application,
meaning that they can roughly do the calculation and evaluation the same as algo-
rithms 2) they quickly feel bored and lose patience after many times filling up the
same kind of data (e.g., what and when do they eat) 3) the application does not
provide anything new, and the core function can be done by users themselves after
repetitive using.

When asked about their knowledge of nutrition from a biological aspect, except
for one professional cyclist and two cycling enthusiasts who read nutrition books
and papers, others do not know much about the underlying principles, such as
how our body consumes energy from adenosine triphosphate (ATP), and the reason
why types nutrition types needed varies with different cycling types. Those two cy-
cling enthusiasts mentioned that getting help from reading scientific content is much
more helpful than a nutrition application because the application’s fundamentals also
come from biological knowledge, except the calculation from algorithms is more ac-
curate than personal estimation. However, participants considered this difference
does not significantly influence their cycling performance.

3.3.2 User Mental model

This section aims to build a user mental model of the overall working process and
four function categories of the EMR application. Think-Aloud Task with Concur-
rent Question Answering is widely used in building user mental models according to
research from Hoffman et al. [23]. Their research also indicates that Cued Retro-
spection is an effective method to evaluate users’ real understanding instead of their
perceptive understanding of a system. Probe questions such as Could you describe
the process of... What is this data used for? Why does the system... should be put
up to make sure the user mental model is authentic and objective [23], [27]. More-
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over, Diagramming is also used in visualizing and analyzing the mental model of a
system’s workflow [69]. Finally, there will be a conclusion summarizing the critical
features and issues in the user mental model.

Method

Think-Aloud Task with Concurrent Question Answering, Cued Retrospection, and
Diagramming. Only notes are taken down, no audio or video recording during the
online interview.

Procedure

Participants were required to experience the usage of the EMR application from the
registration step. The task was performed with the Think-Aloud Task with Concurrent
Question Answering method. The Triggers and Users’ Goal table (See Fig. 2.4) is
provided as a reference in case users have no idea what to describe or evaluate.
Some questions related to participants’ feelings and performance were prompted to
participants (e.g., Why do you think it is... Why do you take this step?). After that,
the Cued Retrospection method was applied to acquire users’ real understanding
of the application. The information collected from Think-Aloud Task with Concurrent
Question Answering and Cued Retrospection will be used to build the user mental
model, where the workflow graph is made using Diagramming.

Result

The user mental model includes users’ perceived overall workflow and functions.
The application workflow is concluded using Diagramming (See Fig. 3.6).

Figure 3.6: User mental model of the EMR workflow
The green color represents users and yellow is for the application. Square and

diamond mean input and output separately.
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For Registration, all participants noticed that the data explanations are repeti-
tive. They understand that features Age, Gender, Height, Weight are used in the
prediction model. However, participants also mentioned that the text does not pro-
vide helpful information about how and where their data will be used (See Fig. 3.2).
Participants gradually lost interest in continuing reading it. They agreed that expla-
nations in the registration part are knowledge they already know.

For Cycling and Nutrition Plan, participants had a rough understanding that road
types, and fluid and food intake influence the energy consumption prediction. Com-
mon issues reported are 1) repetitive text and explanations 2) no new knowledge 3)
the model workflow is logically confused. Moreover, two participants thought that the
prediction results from Select a course profile and Select a route are approximately
accurate. Others thought that Select a course profile provides more accurate results
only because of detailed road information (See Fig. 3.3 [a]). Participants understood
that selecting different ride types (See Fig. 3.3 [b]) influences energy consumption.
However, they were unsure to what extent this choice would make a difference in
the model.

When seeing the explanation Default intensity is based on our prediction of your
heart rate (See Fig. 3.3 [b]), all participants mentioned that this application had
not informed them of how it predicts their HR data. Therefore, they estimated that
the HR prediction is based on their personal profile or riding types. Six participants
questioned the accuracy of the intensity data because 1) the application uses pre-
dicted HR instead of real HR that can be measured by cycling equipment 2) the real
HR data dynamically changes with time, whereas the predicted HR is probably not.

Besides, half of the participants indicated that the explanation of Fluid intake
(See Fig. 3.3 [d]) has a counter effect on their understanding and trustworthiness
of the algorithm. The reason is that the application does not ask for their sweat rate
data, whereas the prediction is based on this data. Moreover, there is no clear sign
of whether the system can get weather information. Participants mentioned that the
course profile does not require any weather data input.

Out of the UX consideration, all participants reported confusion as there is no
preset information when they were required to fill out the nutrition item, which led
them to wonder whether they needed to manually input all the detailed information
for each item, such as calories, fats, and proteins. Another point is that the applica-
tion will automatically pop up four to five different food plans without notification after
users finish the cycling nutrition plan. Most participants expressed frustration and
loss of confidence when they needed to input their every meal plan into the EMR
application.

In conclusion, the user mental about this category is unclear and logically con-
fused. From the expert mental model analysis, it can be found that important infor-
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mation is left out or misunderstood. Participants are not clear about the underlying
workflow of the model, nor do they know how and where their data is used. Some
explanations are redundant and provided without concerning the real-world context.
Users do not understand the purpose of some explanations, and they consider those
explanations not helpful or useful for their cycling. From the user experience (UX)
aspect, all participants firstly doubted whether they needed to manually add the
drinks and nutrition information until they kept inputting products’ information before
actually seeing them (See Fig. 3.3 [c]). Besides, new food plans suddenly appear
without any notification after completing the cycling nutrition plan (See Fig. 3.3 [e]),
which lowers the participants’ interest and patience with this application significantly.

Participants described their primary understanding for the Biological Explanation
pages: nutrition needs vary with riding types, and the algorithm will evaluate and rate
their nutrition plans. However, the same opinions were put forward that users cannot
figure out the purpose of some explanations. For example, explanations in Figure
3.4 [e] only provide a text version of the graph, which basically does not provide
any new information, nor explain the graph’s meaning. Participants are not sure
what this graph tries to explain and inform. Moreover, the majority of participants
mentioned that pages containing detailed numbers and calculations look the same,
except some numbers and text are changed (See Fig. 3.3 [b][c]). Over half of
the participants indicated that they will not pay attention to the explanations in the
Macronutrient distribution after figuring out that the content does not change as long
as the riding type is the same, even if the detailed cycling data is different.

When asked about the fundamental principle of the model (biological aspect),
except for participants who have read nutrition articles and books before, others
cannot tell the underlying reason, which indicates that there is a lack of a high-level
explanation of this model. For example, when participants were asked about what
the Glycogen Usage graph means, they had no clear answers but mainly specula-
tions such as The red color mains great amount of energy consumption, nor do they
understand what it means to their cycling performance.

For Result Renew and Comparison (See Fig. 3.5), participants reported that they
got the idea that the model will compare the actual and planned energy consump-
tion. However, they were confused about what data the model uses to update the
prediction and how the algorithm performs this task. Because there is no prediction
result of the total energy consumption presented in the application before actual rid-
ing. Similarly, because no graph or text shows the trend of real and planned energy
consumption, participants cannot tell whether the algorithm is progressing and to
what extent the accuracy is improved.
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3.3.3 Conclusion

In conclusion, the user mental model of the working process is ambiguous, and
participants are not clearly informed of the algorithm’s use of their data. Participants
who have not previously read nutrition books are unaware of the meaning of some
textual and graphic explanations and how their actions will influence the body and
cycling performance, especially from the biological aspect. All participants reported
a large amount of repetitive textual information in the explanations, and the majority
of explanations do not provide any new knowledge of the model.

Moreover, some explanations reduce users’ interest and trust in the algorithm
because of numerous or improper causes provided in a single explanation, which
also lowers the UX. There is a lack of logical process and context-aware design
in the explanations for the algorithm, which prevents users from believing the algo-
rithm’s progress and knowing the information addressed by the expert. For example,
using predicted or real HR data is the essential reason for the difference between
predicted and real energy consumption, and the accuracy of HR prediction decides
the algorithm’s accuracy to an enormous extent. Besides, the primary principle of
the model is the different calculation methods for aerobic and anaerobic exercise,
which belong to high-level explanations.

3.4 Target Mental Model

Figure 3.7 compares the expert mental model and user mental model from five as-
pects Registration, Cycling and Nutrition Plan, Biological Explanation, Result Renew
and Comparison, and Algorithm and Data. Compared to purely algorithmic expla-
nations, users are interested in high-level explanations that relate to the system’s
working principle instead of focusing on the algorithm, for example, how algorithms
perform the calculation [25], [59]. Therefore, the target mental model should leave
out the information in the last item Algorithm and Data. Besides, the repetitive in-
formation and knowledge that users already know should be discarded according to
the research of Liao et al. [25]. The overall XAI design should imply users’ goals and
needs in a context-aware system [16], [25], [57].

For the Registration, the information from the expert mental model should be
kept because it informs users how their data will be used [25]. It first introduces
the predicted HR data, which is the essential component of the algorithm and the
workflow. This aim is settled based on the user profile and mental model analysis.
Previous research also proves that XAI should let users quickly figure out the under-
lying working principles of the algorithm and help users understand how a particular
decision was reached [38], [39].
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For the Cycling and Nutrition Plan, the comparison between Select routes and
Select from a course profile will be presented to users because XAI should correct
users’ bias and facilitates them to get more desirable results in the future practice
[39].

For the Biological Explanation, the knowledge from the expert mental model will
be kept because it relates to users’ performance improvement, which belongs to the
users’ aim. Moreover, high-level explanations such as the primary logic of the model
are helpful in re-building users’ mental model, and it also fits users’ interest [25],
[59].

The information in the Result Renew and Comparison relates to the principle
of how the algorithm makes progress, and it also links with the expert’s aim. The
information on the relation between predicted and real HR data is essential to the
model’s workflow. Therefore, the target mental model should reserve knowledge in
this category.

The overall explanations should be presented step-by-step using the logic of
having a dialogue [25]. The number of causes in each explanation should be limited
to 2 or 3 [12]. For the form of the explanations, post-hoc XAI methods such as textual
and visual explanations are suitable for non-technical users [15], [76]. Besides, The
content of the explanations should be presented in natural language with didactic
statements [17], [40].
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Figure 3.7: Comparison between expert and user mental models
The figure shows the differences between user mental model and expert mental

model



Chapter 4

Low-fidelity Design and Evaluation

This chapter includes the process of improving the UI and UX of the current EMR
application using human-centered XAI methods. The first section is the low-fidelity
(lo-fi) prototype design, and the second is the human-centered XAI evaluation of the
lo-fi pages for later improvement. Compared to the next chapter 5, this chapter focus
more on the design part.

4.1 Low-fidelity Design

The UIs pages are presented in four categories as the original EMR application,
which are Registration, Cycling and Nutrition Plan, Biological Explanation, and Re-
sult Renew and Comparison. Designs related to human-centered XAI will be pre-
sented and explained in each category. In order to provide a better UX, the lo-fi
pages are designed in a high-fidelity (hi-fi) format, except they are non-interactive
static pictures.

4.1.1 Registration

Compared to the original application, the new design removes all the repetitive ex-
planations and the information users already know. It explains to users that their
profile data, such as height, weight, age, gender and activity level, is used to predict
the metabolism, which includes HR, energy storage, burn and needs. The Activity
Level is moved to the registration step so that all the basic data is integrated, which
enables users to quickly get a clear picture of what and how the algorithm uses their
basic profile data (See Fig. 4.1).

39
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[a] [b]

Figure 4.1: Lo-fi Pages for Registration
[a] explains how users data will be used in the model. [b] shows the explanation for

Activity Level.
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4.1.2 Cycling and Nutrition Plan

According to Wachter et al. [39], XAI should inform what users can do to improve
the result of the system. Therefore, the counterfactual explanation (Why X not Y )
aims to let users choose From routes instead of From course profile by presenting
the advantages of From routes when users fill up the cycling data. This method is
more acceptable and useful way for users in human-centered XAI aspect [32].

The explanation telling the difference between two choices is Instead of select-
ing a course profile, selecting a route provides more detailed cycling data such as
weather, and you’ll have more accurate predictions of your heart rate, carbo burns
and energy needs. It stresses the weather information and HR prediction that users
neglect or doubt what data the model can get and how the algorithm will use it (See
Fig. 4.2[a]).

In the Select drink page, the temperature and personal sweat rate information
is omitted from the previous explanation. The new explanation is Calculated by the
metabolism we predict (See Fig. 4.2[b]). For food selection (See Fig. 4.3[d]), the
explanation stresses the HR data by letting users know that their predicted cycling
HR, road information, and metabolism data influence their carbo intake. Compared
to the original EMR explanation The amount of carbo you need during the activity
largely depends on the intensity and duration of the ride. By default, we predict
the optimal intake rate for you., the new explanation discards the knowledge users
already know and limits the causes under three according to the human-centered
XAI requirements [12], [25].

From UX aspect, From routes and From course profile are integrated to the same
page. Therefore, the comparison is more intuitive, and fewer steps are required
when filling up the cycling data (See Fig. 4.2[a]). Another improvement is the product
list will be displayed directly before typing and searching to provide some information
support for users (See Fig. 4.3[d]).
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[a] [b]

Figure 4.2: Lo-fi pages for Cycling and Nutrition Plan
[a] explains the difference between two choice, it also improves the UX. [b] explains

the Fluid intake.
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[c] [d]

Figure 4.3: Lo-fi pages for Cycling and Nutrition Plan
[c] improves the UX. [d] explains the Carbo intake.

4.1.3 Biological Explanation

Compared to explanations of algorithm calculation, users are more interested in that
of working principles [25]. High-level explanations are useful in re-building the user
mental model [59]. This section contains the biological explanations of the primary
principle of the application.

Firstly, each of the six different types of cycling: No riding, Recovery training,
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Endurance training, Interval training, Race and Pre-race day are presented with dif-
ferent explanations (See Fig. 4.4 and Fig. 4.5). Recovery training, Endurance train-
ing, Interval training, and Race are divided into two categories: aerobic or anaerobic
exercise based on the intensity. The No riding does not belong to training types,
and it is displayed separately to provide an overview of the UI (See Fig. 4.4). Main
differences of nutrition consumption and needs are presented in each explanation,
and only the changed contents are presented (See Fig. 4.5[a][b][c][e]).

Besides, Pre-race day is addressed because it does not belong to a cycling type.
However, it has a close link with race day, and the energy and nutrition intake on the
pre-race day highly influences the performance of the race. Therefore, the model’s
calculation principle works differently from other cycling types (See Fig. 4.5[d]).

Moreover, the explanations of the Glycogen level are re-designed. Previous ex-
planations do not provide helpful knowledge but only contextualize the graph. The
conveyed information is the same except the numbers are changed. The new de-
sign explains how glycogen is calculated and what different glycogen levels mean to
users’ body condition4.6.

4.1.4 Result Renew and Comparison

The new design emphasizes the naturalness and reasonableness of the updated
prediction results. It also highlights the updated data after cycling, such as the real
HR and road information. Fig. 4.7[a] and [b] shows the comparison between before
and after actual riding correspondingly. Part of the cycling information and food plan
are renewed.

Fig. 4.8 displays the predicted energy consumption before riding and informs
users that the actual burned energy will be uploaded after finishing cycling. The
Progress module also presents the predicted and real energy consumption records
and explains the differences between them. It stresses the change of HR data,
which is the essential reason why and how the algorithm makes progress.

Fig. 4.9 shows the notification to users that they have a new record uploaded
in the application and they can make the recovery meal after cycling. Fig. 4.10
presents the UI after users finish riding. The main change is the comparison in the
Burned energy section.

4.1.5 Conclusion

The new design uses post-hoc human-centered XAI methods. Textual and visual
explanations are provided because of their outstanding performance among other
XAI methods for non-technical users [15], [76]. The overall reading load decreases.
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Figure 4.4: Lo-fi page for Biological Explanation
Explanation for No riding day. It shows an overall view of the main page.
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[a] [b]

[c]

[d] [e]

Figure 4.5: Lo-fi pages for Biological Explanation
[a][b][c][d][e] show the explanations for Recovery training, Endurance training,

Interval training, Pre-race day, and Race separately.
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[a]

[b]

Figure 4.6: Lo-fi pages for Biological Explanation
[a] explains a good glycogen level while [b] presents the opposite result.
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[a] [b]

Figure 4.7: Lo-fi pages for Result Renew and Comparison
[a] dislays the information before riding. [b] shows what part of the information is

changed after cycling.
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Figure 4.8: Lo-fi pages for Result Renew and Comparison
This figure contains the explanations for Burned energy and Progress.
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Figure 4.9: Lo-fi pages for Result Renew and Comparison
This page is especially designed for notification.
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Figure 4.10: Lo-fi pages for Result Renew and Comparison
This figure shows the interface after actual cycling.
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Repetitive information, the knowledge that users already know, and wordy expla-
nations are discarded because over-explanation can cause significant side effects
on users’ overall feeling and attitude toward the algorithm [36], [46], [47]. All expla-
nations are designed in a context-aware precondition and guided by users’ aims,
needs, and benefits instead of simply explaining how the algorithm works [25], [57].

New explanations introduce the workflow step by step according to the require-
ment of human-centered XAI [25], [75]. For example, new explanations firstly inform
users that their profile data will be used to predict their metabolism (including HR),
energy needs, and consumption. Then the carbo intake will be calculated based
on the predicted cycling HR, road information, and metabolism data. The predicted
energy consumption of cycling will be displayed in the UI first. After finishing the
cycling, the real HR data will be uploaded automatically, and the prediction of en-
ergy consumption will be renewed. There will be a comparison and progress graphs
showing the performance of AI, which is more intuitive. Important information like
the HR data appears several times to show how the system processes the predicted
and real HR data, which is the essential reason why the algorithm keeps making
progress. Therefore, the causal link is clearer and more logical, and the final com-
parisons are more acceptable, understandable, and reasonable for users.

The new design also includes high-level explanations of biological knowledge,
which are the fundamental working principles of the system. According to the previ-
ous research [25], [59], users are interested in high-level explanations of the model’s
underlying principles instead of pure algorithm calculations, and globally explaining
the system is more effective and useful in re-building the user mental model. Those
biological explanations are presented in natural language with didactic statements
according to the human-centered XAI guidelines [17], [40].

4.2 Low-fidelity Evaluation

The lo-fi evaluation includes two parts: 1) the Explanation Goodness Checklist
(EGC) 2) measuring the user mental model. The EGC (See Appendix C.1) has
been mentioned in the chapter 2. It is for AI experts who have not participated in the
model development process to evaluate the goodness of the XAI [23]. Measuring
the user mental model is for understanding the users’ perception of the application
after implementing human-centered XAI, which uses the same method (Think-Aloud
Task with Concurrent Question Answering, and Cued Retrospection) applied in the
user research of the previous chapter 3. The consent form and information brochure
can be found in Appendix A.2.

- Participant One AI specialist with a doctoral degree for rating the scale. Five
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cycling enthusiasts from previous EMR user research for understanding the
user mental model. According to Eiband et al. [14], it is feasible for researchers
to use either the within-group design (involving the same users as in investi-
gating mental model), or a between-groups design (involving different but com-
parable users). The lo-fi evaluation adopted the first option.

- Method and Measure The EGC is for evaluating the goodness of the XAI. The
checklist is filled up in an electronic format. Think-Aloud Task with Concurrent
Question Answering, and Cued Retrospection methods are used to measure
the user mental model. Only notes are taken down, no audio or video recording
during the online interview.

4.2.1 Explanation Goodness Checklist

The specialist was required to experience the EMR lo-fi prototype, then fill out the
EGC. Opinions from the specialist were collected during and after the process. Fig.
4.11 shows the completed EGC. All seven questions were checked as YES. The
specialist mentioned that answers for questions 1 and 5 mainly come from the al-
gorithm’s simplicity. The participant expressed that the model’s workflow is straight-
forward and does not contain complex or abstract results (e.g., results from different
layers of deep learning algorithms). The answers to questions 2, 3, and 4 come from
the biological explanations and the predicted and real HR, which helps users get an
overall picture of the model. Questions 6 and 7 are checked as YES primarily due
to the explanations and display of the prediction results update and comparison.

4.2.2 User Mental Model

The process of measuring the user mental model of the lo-fi prototype is similar to
that of the original EMR application. Evaluators mentioned that they have a relatively
clear and logical perception of how this model works, which is confirmed when using
probe questions to learn their objective understanding of the model.

Participants understood that their profile data is used to predict metabolism, en-
ergy consumption, and needs at the registration step. When filling up the cycling
information and nutrition plan, they knew that selecting routes could provide weather
information which is not predictable in selecting from course profiles. Participants
also learned that their energy intake is decided by their predicted HR, metabolism,
and cycling data. Besides, they mentioned that the new explanations are less con-
fusing than those in the original EMR application because of the deleted sweat rate
and previously explained weather information.
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Figure 4.11: This checklist is filled up by the AI specialist. It is used to measure the
goodness of the XAI.
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For high-level explanations, participants learned the different cycling and exer-
cise types from a biological aspect and understood why the nutrition needs to vary
with different cycling intensities. They knew the relation and nutrition calculation
methods between race and pre-race day. Moreover, participants understood that
the red line of glycogen level means they have not got enough nutrition from the
food plan, therefore, the glycogen in their body is insufficient for repairing the mus-
cle. Whereas the green line means the nutrition plan meets the requirement of the
energy needs for cycling.

Participants understood that the real HR data will be automatically uploaded, and
the energy consumption will be renewed after finishing cycling. The essential reason
why the algorithm makes progress is by closing the gap between the predicted and
real HR data.

For the overall UX, four participants appreciated the design of the help button with
a text box because it enables them to look after the information and explanations
when they need and want to know. Moreover, the UIs look more concise after hiding
the constant textual explanations participants have read and learnt. All participants
expressed that lowering the amount of meals they need to fill up (only preparation
and recovery meals are kept) gives them a sense of control and freedom. Besides,
they all agreed that the experience of selecting drinks and food becomes much more
natural and comfortable.

However, participants also pointed out that there are redundant explanations for
filling up the cycling data, such as the explanation for Ride type (See 4.2[a]). Be-
sides, they hope the comparison between From routes and From course profiles can
be stronger, and there will be more explanations for the From routes choice. For the
Result renew and comparison UIs, participants clearly expressed that the link and
relation between the previous and renewed predictions are not strong enough, and
the explanations should highlight the difference and comparison.

4.2.3 Conclusion

The effectiveness of the explanations is not merely attributed to the human-centered
XAI methods, but also the simplicity, understandability, and interpretability of the
algorithm and the model itself. After applying human-centered XAI, users’ overall
understanding of the application becomes more precise and logical. Participants’
mental model has met the requirements of the target mental model.

Compared to the original user mental model, participants have learnt new knowl-
edge such as the core principle stressed by the EMR expert, which is how the al-
gorithm keeps progressing. They have also understood the overall workflow of the
model from the step-by-step global explanations. High-level explanations such as
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biological knowledge help rebuild the user mental model, and they also assist users
in knowing the underlying reasons why the model makes different predictions based
on different situations. Moreover, designing in a context-aware situation enables
the explanations to comply with users’ aims and needs, which is also helpful in de-
ciding how to construct the textual and visual explanations and which explanations
should be kept or discarded. The explanations for Select ride and Result renew and
comparison should be improved or re-designed.



Chapter 5

High-fidelity Design and Evaluation

This chapter includes 1) the hi-fi design based on the users’ opinions from previous
lo-fi testing 2) the evaluation of the hi-fi prototype. Compared to the previous lo-fi
chapter, this chapter focuses more on evaluating the user mental model, satisfaction,
and trust.

5.1 High-fidelity Design

The drawbacks of the lo-fi pages reported by participants in the evaluation phase
are re-designed in the hi-fi prototype. After the adjustment, the hi-fi is added with
interactive activities for the second time in user testing.

For the Cycling and Nutrition Plan, the comparison between From routes and
From course profiles is stronger and more explanations are provided for the From
routes (See Fig. 5.4). For example, existing routes also include past cycling HR and
road information per segment, improving prediction accuracy.

For the Result Renew and Comparison, the explanations highlight the impor-
tance of renewed data which is the real HR and road information. The Burned en-
ergy module also explains how the model acquires and uses the updated real data.
The explanations in the Progress section become more precise, which is expected
to form a more intuitive and clear comparison between predicted and real results
(See Fig. 5.2).

5.2 High-fidelity Evaluation

XAI enables users to quickly figure out the underlying working principles of the al-
gorithm by extracting essential knowledge from AI, which rebuilds the user mental
model [23], [38]. Research also indicates that besides the mental model, trust, per-
suasiveness, curiosity, and satisfaction should also be considered as critical criteria
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Figure 5.1: Hi-fi page for Cycling and Nutrition Plan
The figure provides more explanations for From routes to enhance the contrast.
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Figure 5.2: Hi-fi pages for Result Renew and Comparison
The explanations are much clear and precise, which also highlights the comparison

between predicted and real energy consumption.
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in human-centered XAI [11], [23], [56]. Due to the aim of the thesis research that is
highly related to users’ trust, besides the user mental model, the hi-fi evaluation will
measure users’ trust and satisfaction.

Participants were asked to perform the whole process from registration to review-
ing the comparison on the hi-fi prototype. The observation is based on four stages
which corresponding to the four different categories. Think-Aloud Task with Con-
current Question Answering, Cued Retrospection, and Diagramming will be used
in measuring the user mental model and collecting users’ feedback and opinions.
According to the previous research, these methods are useful in measuring the ef-
fectiveness of counterfactual explanations from XAI [68].

Explanation Satisfaction Scale (ESS) and Explanation Trust Scale (ETS) (See
Appendix C.2 and C.3) are for evaluating users’ satisfaction and trust separately [23].
The consent form and information brochure can be found in Appendix A.3.

- Participant The hi-fi evaluation invited the same five cycling enthusiasts from
lo-fi evaluation. The choice named within-group design is reasonable accord-
ing to research from Eiband et al. [14].

- Method and Measure ESS and ETS for measuring users’ satisfaction and
trust. The scales are filled up in an electronic format. Think-Aloud Task
with Concurrent Question Answering, Cued Retrospection, and Diagramming
methods are used to measure the user mental model. Only notes are taken
down, no audio or video recording during the online interview.

- Procedure Participants were required to experience the EMR hi-fi prototype
with Think-Aloud Task with Concurrent Question Answering, and Cued Retro-
spection methods. Then the user mental was visualized by Diagramming. After
that, the ESS and ETS were sent to users for rating. Participants’ opinions and
feedback were collected during and after these two sections.

5.2.1 User Mental Model

The user mental model of the hi-fi design is relatively the same as that of the lo-
fi prototype. Participants mentioned that the explanations for Ride type present a
stronger comparison between From routes and From course profiles, and there is
more information on From routes. For instance, participants understood that se-
lecting From routes can provide more accurate predictions of cycling HR not only
by fetching the weather data but also from the past cycling HR data and road in-
formation per segment. The importance of cycling HR data is also outlined in this
page.
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For the Result renew and comparison, participants claimed that they had a bet-
ter understanding of how the real cycling data such as HR and road information is
uploaded to the model in the Burned energy section, which is absent in the expla-
nations from the lo-fi. Moreover, participants also reported that the comparison in
the Progress module is more concise and comparable.

The user mental model of the hi-fi prototype is made by collecting answers from
probe questions related to the participants’ objective understanding of the hi-fi work-
flow (See Fig. 5.3). Figure (??) presents a comparison between the original and
rebuilt user mental model.

Compared to the original user mental model, the new model complements the in-
formation that the expert stressed as the essential principles of the EMR application
from four categories Registration, Cycling and Nutrition Plan, Biological Explanation,
and Result Renew and Comparison. Users not only understand what performance
can improve the prediction result (e.g., choose the desirable cycling category), which
aligns with Wachter et al. [39], but also figure out the underlying principles of how the
algorithm makes progress, which is closing the gap between the predicted and real
HR data. The logic of the current user mental model is much clearer than the origi-
nal one, which contains numerous speculations and presumptions from participants
themselves (See Fig. 3.6). Besides, participants have also known the difference in
the algorithm makes different calculations and recommendations from a biological
aspect.

From the overall UX side, users expressed that the process of using the hi-fi
prototype is more smooth and more natural, and there are fewer steps required to
finish tasks such as filling up the personal profile, cycling data, and nutrition plan.
Besides, three participants straightforwardly expressed that they are willing to spend
time uploading more data and reading the explanations due to the improvement of
the UX.

5.2.2 Explanation Satisfaction Scale and Explanation Trust Scale

The ESS and ETS were sent to users after measuring the user mental model. The
results of the scales contain mean value and standard deviation (SD) from five par-
ticipants’ ratings (See Fig. 5.5 and Fig. 5.6).

In the ESS, users held relatively different opinions on statements 6, 7, and 8.
For item 6, participants generally expressed that the explanations help get more
accurate predictions for the nutrition plan so that the cycling performance will be
improved, and they can pay more attention to the nutrition for cycling because of the
biological knowledge.

However, two participants also indicated that those explanations do not differ
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Figure 5.3: New user mental model after implementing XAI
The figure explains the user mental model of the EMR hi-fi prototype. The green

color represents users and yellow is for the application. Square and diamond mean
input and output separately. The blue color stands for important information that is

newly acquired.

from the knowledge in the nutrition book, which can be learnt after several times.
Because there are only limited types of textual explanations content, and no new
knowledge comes in during the usage of the application, users will build a similar
prediction model in their mind, except the calculation will not be as precise as the
application’s algorithm. Consequently, the application may be given up by users as
the similar applications they previously had used.

One participant also mentioned the explanations for Glycogen level as an ex-
ample. The participant expressed that It is good to know what the different colors
mean, but I want to know more about what I should do when the line turns red. For
example, how much and what kind of nutrition should I take? Will there be a situation
like the glycogen in my body is too much and what will happen?

For statement 7, participants’ opinions vary in the definition and display method
of accuracy. Participants wondered whether showing the comparison between the
predicted and real HR data and energy consumption can be regarded as a display of
accuracy. Evaluators who hold disagreeing opinions think that the accuracy should
be presented clearly and precisely in a percentage number.

Besides, all evaluators rated a high score (3, 4, or 5) for item 8 because the ex-
planations do not contain information on when users should not trust the algorithm or
when the prediction is inaccurate. However, two participants questioned this state-
ment and why the algorithm should provide predictions or recommendations to users
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Figure 5.4: Comparison between the original and rebuilt user mental model
The comparison is based on four different types of functions.
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when it knows the result is unreliable.

In the ETS, participants gave a high score of 4 to statement 3, and their reasons
are relatively similar. Participants claimed that although they understand how the
algorithm makes progress and can see it directly from the Progress module, they
firmly believe that there is numerous data and situations that the model cannot get
and predict. Three participants also mentioned that although the real HR data and
road information will be used to update the result, calculations finished by the algo-
rithm are still based on numerous predictions, such as metabolism from the personal
profile data and other factors in counting energy consumption. The exact amount of
energy consumption and nutrition needs are always generated from the predictions
of some unknown information.

Figure 5.5: The number beside each question is the mean value of all participants’
answers.
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Figure 5.6: The number beside each question is the mean value of all participants’
answers.
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5.2.3 Conclusion

In conclusion, the completeness of the user mental model after experiencing the
hi-fi design improves considerably compared to the original user mental model. The
new user mental model has met the requirements from the target mental model in
Chapter 3. Participants have learnt what performance can improve the prediction
results of the algorithm. However, the design has disadvantages considering the
users’ goals and trust.

Firstly, although users appreciate the biological explanations in the hi-fi, the lim-
ited and non-changing explanations still prevent users from keeping learning. More-
over, users are more concerned about what the explanations can contribute to their
aims. Users understand how the algorithm progresses, and they believe that im-
proving it leads to more accurate predictions. However, they doubt to what extent
the algorithm’s improvement can substantially enhance the nutrition plan and cy-
cling performance, especially for the latter. Because participants believe that the
food plan’s influence is limited, they consider the system’s recommendations as a
reference rather than a decisive factor in improving riding performance.

Besides, participants stressed that since there is numerous information the model
cannot sense or get as input feature, they trust their feeling of the body more than
the prediction from the algorithm, which confirms the conclusion from Hoffman et
al. [23] that users’ performance is affected by their level of epistemic trust, in other
words, the cognitive or deep level of trust. For the accuracy of the predictions, some
participants believe that a desirable way to present it clearly and intuitively is to dis-
play the specific value of accuracy. Participants also reported that the explanations
lack information on when they should and should not trust the algorithm, which is
required by the work of Liao et al. [25] that the XAI should inform users about the
limitation of the algorithms. However, some participants question its necessity, con-
sidering the algorithm knows that the predictions are not trustworthy and reliable.



Chapter 6

Discussion

This chapter includes the answer to the research question, the insightful findings
during the research process, and the limitation of the thesis work.

6.1 Answer to the Research Question

How do we implement human-centered XAI methods in a practical design case
to match users’ needs, and improve their understanding and trust in the algo-
rithm?

The prerequisite of applying the human-centered XAI in design practice is that
the research should be in a context-aware situation. Researchers should investigate
stakeholders’ profiles, such as their backgrounds, goals, and action sequence, and
the overall explanations should align with users’ goals and requirements. After that,
build the expert mental model and user mental model of the product, and collect their
opinions and feedback using different methods. Based on the mental models and
user profile, build the target mental model which closes the information gap between
experts and users and fit users’ aims and interest at the same time.

Therefore, the EMR application must ensure what its target users need and focus
on those points instead of making its function much more extensive. For example, it
includes every meal plan in a day, whereas it should highlight the primary function,
assisting cyclists in customizing the cycling nutrition plan. Therefore, this research
indicates that the EMR application should leave out all meal plans except the cycling
nutrition plan, the preparation, and the recovery meal plan. Besides, the application
should re-design the way of presenting the product information when users search
the food and drinks when filling out the nutrition plan.

After setting the target mental model, the explanations should be presented using
post-hoc methods to users, such as textual and visual explanations, and provide new
knowledge instead of information that users already know. Moreover, explanations
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should be presented in a step-by-step approach using natural language with didactic
statements.

Therefore, this research uses a simple chatbox form to realize these require-
ments. It not only allows users to seek helpful information when needed, but also
conceals the information that they already know after learning one to two times,
leaving a certain level of choice to the users.

For the content of the explanations, counterfactual (why A not B) and high-level
explanations are more effective in rebuilding the user mental model and correcting
users’ biases. The explanations should let users understand the product’s workflow
and what they can do to improve the algorithm’s results. More importantly, the ex-
planations and recommendations should not be complicated or overwhelming. The
number of reasons in a single explanation should be limited to two or three, and the
recommendations generated from the algorithm should leave users a certain extent
of freedom. Otherwise, users will lose interest and curiosity to explore the product
and explanations and stop trusting the system.

Therefore, this research suggests that the EMR application adjusts the current
content of the explanations. Firstly, the application should leave out all the repeated
explanations and only present the leading causes to the users. Secondly, the ex-
planations should present the system’s workflow step by step logically instead of
directly showing all the possible causes, regardless of whether they are relevant
to users. For example, the explanations for which users fill out their cycling and
nutrition data lead to a counter-effect. Finally, the application should provide more
explanations related to the biological aspect, which fits users’ aims and improve
users’ trust, satisfaction, and curiosity about the product.

After implementing the XAI, corresponding evaluations are needed because the
effect of XAI is different for each user. This research indicates that the EMR should
conduct several user evaluations to assess the new user mental model and other
traits like trust and satisfaction using professional scales like the Explanation Sat-
isfaction Scale and Explanation Trust Scale in a quantitative way. Alternatively, it
can use methods like Think-Aloud Task with Concurrent Question Answering, Cued
Retrospection, and Diagramming to measure the effect of XAI qualitatively.

6.2 Insight

There are several insightful findings during the research process. Firstly, users’ trust
and satisfaction with the model are influenced by the application’s explanations and
overall UX. Higher quality UX can persuade users to invest more time in learning
explanations and providing information and feedback, improving both the XAI’s ef-
fectiveness and the algorithm’s accuracy.
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Contrarily, users’ trust in the algorithm can significantly decrease when 1) the
UX is unwell-designed and 2) the algorithm shows its complexity and intelligence on
purpose. For example, participants straightforwardly expressed doubt when there
is no provisioned product information in the Add drinks and Add products pages.
Moreover, users complained that the system automatically pops up five new food
plans which cannot be canceled, waiting to be filled out after they finished the cy-
cling nutrition plan, which suppressed their confidence and curiosity in exploring
the application because they felt constrained by the recommendations and lost their
autonomy.

Besides, users’ epistemic trust (cognitive level of trust) profoundly impacts the
users’ perspectives and attitudes toward the system. For example, most participants
claimed that they trust their feeling about the body much more than the predictions
from the algorithm because there is a quantity of data that the application cannot
sense or get. Therefore, the model’s deep level of trust and perceptions will probably
only be influenced and changed after a long period of using the product in real life.

For the explanations themselves, users prefer that new knowledge is contin-
uously provided. Instead of presenting some unchanged high-level explanations
which can be learned several times, users would like to have various explanations
that can change with different situations, which keeps them distinct from physical
books. Besides, continued knowledge gathering can also enable users to stick to
the application.

6.3 Limitation

There are several deficiencies if the thesis work. Firstly, the whole user research
and evaluation process were performed online, whereas the physical experiment
could provide better results according to the research of J.S van der Waa et al. [27].
Moreover, although it is feasible for researchers to use either the within-group design
(involving the same users as in investigating mental model) according to Eiband et
al. [14], the evaluation results probably become more inclusive if a between-groups
design (involving different but comparable users) is applied.

All participants are the target users of the EMR application. They cycle more than
four times a week or even daily, and the normal riding distance is approximately 50
kilometers. Some have participated in the four-day outdoor riding, which ranges
up to 550 kilometers at high altitudes (more than 2000 meters). According to the
Nielsen Norman Group, “Five participants will discover over 80 % of the problems”
[78]. Research from Janet M. Six and Ritch Macefield has verified that the method
from the Nielsen Norman Group has a 95 % confidence level and margin of error of
±18.5 %, which means there is a 95 % chance that a group of five participants will
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find between 66.5 % and 100 % of the problems. However, While some groups of
Nielsen’s study found nearly all of the problems, one group found only 55 % of the
problems [79]. Therefore, the results could be more accurate and comprehensive if
the lo-fi and hi-fi prototype evaluation recruited more than 5 participants, especially
for the feedback from the EGC, as only one AI specialist was invited to fill up the
checklist.

Lastly, the ESS and ETS should have been sent to participants in the user re-
search phase to quantitatively evaluate the explanations in the original application,
which could provide a direct and clear comparison of the XAI between the initial
application and the hi-fi prototype.



Chapter 7

Conclusion

The paper presents a design practice of carrying out the human-centered XAI in
a context-aware situation. It contains the process of applying human-centered XAI
methods to the EMR application design and evaluating the effectiveness after imple-
mentation.

The thesis work first walked through the past literature related to the XAI, then
concluded the requirements and methods used in later research. After that, the
paper analyzed the current state of the EMR application, including its UIs, algorithm,
and workflow. The UIs were divided into four categories Registration, Cycling and
Nutrition Plan, Biological Explanation, and Result Renew and Comparison according
to the different functions.

The first-time user research was performed with an expert from the EMR com-
pany and target application users. The interview first built the expert mental model,
then set the user profile, including users’ goals, needs, and behaviors. Next, the user
mental model was built using Think-Aloud Task with Concurrent Question Answer-
ing, Cued Retrospection, and Diagramming. Based on the user and expert mental
model and the user profile, the target mental model is set, which provides guidelines
for the explanations design in the lo-fi and hi-fi prototype.

The lo-fi prototype design is built on the previously mentioned four categories.
The new explanations introduce the workflow step by step using post-hoc methods.
Textual and visual explanations are provided because of their outstanding perfor-
mance among other XAI approaches for non-technical users. The prototype dis-
cards the repetitive information, the knowledge that users already know, and wordy
explanations. The design informs users of why the algorithm keeps progressing
and compares predicted and real data. High-level explanations related to biological
knowledge are provided in natural language with didactic statements. The second
time lo-fi testing invited one AI specialist and the same target users for evaluation.
The lo-fi prototype used the Explanation Goodness Checklist, and the user mental
model was measured with the same methods from the previous user research. After
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that, opinions and feedback were collected from the specialist and users.
The hi-fi prototype adjusts the lo-fi design based on the opinions of users. The

third-time hi-fi testing was performed only with the same target users. Besides
the mental model, the hi-fi evaluation used the Explanation Satisfaction Scale and
Explanation Trust Scale to measure users’ satisfaction and trust in a quantitative
method. User feedback was collected during the evaluation process.

After the prototype design and evaluation phase, the paper answers the research
question and provides some insightful findings during the research process, which
probably indicate some future research suggestions. Firstly, the need for XAI to
inform users when the results from the algorithm are not trustworthy is worth recon-
sidering as different situations and products. Besides, there is no specific guideline
for informing users about the unreliable results or the limitation of the algorithm us-
ing the XAI methods, especially for the UI design. Moreover, users’ epistemic trust
(cognitive level of trust) profoundly impacts both users’ behavior and perspective of
a product. Therefore, future research could also focus on what kind of XAI methods
can influence the users’ epistemic trust effectively and efficiently and the detailed
practice guidelines on how to implement it in a design case.
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Information brochure and consent
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A.1 First time user interview

A.2 Second time lo-fi testing

A.3 Third time hi-fi testing
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Figure A.1: First time user interview Information brochure and Consent form
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Figure A.2: Second time lo-fi testing Information brochure and Consent form
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Figure A.3: Third time hi-fi testing Information brochure and Consent form
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Figure B.1: Hi-fi prototype pages



Appendix C

Different measurement scales

C.1 Explanation Goodness Checklist

C.2 Explanation Satisfaction Scale

C.3 Explanation Trust Scale
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Figure C.1: Explanation Goodness Checklist
[23]
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Figure C.2: Explanation Satisfaction Scale
[23]
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Figure C.3: Explanation Trust Scale
[23]
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