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With the growth of e-bikes on bicycle lanes, there is a growing risk factor
involving accidents related to bicycle cruising with a large difference in
speed. This paper explores technologies, algorithms and methods involved
in calculating and deducing the relative velocity from the perspective of a
cameramounted on a bicycle and detecting imminent danger. The algorithms
in question are three and involve the use of geometric proportions, polyno-
mial fitting and stereo vision respectively. A mathematical background and
accuracy evaluation based on all three methods are provided in the research.
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1 INTRODUCTION
In the Netherlands, there has been a growing popularity of e-bikes.
In 2013 the number of e-bikes was approximately 1.2 million, in
2017 was 2 million resulting in a growth of 74% over the course
of four years [4]. According to [8] the leading cause of accidents
between two vehicles is the relative distance and difference in ve-
locity. Calculating the relative velocity of other bicycles is essential
in order to increase the safety of the bikers and e-bikers. Alerting
dangerous relative velocity can prevent sudden crashes between a
slow rider and a fast rider if the distance between the two is not
large enough [3].
In order to alert imminent biking danger this paper replicates

and expands the possible algorithms used by smart cars capable of
using computer vision in order to deduce the relative velocity of
other vehicles in the same driving lane.
Although the technology to calculate the relative velocity of

other vehicles in the same lane already exists, this paper provides
insight into the implications of applying algorithms to calculate the
relative velocity of bicycles and the implications of implementing
those algorithms into a bicycle. In addition, this paper evaluates
and compares the performance and accuracy of a single camera
relative velocity algorithm and a stereo vision algorithm in order
to determine the best way to calculate the relative velocity of other
bicycles.

The algorithms that are evaluated are Calculated Bicycle Veloc-
ity Based on Distance Equation, Calculated Bicycle Velocity
Based on Fitted Polynomial Distance Equation andCalculated
Bicycle Velocity Based on Stereo Vision.

2 PROBLEM STATEMENT
With an increasing number of e-bikes, there is a risk of the speed
difference between an e-bike and a regular bicycle. One of the most
common causes of an accident between a bicycle and an e-bike in
the same cycling lane is the speed difference between the former
two [14].
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Therefore, bicycle accidents due to speed differences are a risk
that should be addressed due to the increasing number of e-bikes.
The risk of an accident is especially high between two bicycles (or
e-bikes) if the difference in velocity is high and the relative distance
between two is short [8].
This paper attempts to design a bicycle relative velocity detec-

tion system for short distances in order to detect and alert a high
difference in velocity between two bicycles that has a high risk
of causing a collision. The system is intended to be an embedded
system mounted on bicycles in order to detect danger in real time
using computer vision.

2.1 ResearchQuestion
In order to tackle the problem statement the following question
with corresponding sub-questions has been formulated.

(1) To what extent can vision-based solutions accurately detect
dangerous situations between two bicycle riders cycling at
varying speeds?

(a) What is the software and hardware development process
for developing a vision-based relative velocity detection
system for bicycles?

(b) To what extent is an algorithm using stereo vision more
accurate than a simple bounding box projection into a 3D
world coordinates algorithm in terms of relative velocity
calculation?

3 RELATED WORK
Authors [5, 11] providemathematical background and an equation to
find the distance of an object given its height. Distance inferred from
[5, 11] will translate into velocity by measuring the displacement Δ𝑑
over a period of time Δ𝑡 . Thus, comparing the assumed true height
of a bicycle with the perceived height in the camera will yield an
estimated distance of the bicycle rider from the camera sensor.

Another algorithm that this research takes into consideration for
deducing the distance of a bicycle rider from a monocular camera is
the application of a polynomial function. The polynomial function
is estimated and fitted by collecting real data and uses the perceived
dimension of the object in the camera as the independent variable
and the true distance of the object as the dependent variable [13].
Research involving stereo vision is already mature and well-

documented. This article takes into consideration the mathematical
principle and methodology applied by other works [7, 9, 10, 12] in
order to achieve a 3-dimensional depth estimation of a region of
interest.

4 METHODS OF RESEARCH
This research covers the hardware aspect of the project in section 6,
the implementation methods considered for the project in section
7, the testing procedure in section 8 and finally future work and
conclusion in sections 10 and 11 respectively.
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The "Hardware Setup" section consists in finding, utilizing and
assembling the most suitable hardware tailored for the research data
collection and algorithms evaluation.
"Methods" covers the implementation techniques for the bicy-

cle detection algorithm and bicycle object tracking. In addition, it
presents the mathematical background and limitations for each al-
gorithm presented to calculate the relative velocity of the target
bicycle.
"Testing" is the last process of this research and consists of an

evaluation of the accuracy of each algorithm with respect to the
actual relative velocity of the bicycles. This stage will be performed
with speedometers to detect the true speed of target bicycles.

5 EXPECTED RESULTS
According to the results from the experiment already conducted
from [5] the mean error of the uncalibrated camera to measure depth
is 6.25% using the depth equation 2. Therefore, it is expected that
the result using equation 2 will have an accuracy between 85% and
95% taking into consideration the uncertainty of a moving bicycle
camera focus.

Using the polynomial fitting approach suggested by [13] an accu-
racy as high as 98.76% is achievable. Therefore it will be expected
that the experiment using this method will have an accuracy to
estimate the distance between 90% and 97%.
Finally, according to "An Improved Sum of Squared Difference

Algorithm for Automated Distance Measurement" the achieved
accuracy for calculating object distance using stereo vision was
95%. For this research, it will be assumed an accuracy between 85%
and 95%.

Even though an estimated accuracy was drawn for all 3 methods
it is still hard to predict the actual accuracy that will be achieved
throughout the research in order to estimate relative velocity. All
the methods mentioned used different experiment environments
and applying them on a moving bicycle may yield a completely
different result than expected.

5.1 Project Requirements and Goals
The requirements and goals for this project are listed below.

(1) Reach the accuracy mentioned in the expected result section
5.

(2) Build a suitable hardware setup capable of running and col-
lecting data from the bicycle velocity algorithms.

(3) Answer the research questions in subsection 2.1

6 HARDWARE SETUP
The hardware used for the project involves an off-the-shelf Jetson
Nano and respective modules required to detect and process bicycles
through computer vision technology. Such modules are shown in
figure 1 with the corresponding index listed below.

(1) Jetson Nano to handle the processing of algorithms 7.3, 7.4
and 7.5.

(2) Raspberry Pi Noir Camera V2 to capture frames for algo-
rithms 7.3 and 7.4.

(3) Second Raspberry Pi Noir Camera V2 to add perspective
in order to allow Stereo Vision Algorithm in 7.5.

Fig. 1. Hardware Required to Process Relative Velocity

(4) Power Bank to aliment Jetson Nano during testing.
(5) WiFi Module to exchange data and start algorithms through

Remote Desktop control.
(6) Bicycle Speedometer to read ground truth velocity data of

the target bicycle.

7 METHODS
The methods involved in calculating the relative velocity of the
target bicycle can be summarized in the following four steps: bicycle
detection, bicycle distance calculation, bicycle tracking and filtering.
An overview of these steps can be seen in figure 2 where bicycle
distance calculation is split into the three submethods geometric
equation, polynomial fitting and stereo vision approach.

Fig. 2. Processing of Input Camera Image

7.1 Bicycle Detection
The object detection model used for the project is ssd-mobilenet-v2.
Ssd-mobilenet-v2 contains ninety labels, however, all of the labels
except for the "bicycle" are ignored. For the entirety of this project,
the detection threshold for bicycles was set to 0.4 confidence in order
to decrease the chances of data loss due to undetected bicycles.
Finally, bounding box height is used to calculate the distance

estimation of the bike using a geometric formula and polynomial fit
approaches.

7.2 Bicycle Tracking
Bicycle tracking keeps track of the velocity measurement of every
bicycle object detected in a given frame. Whenever a new frame is
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presented a simple ID assignment for every bicycle in the frame is
applied. The ID applied to the detected bicycle object determines its
row entry in a 2-dimensional array.
The column entry in the 2-dimensional keeps track, for a given

bicycle, the previously calculated distance 𝑑𝑝 and the current com-
puted distance𝑑𝑐 . In addition, the column entry of the 2-dimensional
array keeps track of the last 𝑠 calculated velocities as shown in figure
3.
The distance is measured periodically between intervals of a

few milliseconds and the velocity (between two bicycles) is thus
calculated by evaluating the displacement Δ𝑑 = 𝑑𝑐 − 𝑑𝑝 over the
interval of time Δ𝑡 as seen in equation 1.

𝑣 =
Δ𝑑

Δ𝑡
(1)

The resulting velocity 𝑣 is placed in the last position 𝑉𝑠 after the
values in the array are shifted to the left by one position from 𝑉𝑠 to
𝑉1. The final output velocity is calculated using the Average Moving
Window equation 11 from 7.6.1 with the values from 𝑉1 to 𝑉𝑠 .

Fig. 3. Bicycle Tracking Logic and Data Structure

7.2.1 Bicycle Tracking Limitations. The bicycle tracking logic works
best when bicycles do not cross each other in the x-axis of the
frame. When bicycles cross each other on the x-axis the IDs in the
row entries get swapped in the 2-dimensional array. In turn, the
new bicycle’s velocity reading overwrites the previous bicycle’s
reading resulting in a temporary inaccuracy of the relative velocity
calculation for the two crossing bikes.

7.3 Calculated Bicycle Velocity Based on Distance
Equation

According to [5] it is possible to apply equation 2 to derive the
object’s distance from the camera using its perceived pixel height.

𝑑 =
𝑓𝑚𝑚𝐻𝑂𝑚

𝐻𝐼𝑚𝑔𝑝

𝐻𝑂𝑝
𝐻𝑆𝑚𝑚

(2)

"where 𝑓𝑚𝑚 is the focal length in the camera in mm, 𝐻𝑂𝑚
is the

object height in meters, 𝐻𝐼𝑚𝑔𝑝 the height of the frame in pixels,
𝐻𝑂𝑝

the object in pixels, and 𝐻𝑆𝑚𝑚
sensor size in mm." [5]

It is therefore possible to calculate the distance of a bicycle by
applying equation 2 with the known specification of the Raspberry
Pi Noir Camera V2. According to [1] the focal length (𝑓𝑚𝑚) of a
Raspberry Pi Noir Camera V2 is 3.04 mm and its camera sensor
height (𝐻𝑆𝑚𝑚

) is 2.76 mm. The assumed true height of the target
bicycle (𝐻𝑂𝑚

) detected through the camera is 1.1 m from the bottom

of the wheel to the top of the saddle and the pixel height of a frame
(𝐻𝑂𝑖𝑚𝑔𝑝

) is of 720. Using the value specification of the Raspberry
Pi Camera V2 we can simplify equation 2 onto equation 3.

𝑑 ≈ 872.347
𝐻𝑂𝑝

(3)

Using equation 3 we can read and plug in the pixel height of
the bounding boxes present in the frame in order to calculate the
distance of the detected bicycles in meters.

7.3.1 Distance Equation Limitations. The distance equation 2 uses
assumed standard bicycle height in order to calculate its distance to
the camera. Therefore, bicycle distance will be more accurate the
closer the bicycle frame height is to the assumed height. Bicycle
frames that are shorter than the assumed height will appear further
away than their actual distance while bicycles that are taller than the
assumed height will appear closer to the camera than their actual
distance.

7.4 Calculated Bicycle Velocity Based on Fitted
Polynomial Distance Equation

Following a similar approach as [13] this paper proposes a mapping
between the pixel height of an object to its physical distance in
meters. To map the bicycle distance, sixteen frames are captured
using an iPhone 13 Pro camera from the rear angle of a bicycle
from various distances. In each frame, the pixels are counted from
the bottom of the rear bike to the top of the saddle to simulate the
height measurement of a bounding box enclosing a bicycle. Using
the bicycle height (px) as the independent variable and the distance
(m) of the bicycle from the camera as the dependent variable, we can
plot the relationship in an x-y plane as shown in 4. UsingMATLAB it
was possible to find the line of best-fit equation 4 that best represents
the plotting between the bicycle height (px) and distance (m) of the
bicycle to the camera.

𝑑𝑝 = 0.0021 × 𝜑2 − 2.2475 × 𝜑 + 714.7792 (4)
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Fig. 4. Relationship Between Bicycle Pixel Height and Distance

Where 𝑑𝑝 is the distance between the camera and the bicycle in
meters and 𝜑 is the pixel height of the bicycle using an iPhone 13
Pro. Therefore plugging in the bicycle height in pixels, from the
perspective of an iPhone 13 Pro camera to equation 4 will produce
the distance between the target bicycle and the camera.
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7.4.1 Translating Raspberry Pi V2 Camera Pixel Height to iPhone
13 Pro Camera Pixel Height. Because the pixel height of the bicycle
was measured using frames captured from an iPhone 13 Pro camera
the bicycle pixel height frames captured from a Raspberry Pi V2
camera will not produce the correct distance when plugged into
equation 4.

We propose a method to translate the pixel height of the bicycle
from a Raspberry Pi Noir Camera V2 to the camera of an iPhone
Pro 13 in order to utilize formula 4 using the hardware mentioned
in section 6.
Plugging the value from table 1 into formula 3 we get a set of

equations 5 which ultimately allow deriving the relationship be-
tween the pixel height from iPhone 13 Pro Camera 𝐻𝑂𝑖𝑝ℎ𝑜𝑛𝑒

and
the pixel height from Raspberry Pi Camera 𝐻𝑂𝑟𝑎𝑠𝑝𝑏𝑒𝑟𝑟𝑦

in equation
7.

Varible iPhone 13 Pro Pi Camera V2

𝑓𝑚𝑚 5.70 3.04
𝐻𝐼𝑚𝑔𝑝 1080 720
𝐻𝑆𝑚𝑚

7.76 2.76

Table 1. Corresponding Values for Raspberry Pi Camera V2 and iPhone 13
Pro Camera.


𝑑 =

3.04·𝐻𝑂𝑚 ·720
𝐻𝑂𝑟𝑎𝑠𝑝𝑏𝑒𝑟𝑟𝑦

·7.7

𝑑 =
5.70·𝐻𝑂𝑚 ·1080
𝐻𝑂𝑖𝑝ℎ𝑜𝑛𝑒

·7.76

(5)

5.70 · 𝐻𝑂𝑚
· 1080

𝐻𝑂𝑖𝑝ℎ𝑜𝑛𝑒
· 7.76

=
3.04 · 𝐻𝑂𝑚

· 720
𝐻𝑂𝑟𝑎𝑠𝑝𝑏𝑒𝑟𝑟𝑦

· 7.7
(6)

𝐻𝑂𝑖𝑝ℎ𝑜𝑛𝑒
≈ 2.79 · 𝐻𝑂𝑟𝑎𝑠𝑝𝑏𝑒𝑟𝑟𝑦

(7)

Therefore, we can use equation 7 in order to obtain the bicycle’s
pixel height from the perspective of an iPhone 13 Pro by plugging the
read pixel height from the perspective of the Raspberry Pi Camera
V2.

In order to calculate the distance of the target bicycle using equa-
tion 4 the following steps need to be taken into consideration:

(1) Capture frame using Raspberry Pi V2 Camera.
(2) Detect and measure the bounding box pixel height of bicycles.
(3) Convert pixel height measured with Raspberry Pi V2 Camera

to iPhone 13 Pro pixel height using equation 7.
(4) Plug converted height into equation 5.

7.4.2 Polynomial Fitted Distance Equation Limitations. Similarly to
7.3 the polynomial fitted equation assumes the standard height of
the target’s bicycle in order to calculate its distance from the camera.
In fact, the mapping between bicycle pixel height and distance from
the camera was performed using a 1.1 meters tall bicycle. In addition,
the accuracy of the calculated distance is heavily dependent on the
correctness of the chosen model representing the plotted mapping
between bicycle height and distance.

7.5 Calculated Bicycle Velocity Based on Stereo Vision
Stereo Vision image capturing is a method used to determine the
3D physical properties of a scene using two parallel-placed cameras
[12]. In the case of this project, the distance between the camera
and the target bicycle was deduced using two Raspberry Pi Cameras
V2 placed 5 cm distant from each other.

7.5.1 Background. Stereo vision distance measurement is possible
by applying the following equation 8 using the principle of similar
triangles between triangle 𝑂1,𝑂2, 𝑃 and triangle 𝑥1, 𝑥2, 𝑃 in figure
5.

𝑏

𝑍
=
𝑏 + 𝑥1 − 𝑥2

𝑍 − 𝑓
(8)

Where the baseline 𝑏 is the distance between two cameras𝑂1 and
𝑂2, 𝑥1 and 𝑥2 are the pixel distances of a point 𝑃 from the centre
of the respective cameras, 𝑍 is the distance between the object and
cameras and 𝑓 is the focal distance as shown in figure 5.

Fig. 5. Stereo Vision Triangulation Scheme [6]

Rearranging equation 8 it is possible to deduce equation 9 solving
for the distance 𝑍 .

𝑍 =
𝑓 · 𝑏

𝑥2 − 𝑥1
(9)

Now, the only values required to compute the distance 𝑍 are the
focal length 𝑓 of the two cameras, the baseline 𝑏 and the parallax
pixel offset between the two points 𝑥2 and 𝑥1.

7.5.2 Calibration. Calibration is a required step for rectifying the
two frames from the perspective of each camera. Rectification is
the transformation of each image plane such that a point in the 3D
space is mapped onto the same corresponding horizontal line and is
mainly used to simplify the stereo correspondence problem [7, 9].

Calibration is performed by processing thirty images of a checker-
board pattern with known dimensions as shown in figure 6. During
the calibration process, the following aspects need to be taken into
account for better results.

• In each calibration picture the checkerboard should be tilted
at various angles.

• The checkerboard should be maintained at a relatively short
distance from the cameras.
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• Each box should be visible from both of the cameras.
• Both cameras must have as similar tilt angle as possible.

Fig. 6. Checkerboard for Cameras Rectification

7.5.3 Depthmap. A depthmap is a 2D representation of depth given
an image; a function that translates the pixel of an image to a color
that represents its distance in the 3D space as shown with equation
10 [2].

𝐶𝑜𝑙𝑜𝑟 = 255 − (𝑑𝑒𝑝𝑡ℎ ∗ 255)
𝑚𝑎𝑥𝑑𝑒𝑝𝑡ℎ

(10)

According to [2] "the tasks required for creation of Depth-map are:
(i) Capturing Images, (ii) Image Preprocessing, (iii) Depth Estimation,
and (iv) Calculation of color value for all pixels." The result of the
depthmap for distance calculation for my project can be shown in
the figure 7. Finally, the depthman can be used in conjunction with
object detection models in order to deduce the distance of a given
detected object.

Fig. 7. Depthmap Representation with Jetson Nano

7.5.4 Stereo Vision Limitations. The limitations of the Stereo Vision
algorithm are the requirement of two identical cameras, its calibra-
tion process and the accuracy of long distances. In fact, Stereo Vision
accuracy is dependent on the quality of the calibration process and
the baseline length. With a greater baseline, the parallax pixel off-
set is more noticeable making it more accurate in determining the
distance of the target object.

7.6 Filtering
Due to the unpredictable and uncertain nature of the object detection
models, it is possible that bounding boxes get assigned distorted
and incorrectly to the intended object. In turn, distorted bounding
boxes will lead to anomalous data calculating unrealistic velocity
measurements of the target bicycle. To prevent outliers of this kind
two methods are presented which consist of the Average Moving
Window and Threshold Noise Filtering.

7.6.1 Average MovingWindow. The Average MovingWindow takes
into consideration a set of consecutive measurements 𝑛 and finds
their average in order to smooth out the readings and outliers. The
Average Moving Window can be represented with equation 11.

𝐴𝑊𝑆 =
1
𝑛

𝑘∑︁
𝑖=𝑘−𝑛+1

𝑉𝑖 (11)

Where 𝑘 is the total observed values and 𝑉𝑖 are the read values.
In the case of this project, 𝑉𝑖 is the observed relative velocity of the
target bicycle at frame 𝑖 and the window size 𝑛 was set as five.

7.6.2 Threshold Noise Filter. Another method used for filtering
outliers is the use of Threshold Noise Filtering. By comparing two
consecutive measurements we evaluate whether the difference in
value between the two is not higher than a predefined threshold
value. In the case of this project, I set the threshold value to 0.7 and
applied threshold noise filtering to the last two calculated average
velocities using 7.6.1. To calculate the difference index between two
values I use equation 12.

Δ𝑉 =
|𝑉𝑘 −𝑉𝑘−1 |
|𝑉𝑘 |+|𝑉𝑘−1 |

2

(12)

Where 𝑉𝑘 and 𝑉𝑘−1 are the last two velocity measurements.

8 TESTING
Testing involves a comparative analysis of relative velocity calcula-
tion accuracy using the distance based on bicycle height, distance
based on a fitted polynomial equation and distance based on stereo
vision algorithms.

For each distance calculation method, three velocities are tested
namely 3 km/h, 6 km/h and 9 km/h repeated twice each.

8.1 Testing Conditions
Testing was conducted in a flat parking area with perfect weather
conditions in order to maximise target bicycle visibility. In addition,
the Jetson Nano processor and its required modules were placed on
a tripod in a stationary position as shown in figure 8.
Using the bicycle’s speedometer the bicycle was brought at a

constant velocity of 3 km/h, 6 km/h and 9 km/h for a distance of
about ten meters two trials for each velocity calculation algorithm.
The data collected from the test are summarized in table 2. Where,
for each distance algorithm, the average velocity over the course of
ten meters is reported as 𝑉1 for the first trial and 𝑉2 for the second
trial.

𝐺𝑟𝑜𝑢𝑛𝑑
𝑇𝑟𝑢𝑡ℎ

Distance Eq. Polynomial Fit Stereo Vision

𝑉
𝑘𝑚/ℎ

𝑉1
𝑘𝑚/ℎ

𝑉2
𝑘𝑚/ℎ

𝑉1
𝑘𝑚/ℎ

𝑉2
𝑘𝑚/ℎ

𝑉1
𝑘𝑚/ℎ

𝑉2
𝑘𝑚/ℎ

3.00 2.51 2.27 2.37 2.07 4.64 4.89

6.00 3.71 4.35 3.26 4.31 6.99 5.22

9.00 5.67 5.74 3.52 3.83 8.17 6.59
Table 2. Average Velocity Result Based on Applied Method
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Fig. 8. Testing Setup

8.2 Evaluation Metrics
To evaluate the accuracy of each method 7.3, 7.4, 7.5 we use the
mean absolute error equation 13 on both iterations of the test for
each expected velocity (3 km/h, 6 km/h and 9 km/h).

Δ𝑉𝑚𝑒𝑎𝑛 =
1
2

2∑︁
𝑖=1

|𝑉𝑖 −𝑉 | (13)

Where Δ𝑉𝑚𝑒𝑎𝑛 is the mean absolute error given the velocity and
𝑖 is the iteration, which is either iteration 1 or 2 from table 2. We
can then calculate the percentage relative error with equation 14.

𝛿𝑉𝑚𝑒𝑎𝑛 =
Δ𝑉𝑚𝑒𝑎𝑛

𝑉𝑚𝑒𝑎𝑛

× 100 (14)

Where 𝛿𝑉𝑚𝑒𝑎𝑛 is the the relative error given then velocity and
𝑉𝑚𝑒𝑎𝑛 is the mean between𝑉1 and𝑉2. Finally, the average velocities,
absolute errors and relative errors are reported in table 3.

𝐺𝑟𝑜𝑢𝑛𝑑
𝑇𝑟𝑢𝑡ℎ

Distance Eq. Polynomial Fit Stereo Vision

𝑉
𝑘𝑚/ℎ

Δ𝑉𝑚𝑒𝑎𝑛 𝛿𝑉𝑚𝑒𝑎𝑛
%

Δ𝑉𝑚𝑒𝑎𝑛 𝛿𝑉𝑚𝑒𝑎𝑛
%

Δ𝑉𝑚𝑒𝑎𝑛 𝛿𝑉𝑚𝑒𝑎𝑛
%

3.00 0.61 25.60 0.78 35.14 1.76 36.94

6.00 1.97 48.89 2.22 58.65 0.88 14.41

9.00 3.30 57.84 5.33 145.03 1.62 21.95
Table 3. Absolute and Relative Errors for Given Velocity

8.3 Error Sources
8.3.1 Distance Equation Error Source. The source of error for the
distance equation approach is due to the moving average window
filter and low time interval. Since the moving average filter takes
the average of the last five measured velocities, the filter will take

into consideration values read from the previous trials. Even when
the bicycle is not inside the frame the average moving window
value will not reset. Therefore, if the average moving window array
already contains values from the previous trial they will be taken
into consideration during the current trial.
Because of a low time interval between one frame and another,

any inaccuracy in the time interval Δ𝑡 would cause the velocity
to be inaccurate as well. One way to offset this error would be to
increase the time interval between frames or by multiplying the
velocity by an arbitrary factor to correct the error.

8.3.2 Fitted Polynomial Equation Error Source. Fitted Polynomial
Equation has the highest relative error (35.14− 145.03%). The cause
of the high error percentagemay be due to the wrong-fitted equation
used to estimate the relationship between pixel height and object
distance. In fact, in figure 4, the line is flat between 600 and 500
pixels on the x-axis. The flat nature of the line would explain the
low value in velocity; from pixel height 600 to pixel height 500 the
object appears to have the same distance. In other words, there is no
displacement between pixel height 600 and pixel height 500 causing
the bicycle to appear stationary.

8.3.3 Stero Vision Error Source. Even though Stereo Vision has a
relatively low relative error (14.41 − 36.94%) it still does not meet
the expected result from section 5. The causes of inaccuracy in
Stereo Vision may be due to poor calibration, an unaligned array
of cameras or a too narrow baseline. In fact with a greater baseline
length, it is easier for the Stereo Vision to pick up parallax pixel
offset which, in turn, makes it easier to deduce the distance of an
object.

9 ADJUSTED CALCULATED BICYCLE VELOCITY BASED
ON THE DISTANCE EQUATION

In order to compensate for the error sources in 8.3 we present an
adjusted Calculated Bicycle Velocity Based on Distance Equation
from subsection 7.3. In fact, it is apparent from 8.2 that the calculated
relative velocity using the distance equation 2 is smaller than the
target expected velocity by a factor of around 1.5. We, therefore,
attempt to reevaluate the distance equation approach bymultiplying
the calculated velocity by a factor of 1.5.

9.1 Testing the Adjusted Calculated Bicycle Velocity Based
on The Distance Equation

The testing conditions for this method are the same as used in
section 8.1. However in this case, only one trial is evaluated and the
tested velocities are 6 km/h, 9 km/h and 14 km/h.

9.2 Results of the Adjusted Calculated Bicycle Velocity
Based on The Distance Equation

The result and evaluation for the adjusted calculated bicycle velocity
based on the distance equation can be found in table 4 where 𝑉
is the expected ground truth velocity, 𝑉 is the average measured
velocity, Δ𝑉 is the absolute error and 𝛿𝑉 is the relative error. Results
from table 4 show that the relative error is withing 8.83 and 12.57%
which is within the expected accuracy mentioned in section 5.

6
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Target Adjusted Distance Eq.
𝑉

𝑘𝑚/ℎ
𝑉

𝑘𝑚/ℎ
Δ𝑉 𝛿𝑉

%

6.00 6.53 0.53 8.83
9.00 10.00 1.00 11.11
14.00 12.24 1.76 12.57

Table 4. Absolute Error and Relative Error of Adjusted Calculated Bicycle
Velocity Based on Distance Equation

10 FUTURE WORK
One of the future implementations for calculating bicycle relative
velocity using the distance equation and fitted polynomial distance
equation approach is detecting the target’s bicycle wheel height
instead of the target’s bicycle frame height. In fact, the standard
average height of bicycle wheels in the Netherlands is 28 inches.
Applying "velocity calculation based on distance equation" and "ve-
locity calculation based on fitted polynomial equation" on the bicy-
cle’s wheel would lead to more consistent results and less variation
compared to bicycle frame size. Training a bicycle wheel detection
model tailored for accurately finding their height would decrease
the chances of missing detectable objects and would increase con-
sistency in finding accurate relative velocities of target bicycles.

Another limitation mentioned in subsection 7.2.1 is the potential
data loss due to the basic bicycle tracking logic implemented in
section7.2. Implementing algorithms such as the appearance
model for tracking bicycles would increase accuracy in tracking
the velocity of multiple bicycles in the same frame.

Inaccurate velocity readings due to bounding boxes cut from the
edge of the frame could also be solved in a future iteration. Some
approaches to tackle this issue involve the use of the bounding
box width to calculate object distance or the use of cameras
capable of wide angles frame capturing.
Finally, combining stereo vision and distance equation ap-

proaches should lead to a more accurate reading of the relative ve-
locity of target bicycles. This can be done by outputting the average
readings between stereo vision and distance equation approaches
or by alternating the use of them depending on their optimal range
in terms of accurate readings.

11 CONCLUSION
This research explored three methods for calculating the relative
velocity of bicycles and are based on a distance equation, fitted poly-
nomial distance equation and stereo vision respectively. According
to the results collected the stereo vision algorithm managed to score
the highest in terms of relative velocity calculation accuracy. The
reasons for this result can be attributed to the stereo vision’s inde-
pendence of bicycle height measurement. In other words, the stereo
vision algorithm does not need to assume the height of the bicycle
in order to deduce its depth in the 3D space. In fact, the stereo vision
algorithm managed to score an accuracy error of 24.43% on average
when calculating bicycle relative velocity. On the other hand, the
relative velocity calculation based on a distance equation scored
an accuracy error of 34.11% while the relative velocity calculation

based on a fitted polynomial equation scored an accuracy error of
79.61%.

Nonetheless, monocular camera algorithms can surpass stereo-
vision algorithms in terms of accuracy if the correct parameters
are applied. In fact, the relative velocity calculated using a distance
equation managed to score an accuracy error of 10.84% applying
the appropriate adjustments.
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