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ABSTRACT

In an ever-evolving world, safety and security are of great
importance. Many ways to analyse the risks of safety
and security have emerged in the past years. Yet often
these methods are either non-quantitative or fail to take
into account the interdependencies between the two. We
propose a metric to rank events based on their impact on
both safety and security to add a quantitative method for
co-analysing the two. We use a case study to apply this
metric and see whether or not this metric is a proper way
of ranking the impact of events on both safety and security.
We have modelled this case using a Bayesian network. We
have found that though the metric gives a broad overview
over the impact of events and their ranking, it is not
something that can be used separately from analysis about
dependencies and network depth.
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1. INTRODUCTION
Operational risks always have regard to safety, security or
both. The difference between safety and security is the
intent [13]. Where safety concerns accidental failures, for
example, a fire or a rope snapping in two because of wear,
security concerns malicious intent, like cutting the rope in
two for example. Of course this can also interact, think
about someone partially cutting a rope so it will snap in
two faster, in that case the attacker makes use of a safety
risk.

As we gain more and more intelligent systems, systems
become more complex and risks become less clear. The
line between safety and security is often blurred [19].

In recent years, research into safety, security, the related
risks and the correspondence between these three is a
sought after topic. An increasing amount of research is
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being conducted on the topics of risk assessment and safety-
security interactions [12][16]. However, these topics are
still in the earlier stages of developing themselves and thus
are often individual studies putting their own emphasis on
different possibilities that these types of research bring.
With this research we would like to look towards providing
a quantitative method to analyse safety-security co-depen-
dency that can form a base that other research can build
on rather than analysing one specific case for the purpose
of risk or safety-security assessment.

To accomplish this goal, we make use of a Bayesian network
[section 2]. Bayesian networks are a way of modelling and
visualising situations with multiple probabilistic variables.
Bayesian networks are ideal for analysing multiple contri-
buting factors and predicting the likelihood of an outcome
and what causes this outcome could have. These properties
make Bayesian networks a great modelling tool for safety-
security analysis.

By making use of a Bayesian network we model a case
and analyse its probabilistic properties. To be able to do
this we use GeNIe [3], an academic modelling software
that allows one to model a Bayesian network and then
change probabilities of variables to see the impact on other
probabilistic variables. This way we can simulate all different
scenarios without separately having to model them.

Using this model, we introduceDependencyScore, a simple
formula based on Birnbaum-importance[5] with the goal of
ranking events. The events get ranked based on how much
impact they have in the Bayesian network on safety and
security. Here, the Bayesian network works well again as
it gives us quantitative outcomes to work with. This allows
us to give values to the impact on events and quantitatively
analyse the ranking.

The goal of only using a simple formula is to let this
research allow a vast amount of follow-up possibilities and
adjustment to fit specific purposes while also providing an
overlook insight over these situations.

For the case, we decided on a case of an autonomous
surface vessel (ASV). The subject of this case works well
within the scheme of safety-security interactions as it contains
a cyber-physical system, one of the areas where safety and
security blend together the most. For the scope, it also
helped that this case had already been used in similar
research [7] so that we had some base of the case to work
on instead of having to research the case itself more deeply
as well, allowing us to focus on the metric.

The deliberation set out above have lead to the following
research question to guide the structure of this research:

RQ: Is DependencyScore an accurate method of ranking
the influence of an event on the safety and/or security?
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This will be answered with the help of following sub-questions:

• subRQ1: What does the Bayesian network of the
case look like?

• subRQ2: What are the impact values on Safe and
Secure and DependencyScore value for each of the
events?

The structure of the paper is as follows: In section 2
we will explain the concepts used in this paper to lay
out the information necessary for the case study. Section
3 will give an overview of the related works regarding
safety-security interactions, Bayesian networks and ASVs.
Section 4 will lay out the case study. Section 5 will use
the methodology set out in the proposal and walk through
what methods were used to answer the research questions
set out in the introduction. Section 6 will show the results
of the case study. Section 7 will draw conclusions with the
help of the case study and research questions and finally,
section 8 looks into what can be done on this topic for
future research.

2. BACKGROUND
In this section we will give a little more background on the
concepts that we will use in this research.

2.1 Bayesian Networks
Many events can have an impact on the safety and security
of a system. To analyse the impact of these events and
the interactions that happen between safety and security
different methods can be used. We will be using Bayesian
networks. Bayesian networks illustrate the logical causal
associations between different variables. They are able to
apply probabilities to these associations and can model
what happens when probabilities change.

The essence of Bayesian networks lies in directed acyclic
graphs that encode a conditional probability distribution.
The nodes of the graph symbolise variables or possible
events outcomes and the edges symbolise the relations
between these variables. Every node x has a probability
distribution Cx on the set {0, 1}. This distribution is
dependent on its n parent nodes and 2 different outcomes
and takes form of a table with 2n rows and 2 columns
where the probabilities of every row summed up yields 1.

For example, A → B in a Bayesian network would symbolise
that the probabilities of variableA influence the probabilities
of variable B. Underneath you see a small example of a
Bayesian network modelling the probability of the grass
being wet.

Figure 1. Example Simple Bayesian Network [23]

The reason we use a Bayesian network to analyse our
case, besides them working well to visualise any safety-
security analysis, is because Bayesian networks allow us
to analyse uncertain events with values. Most methods
used for analysing safety-security interactions do not have
quantitative values to use in a metric.

2.2 Safety-Security Analysis
As we have hinted before, a single event usually has impact
on both safety and security. Research classifies what kind
of impact and event has on the two with interactions.
Today, there are many ways to analyse safety-security
interactions. Usually these include analysing the impact of
an event on safety and security, resulting in a classification
of how it will have impact. These classifications are used
to support understanding of the impact.

These are the interactions classified by [14] supported with
illustrations from [12].

• Conditional dependency: fulfillment of safety events
condition safety or vice-versa.

If event B is conditionally dependent on event A,
then event B not happening is only possible if event
A has not happened yet: if A occurs then B also
occurs.

• Mutual reinforcement: safety events contribute to
the probability of security events, or vice-versa.

Event A mutually reinforces event B if B is more
likely to happen due to event A and vice-versa.

• Antagonism: safety and security events, when considered
together, lead to conflicting situations.

Two events A and B are antagonistic, or conflicting,
one cannot occur when the other is occurring and
vice-versa. If Event A occurs, Event B automatically
doesn’t and vice-versa.

• Independence: no interaction.

Two events A and B are statistically independent if
P(A&B) = P(A) · P(B). By assumption, all events
are statistically independent. Events that are (mutually)
reinforcing can also satisfy this statistical independence
requirement.

Nevertheless, usually these analyses of safety-security co-
dependence are only done for specific situations, to give
insight into probable outcomes and usually it is still a
human that decides what course of action this implies.

2.3 The Metric
The metric that we will be using and analysing is a simple
one. We will model the Bayesian network in a way that
the top events are Safe and Secure. As all other events
have some correlation to these.

In our network each node symbolises an event. To model
the consequences of this event to the network and thus
the impact of the event to our top events we set evidence.
This means we change the probability distribution of this
specific node to simulate the event happening or not. In
our formula we express this with the numerical values 0
and 1, 1 meaning the event fails and 0 meaning the event
is safe. This probability change will propagate through
the network and will result in a change in probability
distribution for the two top nodes. This means that the
top nodes will end with a probability distribution on the
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set {0, 1}. We use this probability that the top node is
still safe, expressed by P(Cy = {0, 1} | Cx = 1), in our
formula, slightly adjusting Birnbaum importance.

We call the formula DependencyScore. In this formula x
is the node we are analysing, thus we denote the value for
this node as D(x)

D(x) = Ix(Safe) · Ix(Secure)

Here Ix(y) is the adjusted Birnbaum-importance of x on
y, defined by

IxB (y) = P(Cy = 0 | Cx = 1)− P(Cy = 0 | Cx = 0),

with Cx ∈ {0, 1} being the stochastic variable that signal
the state of node x

As can be seen from the metric, it does not include the
different kinds of dependencies we talked about earlier.
This is because we also want to see how these dependencies
rank interchangeably and if they really matter for the
impact of an event.

The metric will yield a value between the 1 and -1. Depen-
ding on the value this can insinuate different causes.

• D(x) is positive: Both top events (Safe or Secure)
are more likely to be safe or both are more likely to
fail based on the evidence set to node x.

• D(x) is negative: One of the top events (Safe or
Secure) is more likely to be safe when the analysed
event fails.

• D(x) is zero: Node x has no influence on either Safe,
Secure or both.

• Order of magnitude |D(x)|: Whether it is positive
or negative, the larger D(x), the more impact x has
on the top events.

To see if this metric is a good representation of the events
impact, we use the metric to rank the events of a case. We
will use the Autonomous Surface Vessel (ASV) case from
[7] for this.

3. RELATED WORK
In this section we will go over some of the related work in
the areas of Safety-Security interactions, Bayesian networks
and Autonomous Surface Vessels (ASV).

3.1 Safety-Security interactions
As the world starts to use more and more electronics on
a daily basis, the innovation accelerates. Over the past
years this has resulted in more focus on Security, especially
in the cyber world. But as research realised, safety and
security are interconnected, influencing each other. And
with the rise of cyber-physical systems, the line between
the two often gets blurred [7][19]. Many studies try to
make sense of or classify these interactions with different
models, Attack and Fault Trees [12][6] or Bayesian networks
[17] for example. all applying them to cases or analysing
the methods with the goal of being able to make decisions
when weighing the two.

3.2 Bayesian networks
Bayesian networks are widely used in research for a range
of analysis. They are used from safety and security analysis
[8][18][15] to forecasting [21] to population synthesis [20].
Anything with data and probabilities can be modelled
into a Bayesian network to predict or get more insight
on different scenarios.

3.2.1 Bayesian metrics
Several metrics to calculate the impact of a node on the top
event in a Bayesian network , not related to safety-security
interactions, can already be found in research [22]. For all
metrics node (N) and the top event (TE) are used [8].

Birnbaum importance measure[5]: The Birnbaum importance
of a node (N) is obtained by computing the difference in
probability of top event (TE) for node probability set to
1 and 0 respectively.

INB (TE) = P(TE = 1 | N = 1)− P(TE = 0 | N = 1)

Risk reduction measure: Risk reduction measure demon-
strates the effect of the non-occurrence of a basic event on
the top event, thereby showing its importance.

INRR = P(TE = 1)− P(TE = 0 | N = 1)

Ratio of variance (RoV) measure: Introduced by [25], this
is a measure which uses both prior and posterior failure
probabilities of the event to identify the most critical node.

RoVN =
P1(N)− P(N)

P(N)

Where P 1(N) represents the posterior failure probability
of nodeN and P (N) represents the prior failure probability
of node N .

Our metric is similar to the ones proposed above but using
the context of safety-security interactions. We will use the
Birnbaum metric on each top event to calculate the impact
on one top node but as we are working with two top events,
our metric adds an interaction between the two top nodes
to analyse the interaction between the two.

3.3 Autonomous Surface Vessels
Since autonomous vehicles have gained popularity, Autono-
mous surface vessels have been a researched topic. The
advantage of autonomous open sea vehicles in comparison
to autonomous road vehicles is the lesser amount of scenarios
possible due to the nature of the surroundings.

Most ASVs see two modules in the system, the navigation
and the collision avoidance. And especially the collision
avoidance is researched thoroughly as there are still many
scenarios to think of and many methods of analysing these
scenarios. Examples of multiple ways of doing collision
detection with ASVs that have been researched are Model
Predictive Control for Collision Avoidance (MPC COLAV)
scheme [9] [11], Fuzzy logic [10] and a Probabilistic Data
Association Filter (PDAF) [24], all of these implementations
are designed so that they are compliant with COLREGS
[1], the international regulations to prevent collisions at
sea.

4. CASE STUDY
As far as safety-risks go, industrial practices such as DNVGL-
RP0496 [2] already include the possibility of cyber-attacks
having influence on physical qualities. For example, if
a vehicle suffers a cyber-attack and the control is taken
over, the vehicle could suffer physical damages. This is a
good example of a potential security breach impacting the
safety.

For this specific case we look into the Autosea project
(NTNU n.d.), where different disciplines work together
to find solutions for Autonomous Surface Vessels (ASV)
in maritime applications. One of these solutions is the
Telemetron ASV [9]. Equipped with several sensors and
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a navigation system it has the ability to autonomously
operate at sea [24]. It uses the navigation system to follow
a planned path to it’s destination and a module of sensors
make sure that obstacles on the way are accounted for.
If the system senses an obstacle in its planned path the
Collision Avoidance System (CAS) is activated. The CAS
enables the vehicle to autonomously make manoeuvres to
avoid obstacles on its path and come back to its predefined
route [11].

5. METHODOLOGY
To recap: We will use the formula DependencyScore, a
product of two Birnhaum-importances [section 3] which
we have further explained in section 2:

D(x) = Ix(Safe) · Ix(Secure)

This section will detail the steps we have taken to answer
each of the research questions. First, we will construct a
Bayesian network of our case, once we are satisfied with
our network and have assigned values to all dependencies
we rank all events in terms of impact on safety and security
using DependencyScore and conclude whether or not this
is a good method to rank the impact of events on safety
and security.

5.1 subRQ1
From the proposal: What does the Bayesian network
of the case look like? We will look into the different
events possible in the case and how these events are related,
resulting in a Bayesian network with Safe and Secure as
the two top events.This Bayesian network will be constructed
in GeNIe.

Using the research of [7], we constructed a Bayesian network
in GeNIe and after a couple of different arrangements of
ways to connect the network decided on the network shown
in appendix A. Two big design choices we made for this
network to noteaere the following:

- To not split threats apart from their matching prevention
fails: We tried combining respectively all prevention systems
and all threats but realised this would result in a loss of
information even though it would make the split between
safety and security clearer in the network. We decided that
the information was more important than the separation.

- To make two separate sub trees for the difference between
wrong messages due to tampering or due to system failure:
The end result would be the same, a wrong message, but
we felt that this did not describe the potential hazard
behind the cause well enough.

Next, we assigned probabilities to all connections based
on estimates. As the goal of this research is not to get the
most accurate probability for this case but rather testing
the metric, these probabilities may differ when researched
further.

5.2 subRQ2
From the proposal: What are the impact values on
Safe and Secure and DependencyScore value for
each of the events? Once we have our Bayesian network
in GeNIe, we will run simulations on every different event
to see the probabilistic impact on the two top events, applying
the formula to each of these runs and making an overview
of all these values.

For the sake of analysing, we decided to use SMILE wrap-
pers [4]. This is an extension for multiple coding languages

that allows you to manipulate the network through code,
making repetitive tasks more efficient and giving more
possibility to analyse the network over different states.

To allow this repetition in our network, all node states
are called ’safe’ and ’fail’. With SMILE wrappers we
determine all values of Safe and Secure and theDependen−
cyScore. This was done with the python code shown in
figure 2 compatible with python 3.10.

Figure 2. Python code

For overview we left out the values of the top events but
these could be printed by adding some extra lines to our
code after each updating of beliefs.

The code used outputs the ID of the node and the value
of DependencyScore.

5.3 RQ
From the proposal: Is DependencyScore a accurate
me- thod of ranking the influence of an event on
the safety and security? Based on the values that our
formula gave, we will rank the events in terms of impact on
safety and security and analyse whether or not this formula
results in an accurate ranking on it’s own.

After running the code, all values are copied to an excel
and sorted on DependencyScore. This overview was used
to compare to the network we made and used to make an
analysis of the use of the formula DependencyScore. The
analysis of the values[B], the network[A] and other results
can be found in sections 6 and 7.
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6. RESULTS
The final Bayesian network is as can be seen in appendix
A. The relations are derived from Fault trees and a UFOI-
E, which shows information and energy flows in the system
for the sake of safety-security analysis. In our network
we assume that both the steering and the acceleration
system work similar if not is the same. Thus if someone
can penetrate one it means they also have the skills to
penetrate the other.

The network has top nodes Safe and Secure. For this
analysis we see these as the ultimate events to happen in
both regards, so the Secure top event is the scenario of the
vessel getting stolen and the Safe top event is the scenario
of the vessel getting damaged. As shown by the colours of
the nodes in the network, some nodes relate more to Safe

and other to Secure. While constructing the network in
this way it became apparent that safety and security are
never really separate due to the influence they have on
each other. From this we can conclude that you cannot
analyse one properly without accounting for the other.

Probabilities were assigned on the basis of shallow research.
most leaf-events have a probability of failing of about 5%.

On this network, the python code was ran to attain all
values. For the sake of overview, the values were left out
and only separately reviewed when it was unclear where
a result came from. All the DependencyScore results are
visible in appendix B.

An overview of all values of DependencyScore is given in
figure 3, where the numbers of the events correspond to
the numbers in appendix B.

Figure 3. A graph overview of DependencyScore

To visualise these values further we also plotted them in a
graph with a logarithmic scale to better see the difference
in values in figure 4. we used |D(x)| for these graphs.
This only mattered for one value of DependencyScore as
all other values were positive numbers.

This negative number is caused by one of the top events
(Safe or Secure) being more likely to be safe when the
analysed event is turned on (or in this case, fails). In this
case the probability of the ASV getting stolen decreases
when there are extreme weather conditions causing the
autopilot to be less reliable.

Looking at the potential scenario where the two top events
are not connected, when looking at the numbers ofDepen−
dencyScore, some of them yield 0. This is easily explained
by the fact that these events only had an impact on one
of the two top events and DependencyScore would thus

Figure 4. A graph overview of DependencyScore in a
logarithmic scale

multiply by 0, which yields 0. This also means they would
have no impact on the co-dependence of safety and security.

We decided to connect the two top events even though this
means that officially there is only one top event. We still
consider both of these nodes a top event as they are still
both a final outcome.

Before, we concluded that the outcome ofDependencyScore
could differentiate between 1 and -1. Looking at the actual
numbers we see that most of them fare close to 0 in the
positive direction. The largest impact is about 0.35. As
can be expected, generally speaking, events that are closer
to the top events have more impact. However, we can also
see in the values that the malicious part of the tree in the
middle of the network has more impact that coincidental
failures.

The node with the highest impact is the ’System compro-
mised’ node. As this node is the only node that has direct
impact on both top events, this is not surprising. Next
to having impact on both events it is the only non-top
event that has direct impact on the Secure top node. The
combination of these two properties makes it unsurprising
that this node ranks highest and this likely reflects the
real-world scenario.

The bottom of the rank seems to consist of the events that
require both a detection failure and a malicious attack, for
example, ’GNSS spoofing’ and ’GNSS spoofing detection
fails’, together with accidental system failures. From the
essentially deterministic events this was expected as only
one event triggering does not have much impact. But
we initially expected the accidental failures to have more
impact as these have more effect by themselves when triggered.

A possible explanation for this is that these nodes have
very little effect on the top Secure node and thus, even if
they have a lot of effect on the Safe node, will not have
much impact on our overall analysis.

Joining some of the insights talked about above we take
away some main points about our outcomes:

• The closer to the top events, the more impact an
event has.

• The events that have impact on both safety and
security always rank higher than the ones that only
have significant impact on one.

• The better connected a node, the more impact it has.
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For the last point we can for example see that the ’Error
command to actuator’ has more impact than the ’System
failure’ node. Even though the second node is closer to the
top events. This is because the first one is closer related
to the ’Malicious message’ node which also influences the
security side of our network and thus is the ’Error command
to actuator’ node more connected to the network as a
whole.

7. CONCLUSIONS
After analysing the results as shown in section 6, a couple
of conclusions can be drawn and some considerations are
presented.

Though depth in the network clearly plays a role in the
impact it does not play as big of a role as we expected.
Well-connected nodes had more impact than purely the
depth.

The different kinds of dependencies are generally speaking
not visible with this method of analysing. The only thing
we can conclude in this area is that usually the impact
of an event moves the safety and security in the same
direction. As most of the values of DependencyScore
are positive this means that in most cases Ix(Safe) and
Ix(Secure) are either both negative or both positive, resul-
ting in a positive DependencyScore value.

Taking everything into account, this metric works well to
give an overview over all nodes and how much they impact
both top nodes. However, it does miss some nuances that
come with more classifications or more variables. Depth
and the kind of dependency can give you a clearer view of
the situation and this metric should not be used without
looking at these variables. In combination with these, the
metric can give a quantifiable way of ranking the events
where the network only gives you a qualitative overview.
The metric is not all-inclusive but from what we have seen
in this case it can provide a solid base.

We have seen some promising results. However, this metric
would still need further research to determine the robustness
of the metric. From just this case we cannot say if the
metric works in more scenarios than just this case. Some
examples for different kinds of research following from this
can be found in section 8.

8. FUTURE WORK
Some potential following research using the metric proposed
in this research are laid out below.

- Test robustness of the metric: As also determined in
the conclusions above, though the metric works for this
case, this doesn’t prove that the metric will work in other
situations.

To be able to use this metric on a larger scale, research
needs to be done to define the robustness of the metric.
Possibly this could be done using data analysis on this
specific case, changing the probabilities to see if the metric
holds.

- Test metric on a specific dependency: In our case, almost
every value of D(x) was positive. This is likely because
of the kinds of dependencies that show up in our case.
It would be interesting to see what would happen if you
would test this metric on a case study with a lot of antago-
nisms for example, where we would expect more negative
D(x) values.

- Adding more variables to the metric: This metric is
not nuanced enough to be used solely on it’s own, in the
conclusions we deduced that analysing other variables was
necessary to get a good overview. One way to combat this
would be to identify the variables that need to be taken
into account, like depth and dependency, and integrating
them into the formula to still have one formula that can
be used to analyse the impact of events in safety-security
co-analysis.

- Formulating a framework that includes the metric as well
as a way to analyse the other variables: Another way to
combat the issue of this formula not being able to describe
enough on it’s own, is not to add variables to the formula,
but to create a bigger framework that includes the metric
as well as other analysing steps to close the gap.

Next to these we also propose some similar research topics
in the field not using the metric here.

- Mathematical definitions dependencies: Right now, with
the exception of independency, there are no mathematical
definitions for the dependencies. This makes working with
these dependencies a somewhat subjective and never-ending
matter. Giving the dependencies mathematical definitions
can help to unify research being done on the topic as well
as build a solid basis for more complex cases.

- Modelling dependencies into a formalism: As of now,
there are no formalisms that allow us to read the different
kinds of dependencies directly from the model, this is one
of the reasons that complex cases are hard to dissect.
Introducing a modelling technique that allows us to read
the dependencies directly out of the model would help with
these complex cases.

Of course this proposed future research could later be
combined with research about the metric again to give an
even better basis for analysing safety-security interactions.
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APPENDIX

A. BAYESIAN NETWORK ASV CASE
You can click here to download the network as a pdf.

S
af

e
92

%

F
ai

l
8%

A
S

V
 ta

ki
ng

 d
am

ag
es

 

S
af

e
10

0%

F
ai

l
0%

A
S

V
 s

to
le

n

S
af

e
95

%

F
ai

l
5%M
ec

ha
ni

sm
 d

o 
no

t
pr

ov
id

e 
en

er
gy

 a
s

in
te

ne
d

S
af

e
92

%

F
ai

l
8%A

S
V

 o
pe

ra
tin

g 
in

au
to

pi
lo

t i
n 

ex
tr

em
e

w
ea

th
er

 c
on

di
tio

ns

S
af

e
95

%

F
ai

l
5%S
en

so
rs

 ta
m

pe
re

d

S
af

e
95

%

F
ai

l
5%R

ea
l-t

im
e 

co
m

m
ne

tw
or

k 
ta

m
pe

re
d

S
af

e
95

%

F
ai

l
5%A
ct

ua
to

r 
ta

m
pe

re
d

S
af

e
95

%

F
ai

l
5%

T
am

pe
rin

g 
de

te
ct

io
n

in
 r

ea
l-t

im
e 

co
m

m
 f

ai
ls

S
af

e
95

%

F
ai

l
5%

T
am

pe
rin

g 
de

te
ct

io
n

in
 s

en
so

rs
 f

ai
ls

S
af

e
95

%

F
ai

l
5%M
al

w
ar

e 
de

te
ct

io
n

fa
ils

S
af

e
95

%

F
ai

l
5%C

yb
er

 s
ec

ur
ity

pr
ev

en
tio

n 
ba

rr
ie

r
fa

ils
S

af
e

95
%

F
ai

l
5%G

N
S

S
 s

po
of

in
g

de
te

ct
io

n 
fa

ls

S
af

e
90

%

F
ai

l
10

%

U
nd

et
ec

te
d 

er
ro

r 
in

re
al

-t
im

e 
co

m
m

ne
tw

or
k

S
af

e
90

%

F
ai

l
10

%

S
en

so
r 

m
al

fu
nc

tio
n

un
de

te
ct

ed

S
af

e
10

0%

F
ai

l
0%

S
ab

ot
ag

e

S
af

e
10

0%

F
ai

l
0%

M
al

ic
io

us
 m

es
sa

ge

S
af

e
92

%

F
ai

l
8%A

lg
or

ith
m

 e
rr

or

S
af

e
10

0%

F
ai

l
0%

S
ys

te
m

 c
om

pr
om

is
ed

S
af

e
94

%

F
ai

l
6%S

ys
te

m
 f

ai
lu

re

S
af

e
95

%

F
ai

l
5%

T
am

pe
rin

g 
de

te
ct

io
n

in
 a

ct
ua

to
r 

fa
ils

S
af

e
10

0%

F
ai

l
0%

M
al

ic
io

us
 in

fo
rm

at
io

n
in

 r
ea

l-t
im

e
co

m
m

un
ic

at
io

n
ne

tw
or

k
S

af
e

10
0%

F
ai

l
0%

M
al

ic
io

us
 s

en
so

r
m

ea
su

re
m

en
ts

S
af

e
10

0%

F
ai

l
0%

M
al

ic
io

us
 s

en
so

r
m

ea
su

re
m

en
ts

 in
pu

ts

S
af

e
10

0%

F
ai

l
0%

M
al

ic
io

us
 c

om
pu

tin
g

co
m

m
an

d 
fr

om
co

nt
ro

lo
le

r

S
af

e
10

0%

F
ai

l
0%

M
al

ic
io

us
 s

en
di

ng
co

m
m

an
d

S
af

e
10

0%

F
ai

l
0%

M
al

ic
io

us
 c

om
m

an
d 

to
ac

tu
at

or

S
af

e
95

%

F
ai

l
5%In
fo

rm
at

io
n 

er
ro

r 
in

re
al

-t
im

e
co

m
m

un
ic

at
io

n
ne

tw
or

k
S

af
e

95
%

F
ai

l
5%

E
rr

or
 s

en
so

r
m

ea
su

re
m

en
ts

S
af

e
94

%

F
ai

l
6%

E
rr

or
 s

en
so

r
m

ea
su

re
m

en
ts

 in
pu

ts

S
af

e
97

%

F
ai

l
3%E

rr
or

 c
om

pu
tin

g
co

m
m

an
d 

fr
om

co
nt

ro
lle

r

S
af

e
95

%

F
ai

l
5%

E
rr

or
 s

en
di

ng
co

m
m

an
d

S
af

e
94

%

F
ai

l
6%E
rr

or
 c

om
m

an
d 

to
ac

tu
at

or

S
af

e
10

0%

F
ai

l
0%S

en
so

r 
fa

ilu
re

S
af
e

10
0%

F
ai

l
0%C

yb
er

 th
re

at

S
af

e
10

0%

F
ai

l
0%C

yb
er

 s
ec

ur
ity

sa
bo

ta
ge

S
af

e
10

0%

F
ai

l
0%

S
en

so
r 

sa
bo

ta
ge

S
af

e
10

0%

F
ai

l
0%R
ea

l-t
im

e 
co

m
m

sa
bo

ta
ge

S
af

e
95

%

F
ai

l
5%G

N
S

S
 s

po
of

in
g

S
af

e
95

%

F
ai

l
5%

M
al

w
ar

e

S
af

e
10

0%

F
ai

l
0%P
ar

tia
l s

ab
ot

ag
e

S
af

e
10

0%

F
ai

l
0%

M
al

w
ar

e 
sa

bo
ta

ge

S
af

e
10

0%

F
ai

l
0%G
N

S
S

 s
po

of
in

g
sa

bo
ta

ge

9

https://drive.google.com/file/d/1Ox1dJ_efL4lc8_YCQGQTpRC8Oc1NsOFH/view?usp=sharing


B. NUMERICAL VALUES RANK

Name D(x)
1 System_compromised 0,3451377532
2 Malicious_command_to_actuator 0,2871068071
12 Sabotage 0,2499214004
11 Malicious_sending_command 0,2277994328
14 Malicious_sensor_measurements_inputs 0,1708467543
3 Malicious_information_in_real_time_communication_network 0,1703288144
15 Malicious_computing_command_from_controller 0,1517580129
16 Malicious_sensor_measurements 0,107195239
10 Malicious_message 0,06668800985
8 Partial_sabotage 0,04266146699
4 Cyber_security_sabotage 0,04223611199
34 GNSS_spoofing_sabotage 0,04223611199
36 Malware_sabotage 0,04223611199
17 Sensor_failure 0,04212297654
6 Real_time_comm_sabotage 0,03297550857
26 Error_command_to_actuator 0,006407556814
25 System_failure 0,006386962774
13 Actuator_tampered 6,25E-04
21 Tampering_detection_in_actuator_fails 6,25E-04
22 Sensor_sabotage 4,21E-04
30 ASV_operating_in_autopilot_in_extreme_weather_conditions 1,30E-04
37 Information_error_in_real_time_communication_network 1,29E-04
27 Error_sending_command 1,27E-04
5 Cyber_security_prevention_barrier_fails 1,06E-04
19 Cyber_threat 1,06E-04
32 Malware 1,06E-04
31 GNSS_spoofing 1,06E-04
33 GNSS_spoofing_detection_fals 1,06E-04
35 Malware_detection_fails 1,06E-04
7 Tampering_detection_in_real_time_comm_fails 8,24E-05
20 Real_time_comm_network_tampered 8,24E-05
39 Error_sensor_measurements_inputs 7,12E-05
29 Mechanism_do_not_provide_energy_as_intened 3,84E-05
28 Error_computing_command_from_controller 2,67E-05
38 Error_sensor_measurements 6,34E-06
23 Sensors_tampered 1,05E-06
24 Tampering_detection_in_sensors_fails 1,05E-06
40 Algorithm_error 9,65E-07
18 Sensor_malfunction_undetected 2,63E-07
9 Undetected_error_in_real_time_comm_network 1,70E-07
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