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ABSTRACT

Satellites orbiting the earth make it possible to provide increasingly
accurate weather forecasts. Through observations and numerical
weather predictions, meteorologists can make near-future weather
forecasts which have a major impact on everyday decisions in differ-
ent societal sectors. However, unexpected cloud appearances often
lead to inaccuracies in nowcasting weather or radiation. We propose
the usage of machine learning via a Convolutional LSTM Neural
Network. In particular, we validate the performance of learning
spatial and temporal patterns within a sequence of satellite images
using a Convolutional Long Short-TermMemory model architecture
for cloud coverage prediction. The accuracy of the machine learning
model was found to be 90 percent upon training on a dataset span-
ning a period of two years. However, additional efforts are deemed
necessary to address and remove biases present within the model.

Fig. 1. A scene of the cloud mask of the earth on geostationary projection

on a pixel level. Each pixel is classified as either clear sky over water(blue),

clear sky over land (green), cloud (white) or no data. [19]

1 INTRODUCTION

In meteorology, an optimal forecast refers to a prediction of the
future state of the atmosphere that exhibits the least deviation from
actual weather observations. This is accomplished through the appli-
cation of state-of-the-art numerical models and statistical methods
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with the objective of attaining the greatest degree of accuracy pos-
sible.

This research is carried out under the supervision of Infoplaza
B.V, a weather forecast service provider located in Houten, Nether-
lands. Currently, Infoplaza does not have a forecasting system that
incorporates observations to predict future development in short
time intervals. As, a result the company is working towards the
development of a satellite-based nowcast or short-term cloud mask
forecast.

While weather models are utilized for long-term forecasts cover-
ing a period from a few hours to several days, the absence of a cloud
nowcast within the company requires the addition of a machine
learning model. This will be utilized to adjust the first hours of
the so-called "optimal" forecast, which is based on various weather
models and post-processing steps.

This research focuses on whether it is possible to make a model
which can take a series of satellite images of cloud coverage from
gridded data files in GRIB format provided by EUMETSAT as input
and predict a new image. The new images show a prediction of
cloud distribution for the area from a series of past images.
EUMETSAT, the meteorological agency of Europe has several

satellites located above the earth which provide meteorologists with
satellite images [4].

In this research we make use of satellite images at different fre-
quencies created by the Seviri instrument of the satellite. The satel-
lite providing us with images belongs to the Second Generation of
Meteosat Satellites whose satellites, specifically Meteosat 9, 10 and
11, can produce data for weather forecasts.

The satellite providing us a datset of satellite images is in geosyn-
chronous orbit, matching the rotation speed of the earth. The zero
degree service [14] is the main mission of EUMETSAT which pro-
vides stable satellite images over a given region where the satellite
is orbiting directly above the equator.

Measurements observed on images of satellites can help detect
different types of objects reflecting light differently. Thus, cloud
objects and even a whole cloud mask over an area can be identified.
The main purpose of cloud mask images is to differentiate between
cloudy and cloud free surfaces on a given area of the earth.

1.1 ResearchQuestion

How can a deep learning model forecast cloud coverage using a
series of satellite images?

The following sub questions should help to answer this question:
(1) How does the produced data from meteorological satellites

covering Europe look like?
(2) Which neural network architectures are used for image-to-

image prediction?
(3) How effective is ConvLSTM for cloud coverage nowcasting?
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2 RELATED WORKS

In this section, we describe the state-of-the-art in nowcasting of
cloud coverage. We found research in the field of nowcasting where
machine learning models are used in order to predict weather phe-
nomena. However, the majority of these studies have been con-
ducted between 2015 and 2022, which indicates that the application
of machine learning in nowcasting is a relatively new area of re-
search. The overarching goal of these studies is to improve the
accuracy of weather forecasting in order to facilitate daily life and
protect individuals by providing accurate predictions of near-future
weather conditions.

The currently most successful and well-known research into
weather nowcasting by applying machine learning is the Deep Gen-
erative Model of Radar (DGMR) for precipitation nowcasting by
DeepMind.

Highly modern nowcasting methods used by meteorologists have
problems capturing unexpected weather phenomena.

DeepMind is a British research laboratory acquired by Google
which developed a machine learning model for probabilistic precip-
itation nowcasting from radar data which allows to give a more ac-
curate and non-linear prediction of precipitation. DeepMind makes
use of a machine learning architecture called GAN (Generative Ad-
versarial Network) which is a type of architecture used for DGMR.

The DeepMind GAN model architecture consists of the generator
and two discriminators. As in other GAN models the discriminators
need to predict if a given image is real or fake. The generator com-
petes against the two discriminators to produce a convincing enough
image to be accepted as real.

Both the generator and discriminatorsmake use ofmultiple convo-
lutional and LSTM layers within their architecture such as ConvGRU,
SNConv2D, SNConv3D and more [31].

The utilisation of this machine learning architecture has resulted
in a demonstration of an accuracy of 88 percent. This model is able
to produce a nowcast with a lead time between 5-90 minutes on a
1536 by 1280 kilometer area. DeepMind is using a dataset of three
years where radar images have been collected in a time interval of
five minutes. The radar images represent a gridded dataset where
each grid cell corresponding to the pixel cell in a radar image repre-
sents an area of 1km by 1km. In order to provide valuable results for
precipitation nowcasting, DeepMind also uses data from satellite
images, more precisely DeepMindmakes use of a MetNET algorithm
which relies on several layers of input data. This means that in
addition to radar data, satellite images from the geostationary oper-
ational environmental satellite 16 (GEOS 16) are used. The dataset
used by DeepMind is limited to the area of the United Kingdom
[35].

The paper "Ten-minute prediction of solar irradiance based on
cloud detection and a long short-term memory (LSTM) model" dis-
cusses the use of a long short-termmemory (LSTM) model to predict
solar irradiance with a ten minute time horizon. The authors first
use a cloud detection algorithm to create a cloud mask. The resulting
image is a binary cloud mask where pixels representing clouds are
labled as 1 and pixel representing clear sky are labeled as 0. The

cloud mask, the Global Horizontal Irradiance (GHI) and key meteo-
rological factors influencing the GHI are passed to an LSTM model.
This LSTMmodel makes use of the sigmoid and tanh activation func-
tions. The paper reports that by using a dataset of solar irradiance
and cloud coverage information as input to the LSTM model, the
model is able to make more accurate predictions of solar irradiance
compared to using only historical solar irradiance data[46].

"Convolutional Networks for Biomedical image segmentation" is
a research paper that presents a deep learning model for segmenting
biomedical images via a machine learning model architecture called
U-Net. The model is based on a fully convolutional neural network
architecture, and it utilizes a symmetrical, concatenating structure to
combine information from different resolution scales in the image.
The authors demonstrate the effectiveness of U-Net on various
medical image segmentation tasks and show that it outperforms
existing methods in terms of accuracy and robustness[37].

Further examples of research have utilized machine learning
architectures for forecasting hazards such as landslides and thunder-
storms such as in the papers "New Potential for Local and Regional
Deep-Seated Landslide Nowcasting"[41] and "Nowcasting Thunder-
storm Hazards Using Machine Learning: The impact of Data Sources
and Performance"[29].

These studies demonstrate the potential of machine learning
techniques for accurately predicting these hazards.

3 METHODOLOGY

3.1 Literature and Business Understanding

Themotivation for this research is to utilize the knowledge produced
by this research to create and deploy a deep learning model capable
of nowcasting cloud coverage. The prediction of cloud coverage can
be used to enhance existing weather applications or as a input to
predict energy production, among other uses [46].

The aim of the research is to enhance cloud coverage prediction
accuracy through the use of machine learning models trained on a
large volume of satellite image data. The models will identify the
exact location and distinguish different cloud types in the images.
The machine learning model is intended to complement the existing
Adjust to Obs processing step, which adjusts the initial hours of the
optimal forecast using observations such as temperature, humidity
and speed.

Furthermore, this research aims to improve the prediction from
photovoltaic cells by utilizing the results from the obtained cloud
coverage nowcast. This information is expected to enhance the
accuracy of the weather apps provided by Infoplaza by displaying
images of cloud mask prediction.



Fig. 2. An image obtained from the Drops weather app by Infoplaza. The

image depicts the forecasted cloud coverage over Europe. It offers a visual

representation of the expected distribution of clouds across the region,

providing valuable information on the anticipated weather conditions. [3]

3.2 Applied Methodology during pre-processing

The task of organizing and managing large amounts of satellite
images frommultiple sources is a complex and challenging endavour.
To address this issue, we utilize the Extract, Transform and Load
(ETL) methodology[21]. We consolidate compressed satellite images
from different directories into a unified directory.
1. Extract

Firstly, we extract source data (GRIB files) from the EUMETSAT
website and transfer this data to an external server, where GRIB
files are extracted for the transformation stage. Our goal is to tem-
porarily store data in a staging area to restart the ETL process if
required. Using data chunks helps us to avoid resource limitations
and increase pre-processing efficiency.
2. Filter

The next step after extracting data from zip files is to transform
the acquired data, including filtering to a list of only GRIB files and
excluding metadata files.
3. Transform

After completion of filtering and sorting, we determined that no fur-
ther cleaning was required, as the data was free of broken, duplicate
or missing records. We executed the reprojection of the GRIB files
successfully without deviations. The ideal duration of reprojection
for monthly data was approximately 2.5 hours.
4. Load

The final step in the ETL process involves loading the data into the
destination directory. Each reprojected file is promptly loaded into
the destination folder during the transformation phase.

3.3 Expert Validation Methodology

To ensure the accuracy of input data for our model, we employed
an expert validation methodology. Five experts in the field of mete-
orology and data technology were presented with a set of satellite
images in geostationary and Mercator reprojection. The experts
were given the task to classify the images according to the specified
questions. The results indicated that the experts achieved a high

level agreement in their answers, with only minimal deviations. This
agreement supports the conclusion that the reprojection from geo-
stationary to Mercator was carried out successfully[27] see figure
9.

3.4 Machine Learning Architecture

In this research, we utilize a ConvLSTMmodel for forecasting cloud
coverage. The ConvLSTM is based on a Long Short Term Memory
(LSTM) architecture, which uses both long term and short term
memory paths for predictions. LSTM was designed to address the
vanishing and exploding gradient problem, enabling the model to
improve its weights incrementally during training. However, we
selected the ConvLSTM over the LSTM because the input data for
each cell of the LSTM model is an image. The ConvLSTM preserves
pixel relationships in these images through its use of convolutional
operations.

We start off with a base model which we iterate upon during the
experiments to explore improvements to this model. The base model
consists of two layers. The first layer is a Convolutional LSTM and
the second layer is a Convolutional layer.
The first layer is configured to use 20 filters of dimensions (5,

5), since we are interested in a next-frame prediction we only use
the final short-term memory, which has the dimensions (800, 800,
20). In the first layer we also switch the tanh activation function
with a ReLU function, this is because our output classes range from
[0, 3].

The output of the first layer is passed to the second layer which
is a 2D convolutional layer, it treats the 20 images produced by the
previous layer as different channels. The convolutional layer then
uses 4 filters to produce a result of dimensions (800, 800, 4).
The 4 values in each pixel correspond to probabilities of the pixel
belonging to one of the possible cloud mask classes (See table 1).

The model is compiled with a sparse categorical crossentropy
and adam optimizer. We utilize sparse categorical crossentropy as a
loss function because our classes are represented by integers and
are not one-hot encoded. The adam optimizer was used based on
other models of the same task [30].

In detail the model can be formulated by the following equations:

𝑓𝑡 = 𝜎 (𝑊𝑥𝑖 ∗ 𝑋𝑡 +𝑊ℎ𝑖 ∗ ℎ𝑡−1 + 𝑏𝑖 )

𝑖𝑡 = 𝜎 (𝑊𝑥 𝑓 ∗ 𝑋𝑡 +𝑊ℎ𝑓 ∗ ℎ𝑡−1 + 𝑏 𝑓 )
𝑜𝑡 = 𝜎 (𝑊𝑥𝑜 ∗ 𝑋𝑡 +𝑊ℎ𝑜 ∗ ℎ𝑡−1 + 𝑏𝑜 )

𝐶𝑡 = 𝑓𝑡 ⊙ 𝐶𝑡−1 + 𝑖𝑡 ⊙ 𝑅𝑒𝐿𝑈 (𝑊𝑥𝑐 ∗ 𝑋𝑡 +𝑊ℎ𝑐 ∗ ℎ𝑡−1 + 𝑏𝑐 )
ℎ𝑡 = 𝑜𝑡 ⊙ 𝑅𝑒𝐿𝑈 (𝐶𝑡 )

𝑓𝑡 , 𝑖𝑡 , 𝑜𝑡 , correspond to the forget gate, input gate and output gate.
𝐶𝑡 is the current cell state and ℎ𝑡 is the current short term memory.

These equations come from the paper that introducedConvLSTM
[38], except that we replaced tanh with relu.

The sigmoid function is a mathematical function which maps any
input value to a value between zero and one. By taking the values
between zero and one. In a LSTM cell sigmoid is used for example
to determine the percentage of values to keep in memory.



𝜎 (𝑥) = 1
1 + 𝑒−𝑥

On the other hand the ReLU (Rectified Linear Unit) activation
function gives the maximum between 0 and the provided input.

𝑅𝑒𝑙𝑢 (𝑥) =𝑚𝑎𝑥 (0, 𝑥)

Since we are predicting the next image in time, we cannot expect
negative output results as predictions by our machine learning
model.

The ConvLSTM model was firstly introduced by [38] in order
to solve a precipitation nowcasting problem. Using a ConvLSTM
we allow the model to learn features which are not only dependent
on the individual pixel values as well as on the pixel values of the
surrounding area by performing convolutional operations. In our
convolutional layer we are making use of a kernel which works
as a filter sliding over the image and performing a mathematical
operation on each pixel value. The results of the mathematical
operations create a new filtered image. This image is then used as
an input for the next layer of the model. The model learns patterns of
the cloudmask through convolutional operations. Thus, we can keep
spatiotemporal pixel relationships when performing nowcasting
(See Appendix C, B).

4 EXPERIMENTAL SETUP

4.1 Dataset

The dataset consists of satellite images taken over a two-year period
by EUMETSAT, the European Organization for the Exploitation of
Meteorological Satellites, which supports weather forecasting and
other meteorological and climatological applications.

The images were taken every 15 minutes and range from 1000 to
2000 per month. The satellite images are stored in GRIB (GRIdded
Binary) format, a binary encoded weather data storage format de-
fined by the World Meteorological Organization (WMO) and used
by EUMETSAT in accordance with the GRIB2 specification[7].

Data inside aGRIB file is stored in records and data in records may
contain different information depending on the meteorological use
case. In our case a GRIB file contains one record. The GRIB file has a
cloud mask resolution of 3712x3712 pixel for single geostationary
image of the earth. The gridded data displays the satellite imagery
and each data point is described by its longitude and latitude.

The stored data also includes metadata about the satellite image,
such as the height of the satellite above the earth and the projection
type, which are used for reprojecting the images. Each pixel in the
image can belong to one of the classes in table 1, in practice however
the pixels only belong to the following classes:

(1) clear over water
(2) clear over land
(3) cloud

Each grid cell, represented by a pixel, has a resolution size of 3km
by 3km at the sub-satellite point which is the point directly above
the satellite when drawn as a line to the centre of the earth. The
pixel size increases with distance from the sub-point, meaning a

pixel contains more information in the middle of the image than at
the edges (See figure 10).

4.2 Experiments

We have conducted a set of experiments in order to analyse the best
parameters to be used with our model. All experiments are based
on the model architecture described in the section 3.4 Machine
Learning Architecture, each including one change. We executed
each experiment twice. Firstly, we trained the model on a dataset of
one month. Secondly, with an extension of resources we trained the
model on a dataset of two years.

4.2.1 Experiment 1. In accordance with the theoretical specification
of our ConvLSTMmodel, we carried out an initial experiment utilizing
the Keras implementation of the ConvLSTM2D layer.

The model was constructed using a sequential architecture with
the ConvLSTM2D layer serving as the initial layer. This layer receives
a block of 5 satellite images, each of size 800 by 800 pixels. The ’re-
turn_sequence’ parameter was set to false, in order to only return
the last 20 images, which were generated based on the previously
trained outputs of the previous and current cells.
The first layer was followed by a Convolutional layer, which

reduced the number of images to the number of 4 classes via the
use of filters.

The ’from_logits’ parameter was set to false while compiling
the model, in order to apply the softmax activation function by
default. The performance of the model was evaluated through the
use of SparseCategoricalAccuracy class which gives the count
of correct pixels over the total, this metric applies argmax of prob-
abilities to find the final class and compares the predicted class to
the ground truth. This experiment was executed for one epoch.

4.2.2 Experiment 2. The following experiment we intend to analyze
the existence of overfitting by increasing the number of training
iterations by setting the number of epochs to 3. From the exam-
ination of the validation accuracy, it appears that the model has
ceased to learn effectively after the initial epoch. This is evidenced
by the minimal increase in accuracy observed between the first and
subsequent epochs, with a fluctuation of approximately 0.0003 and
0.0007. Based on the aforementioned observations, we can infer
that overfitting is not present in the current model, which comprises
approximately 42080 parameters.

4.2.3 Experiment 3. In this experiment, we simplified the labeling
to distinguish between the presence and absence of clouds, with
the desired outcome being an an image that depicts only the areas
containing clouds or clear sky. We do not take the sea and land areas
into consideration. To account for this binary categorization, we
use the Binary Crossentropy loss function instead of the Sparse Cat-
egorical Cross Entropy Loss function previously used. Additionally,
we altered the filter size in the final layer to the value of one. We
are using the sigmoid activation function instead of the relu.

4.2.4 Experiment 4. In this experiment, a dropout layer is applied
after the first and second layers. During each iteration, the dropout
layer sets 20 percent of the outputs from the previous layer to zero,
creating a different set of outputs with each iteration. This is done



to prevent overfitting by reducing potentially existing dependencies
of the model on any features. The purpose of this experiment is
to evaluate whether the model relies on memorization to make its
predictions, and to assess its overall performance.

4.3 Validation metrics

To assess the performance of our model, we determine the pixel
accuracy utilizing both training and validation sets. Given that
the validation dataset was not utilized during the training process
and our model architecture selection was not contingent upon the
validation dataset performance, it is not required to utilize a testing
dataset and the validation dataset alone is sufficient for the purpose
of evaluating our model.

To evaluate the performance of our machine learning model, we
use the accuracy derived from the sparse categorical cross entropy.
The sparse categorical cross entropy is a loss function applied dur-
ing the training process, which quantifies the discrepancy between
the predicted class probabilities and the actual class labels. The vali-
dation results obtained through utilization of the sparse categorical
cross entropy can be found in the results and discussion section 5.
We conducted a confusion matrix analysis on a single image

with binary predictions. The aim of this analysis is to evaluate the
performance of our model in classifying the pixel values as cloud or
non-cloud. The results of the confusion matrix can be found in the
results and discussion section5.

𝑖𝑜𝑈 =
𝑡𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓 𝑎𝑙𝑠𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓 𝑎𝑙𝑠𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

4.4 Implementation Details

4.4.1 Resources. The available resources were used to complete
the project: A server with 16 CPU cores, 32 GB RAM and 360GB
disk space. The data was initially uploaded to the server by Info-
plaza and an account was created for the jupyterlab development
environment. The jupyterlab user interface was used to interact
with the data in order to create the machine learning model.

4.4.2 Used packages. In order to ensure that all needed functional-
ities are performed, we have made use of the following packages
and modules: (Overview: 2).

4.4.3 Pyresample. Pyresample is a package designed to provide
functions forworkingwith geospatial data in Python.We aremaking
use of Pyresample in order to transform the satellite images from
geostationary projection to mercator projection.

4.4.4 Reprojection. In order to be able to visualise a two dimen-
sional image of the future cloud distribution of a given area on
earth map reprojection needs to be applied. Map reprojection is a
set of functions f which convert the geographic coordinates from
the spherical earth into a cartesian coordinate system with points x
and y.

Different projections are used depending on the target reason for
usage. Within the framework of this project the use of mercator was
chosen for the given business case in order to allow the potential use
of images in web based applications such as the apps of Infoplaza.

Fig. 3. The following image displays the creation of a Mercator reprojection

depicting the process with a visual illustration. The image depicts a piece of

paper being wrapped around the globe and then unfolded into the Mercator

map, which serves as the input for our machine learning model.

4.5 Generator

In order to make use of RAM efficiently and avoid crashing of the
server on which experiments were run, we made use of a Generator
to generate batches for training and validation while only loading
into memory the required cloud mask images.

The generator produces features and labels arrays for each batch.
For the purposes of training our model our generator can be config-
ured to produce batches with a given batch size and block size. The
block size indicates the number of sequential images that are fed to
the model before the label.

This generator was implemented by extending the
tf.keras.utils.Sequence class and implementing the required
methods.

4.5.1 Sorting Images in Chronological Order. In order to predict
the next image of cloud coverage in time we need to provide our
model with a series of satellite images in time. To ensure that only
numpy files remain in the first a filter is applied to remove files not
in numpy format. Afterwards the files can be sorted in chronological
order to blocks of time series.

Time series are used to predict the next image in sequence because
they allow us to model the temporal dependencies between the
previous images.
Converting files through their metadata to datetime objects fa-

cilitates comparison between the files because a datetime object
includes built-in comparison operators.

5 RESULTS AND DISCUSSION

5.1 Experiment 1

Results by training the model on a dataset of one month:

Epoch
Number Loss Accuracy Validation

Loss
Validation
Accuracy

1 0.7169 0.6867 0.6496 0.7222



This initial experiment demonstrates that, despite achieving an
accuracy of 72 percent with a limited amount of data, there is still a
significant level of loss present, which is nearly equivalent to the
validation accuracy.

5.2 Experiment 2

Results by training the model on a dataset of two years:

Epoch
Number Loss Accuracy Validation

Loss
Validation
Accuracy

1 0.2702 0.8992 0.2541 0.9007
2 0.2518 0.9037 0.2580 0.9004
3 0.2494 0.9040 0.2497 0.9011

The subsequent table illustrates the lack of enhancement in accu-
racy during the second epoch, indicating the absence of overfitting
in the training procedure. In comparison to the first experiment, it
is evident that there is a significant reduction in loss. The results
of this experiment demonstrate the ability of the model to progres-
sively improve pattern recognition capabilities, as reflected by the
notable enhancement of accuracy as the number of training epochs
increases.

Fig. 4. Results of Experiment 6: 30 min nowcasting of Cloud Coverage by

adding the 15min nowcasting result to the input. The image was produced

based on a dataset of one month.

5.3 Experiment 3

Results by training the model on a dataset of one month:

Epoch
Number Loss Accuracy Validation

Loss
Validation
Accuracy

1 0.6024 0.7076 0.5825 0.7287
2 0.5903 0.7173 0.5822 0.7288

Results by training the model on a dataset of two years:

Epoch
Number Loss Accuracy Validation

Accuracy
Validation
Loss

1 0.2531 0.8973 0.2448 0.8991

Fig. 5. Results of Experiment 3: 15 min nowcasting of Cloud Coverage by

providing input and output as binary information of cloud/ no cloud. The

image was produced based on a dataset of one month.

Despite the removal of information related to land and sea classes
from the input provided to the model, the model performance is not
significantly impaired as compared to when it was provided with the
four original classes. The proportions between the other parameters:
loss, accuracy, validation loss, remain minimally affected.

Fig. 6. ConfusionMatrix for a binary output of a 15min nowcast. One stands

for cloud and zero stands for no cloud. The label represents the ground truth

for the cloud coverage and the predicted label represents the cloud coverage

prediction by the model.

Our calculation of the Intersection over Union (IoU) score based
on the confusion matrix resulted in a value of 0.734 percent. Despite
obtaining an accuracy of 89.91 percent, the lower IoU score suggests
that the performance of the model may be a bit lower than depicted
by the overall accuracy. This is due to the fact that the IoU score
provides a more nuanced evaluation of the relationship between
the predicted and the ground truth pixels, whereas accuracy only
provides a binary measure of correct and incorrect predictions.



5.4 Experiment 4

Results by training the model on a dataset of one month:

Epoch
Number Loss Accuracy Validation

Loss
Validation
Accuracy

1 0.7220 0.6829 0.6303 0.7258
2 0.6227 0.7232 0.6100 0.7318
3 0.6225 0.7134 0.6113 0.7235
4 0.6139 0.7247 0.6128 0.7236
5 0.6120 0.7247 0.5940 0.7322

It is noteworthy that the model has a lower accuracy when uti-
lizing dropout. Despite this, it is apparent that the model performs
robustly, achieving an accuracy of approximately 73 percent over 5
epochs, even when dropping out 20 percent of the output from the
layers.

After thorough research, we have obtained results relevant to our
primary research question:

(1) Our first sub research question, "How does the data produced
by meteorological satellites covering Europe appear?" is de-
picted in Figure 4 and 5, which illustrates the results of our
most successful experiments predicting cloud coverage in
real time.

(2) Our second sub research question, "Which neural network
architectures are used for image-to-image prediction?" is ad-
dressed in the Related Works Section, where we identify com-
monly used machine learning architectures in the field and
demonstrate the application of ConvLSTM in our research.

(3) Our third sub research question, "How effective is ConvLSTM
for cloud coverage forecasting?" is answered through the
results from our experiments.

5.5 Discussion

Upon examination of the results of experiment two which yields the
highest accuracy in the prediction of cloud coverage, it is evident
that, when compared to the expected images, the image of the 15
minute nowcast, as well as the 30 minute nowcast shows a tendency
to cover more areas of the image with clouds. This is due the fact
that the cloud class is the dominant class in the ground truth.
The use of the sparse categorical cross-entropy loss function in

next frame prediction task may result in a tendency for the model to
falsely assign class labels to pixels in the prediction. While compar-
ing the predicted and ground truth images it is particularly notice-
able that most areas are typically covered with clouds. This is due to
the function’s method of comparing the predicted class probabilities
to the true class label and adjusting the model’s weights to minimize
the difference between the two.
In future work, it may be beneficial to explore further potential

solutions and to conduct additional validation analyses for resolving
this issue. The first solution could involve modifying the existing
loss function, which is based on intersections between clouds. This
can be achieved by incorporating loss functions such as Dice Loss,
Jaccard Loss, Intersection-over-Union (IoU) loss. Another approach

to addressing class imbalance is to implement balanced training
classes with assigned weights reflecting their frequency and the
desired level of amplification.
Upon conducting a visual analysis of the second experiment,

we observe that the predicted image of cloud coverage does not
fully depict detailed information of land and sea, instead the model
tends to display clouds. To further investigate this, we did conduct
experiment three in which the model only provides information on
clouds and no cloud areas. Despite this modification, the results of
both experiments showed a very similar results of accuracy. This
prompts us to consider alternative methods for training the model
in future work. Potential solutions include incorporating additional
meteorological parameters and training the model on geographic
information prior to cloud mask information. Furthermore, we could
consider increasing the amount of training blocks. Although having
a lower amount of blocks can prevent overfitting, having a higher
number of blocks can result in more comprehensive training data
andmore accurate predictions. To implement this approach, a sliding
window approach could be used to generate the blocks, providing
more combinations and variety in the training data.

6 CONCLUSION

In conclusion, our findings indicate that ConvLSTM can effectively
be used for predicting cloud coverage in subsequent frames. With an
overall validation accuracy of 90,11 percent, ConvLSTM has proven
to be an efficient solution to next frame prediction. However, to
attain both a high overall accuracy and a visually accurate depiction
of details such as sea and land together with clouds that closely
match the expected image, further adjustments may be necessary.
These avenues for improvement can be explored in future studies.
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A APPENDIX

A.1

Fig. 7. Base for ConvLSTM: One Cell

B APPENDIX

B.1

Fig. 8. ConvLSTM for our machine learning model representing the First Cell



C APPENDIX

C.1

Fig. 9. Expert Validation Results from a customized quiz

D APPENDIX

D.1

Fig. 10. Image of the Earth in geostationary projection. The image shows the amount of information of a pixel depending on its location. The blue areas shows

the area of the sub-satellite point. The colors show the increasing size of area represented by a pixel in kilometeres.



E APPENDIX

Code Figure Meaning
0 Clear over water
1 Clear over land
2 Cloud
3 No data

4-191 Reserved
192-254 Reserved for Local Use
255 Missing

Table 1. Cloud Mask Type (CODE TABLE 4.217). The Table shows the possible classes for each pixel within a satellite image.

Module: Usage:

os Interaction with the command line[10]
generator To produce a sequence of data blocks for the input[1]
math To perform mathermatical functions[9]
zipfile To create, read, write, append, list zip files[18]
tqdm Creating a progress bar[24]
pygrib Reading GRIB files[8]
pyresample : image and geometry modules Resampling and displaying geospatial image data[12]
Modules from matplotlib Visualise data[16]
numpy Performance of mathematical functions[11]
tensorflow Perform tensorflow operations during training and prediction[6]
Keras: models, layers Interface for the tensorflow library[39]
tensorflow-gpu Running tensorflow on a gpu device[15]
shutil Perform operations on files[13]
warnings Applied to filter warnings[17]
datetime Provides classes to work with date/time[2]
functools Provider functions to work with functions[5]

Table 2. We used the following python modules for this research
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