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Abstract

Data augmentation is an important tool to improve model robustness. This study uses Fourier-
basis noise to augment images. A new approach is introduced that utilizes Reinforcement Learning
to find useful combinations of noise as augmentation policies. The results demonstrate that the
searched Fourier-basis augmentation is more effective in improving the model’s robustness to corrup-
tion than the baseline model. Furthermore, combining different augmentation techniques further
enhances the model’s performance, indicating that Fourier-basis augmentation positively affects
model robustness.
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1 INTRODUCTION

Many efforts have been made to improve the image
classification performance of deep learning models
[1, 2]. However, these models still have poor per-
formance when data distribution changes between
the training set and testing set [3]. Common cor-
ruptions, such as noise, blur, weather, and digital
distortions, may cause deep learning models to fail
the classification. Using data augmentation can
be a successful method to enhance the robustness
of models against corruption, and it involves ex-
panding the variability of the data [4]. In the past
few years, data augmentation’s rapid development
has dramatically boosted its applications in many
fields, such as medical imaging [5, 6, 7], agriculture
[8, 9], satellite imagery [10, 11].

Most common image data augmentation mainly
applies operations in the spatial domain, such as
image transformations (e.g., flip, rotation, scale,
crop, and translation) and colour modification
(e.g., brightness, contrast, and grayscale) [4, 12,
13, 14]. Strategies that mix samples have been
proven to be effective. For example, MixUp [15],
proposed by Zhang et al., randomly selects two
samples with their labels for random weighted
summation. This method strengthens the gener-
alization of models and performs well on object
detection [16]. CutMix [17] in contrast to MixUp,
which mixes the samples by interpolating two im-

ages proportionally, mixes the samples by cutting
some areas and then patching them. So CutMix
enables the model to identify two objects from a
composite image, improving training efficiency.

There are some automatic data augmentation
methods. AutoAugment [18] uses Reinforcement
Learning [19, 20] to search for optimal augmen-
tation policy and achieves significant performance
on CIFAR-10-C and ImageNet-C benchmarks [21].
Different operation-related parameters allow the
augmentation policy found by AutoAugment to
match the target dataset well. Similar to Au-
toAugment, AugMix [22] applies a variety of data
augmentation (Aug) to the image and combines
(Mix) several data-augmented images. Based on
AugMix, Soklaski et al. [23] propose AugSVF to
enhance the model effectively. AugSVF [23] in-
cludes spatial, vision, and Fourier-basis perturba-
tion in the AugMix framework, and can be cus-
tomized to effective perturbation while improving
the overall model robustness.

However, it has been observed that models have
different performances facing various corruptions
[21]. According to the analysis from a Fourier
perspective of Yin et al. [24], corruptions can be
broadly divided into two categories depending on
the energy distribution: low-frequency corruptions
and high-frequency corruptions. There is a trade-
off that improved robustness to high-frequency
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corruptions always comes at the cost of decreas-
ing robustness to low-frequencies corruptions, and
the frequency information of these corruptions is
a critical factor in explaining the trade-off.

Performance trade-off in robustness between low-
frequency and high-frequency corruptions raises
the question if there is a data augmentation
method to enable models to be robust to different
corruptions. This research proposes the hypothe-
sis that adding mix-frequency Fourier-basis noise
to images improves the robustness of models and
mitigates the trade-off effectively. Adding mix-
frequency noise can add useful information that re-
lated to the data, making the model more robust to
corruptions focused on different frequencies. This
research first analyzes the effect of applying differ-
ent frequencies of Fourier-basis noise on improving
models’ robustness. Then, a combined Fourier-
basis augmentation policy is searched by Rein-
forcement Learning. Finally, the effectiveness of
searched policy is evaluated and compared with
other augmentation methods(AutoAugment, Aug-
Mix, etc.).

Goal: Investigate a suitable augmentation strat-
egy using the Fourier-basis noise and Reinforce-
ment Learning method.
The goal is specified as the following research ques-
tions:

• RQ 1: What effect does using additive
Fourier-basis noise as augmentation have on
the robustness of convolutional networks to
common computer vision corruptions?

• RQ 2: How to combine different frequencies
of the Fourier-basis in a data augmentation
stage to maximize network robustness?
- RQ 2.1: How to find a suitable data aug-
mentation strategy based on adding different
Fourier-basis by Reinforcement Learning?
- RQ 2.2: How do the augmentation
strategy in RQ 2.1 and other meth-
ods(AutoAugment, AugMix, etc.) compare
in improving the robustness to common com-
puter vision corruptions?

To answer RQ 1, we augment the data with dif-
ferent probability weighting of noises and com-
pare performance on testing set with the baseline
model. The answer to RQ 1 reveals Which fre-
quency band of Fourier-basis noise would be most
helpful in improving the robustness of the model.
Answering RQ 2.1 obtains an augmentation pol-

icy, which is evaluated by several metrics. The fol-
lowing experiment provides results comparing the
performance with other methods.

The paper is organized as follows: Section 2 covers
relevant research on augmentation, including Ad-
ditive Fourier-basis noise, spectral bias, and model
robustness to common computer vision corruption.
In Section 3, the methods adding Fourier-basis
noise and searching for augmentation policy are
explained. Section 4 introduces the experimental
design. Results and discussion are presented in
Sections 5 and 6. Finally, the main research ques-
tions are answered in the conclusion in Section 7.

2 RELATED WORK

2.1 Data Augmentation

Besides augmenting images by image transforma-
tion and colour modification, some augmentation
methods increase data variability. A useful tech-
nique is Generative adversarial networks(GAN)
[25]. GAN is a class of artificial intelligence al-
gorithms for unsupervised machine learning. It
aims to analyze training examples, discover the
statistics of the training set, and create more data.
Wang and Perez [26] prove GAN’s effectiveness in
improving the robustness of the model and propose
combining different data augmentation methods.
Adversarial training [27] defenses adversarial at-
tacks effectively by retraining the model on purely
adversarial examples or regenerated data of orig-
inal and adversarial examples. Several recent pa-
pers [28, 29] improve Adversarial training, making
this method more suitable for large-scale problems
and faster.

AutoAugment[18] automatically searches for aug-
mentation strategies that fit the dataset, achiev-
ing good performance in classification and im-
proving the robustness of the model to corrup-
tions. In the AutoAugment framework, a con-
troller samples an augmentation policy from the
search space, which contains image processing op-
erations, and then uses it to train data. Image
processing operations include ShearX/Y, Transla-
teX/Y, Rotate, AutoContrast, Invert, Equalize,
Solarize, Posterize, Contrast, Color, Brightness,
Sharpness, Cutout, and Sample Pairing. Valida-
tion accuracy is the reward for upgrading the con-
troller to produce better policies. However, this
method takes a lot of time. Based on AutoAug-
ment, Lim et al. propose a faster approach to
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search optimal augmentation policies, named Fast
AutoAugment (FAA) [30]. With the same search
space as AutoAugment, FAA exploits optimal aug-
mentation policies from transformation candidates
by Bayesian optimization [31]. FAA explicitly
looks for augmentation strategies that maximize
the match between augmented and unaugmented
distribution. The performance of FAA doesn’t get
a higher accuracy than AutoAugment, but FAA
speeds up the search process significantly.

2.2 Additive Fourier-basis Noise

Figure 1: The effect of adding Fourier-basis noise
with norm 4 at different frequencies and phases on
clean image.

Yin et al. [24] introduce a generation process of
perturbed images with Fourier-basis noise. Images
are augmented by adding perturbations with

X̃i,j = X + rvF(Ui,j)

where X denotes an original image, F(Ui,j) indi-
cates 2D Fourier-basis matrices [32], Ui,j repre-
sents a matrix with only two non-zero elements
located at (i, j) and its symmetrical coordinates
relative to the center. The variable r is a ran-
dom number between -1 and 1; the variable v is
the norm of the noise, representing the degree of
added noise. Hence, the testing set with Fourier-
basis noise is a group of X̃i,j . There is one Fourier-
basis noise in every entry, with size 32×32, which
can be added to images in CIFAR-10. The fre-
quency of each noise is related to its radius to the
central noise; the larger the radius, the higher the
frequency. Hence, the noise in the centre has the

lowest frequency, and the noise at the four cor-
ners has the highest frequency. Figure 1 shows a
31×31 type 2D Fourier-basis noise and examples
of adding Fourier-basis noise to images. From a
visual perspective, the noise creates stripes in the
image, with the density of the stripes increasing as
the frequency of the added noise increases.

(a) (b)

Figure 2: Baseline model sensitivity to additive
noise aligned with different Fourier-basis vectors
on CIFAR-10. The norm of Fourier-basis noise is
1 in heat map (a) and 4 in heat map (b). Dark blue
indicates that the model is robust to attack, and
dark red indicates that it is weak. (b) indicates
that the model is powerful to low-frequency noise
attacks and vulnerable to high-frequency noise at-
tacks.

The Fourier heat map [24] reflects the sensitivity
of the CNN to high-frequency and low-frequency
damage. As shown in Figure 2, each entry (i, j)
represents the average error rate of the model on
the testing set with Fourier-basis noise of (i, j).

2.3 Spectral bias of neural networks

Yin et al. [24] demonstrate that models prefer
utilizing low-frequency information of corruptions
during the augmentation process. Guo [33] also
explains it. He finds that limiting the search for
adversarial images to the low-frequency domain of-
fers significant advantages for attacks in a black-
box environment. Based on the bias, Saikia et al.
[34] propose RoHL. RoHL mixes two augmenta-
tion methods with good performance in the face
of low-frequency and high-frequency corruptions,
respectively, which is an effective model to avoid
the trade-off mentioned in Section 1.

2.4 Robustness to common image cor-
ruptions

Hendrycks and Dietterich [21] introduce
IMAGENET-C, which contains images with com-
mon visual corruptions. As shown in Figure 3,
there are 19 types of corruptions: Gaussian Noise,
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Shot, Impulse, Defocus, Speckle, Gaussian Blur,
Glass, Motion, Zoom, Snow, Frost, Fog, Bright,
Contrast, Elastic, Pixel, JPEG, Spatter, and Sat-
urate, which can be categorized into noise, blur,
weather, and digital. Similarly, CIFAR-10-C [35]
are created by combining CIFAR-10 images and
those corruptions and perturbations.

Figure 3: Examples of images with 19 types of
corruption from noise, blur, weather, and digital
categories.[21]

Yin et al. [24] compare the robustness of the natu-
rally trained model (a model that has been trained
on the CIFAR-10 dataset without any additional
data augmentation), Gaussian data augmentation,
adversarially trained model, and AutoAugment by
testing them on CIFAR-10-C. As shown in Table 1,
the AutoAugment model has the highest accuracy
rate of 86% among the other three models and the
lowest error rate on the CIFAR-10-C dataset.

3 METHODS

In this section, we begin by discussing the fre-
quency information of Fourier-basis noise. And
then adding Fourier-basis noise with different se-
lection probabilities to data, to examine the effect
of frequency addition on improving the model’s
robustness. We then describe how we use Rein-
forcement Learning based on FAA to search for
augmentation policies.

3.1 Data augmentation with Fourier-
basis noise

The noise is generated using the method described
in Section 2.2. The noise can be divided into 22
groups based on the radius, with a radius ranging
from 1 to 22, and the noise in each group having
the same radius and frequency.

We design four models, each with a different pref-
erence for selecting frequency. To emphasize the
impact of low, medium, and high frequencies, we
assign a high probability to these three frequency
ranges when we add noise to the model separately.
The possibility of selecting each group of noise is
determined by a normal distribution using the fol-
lowing functions, where x denotes the radius of
the group. The followings are the four models and
their corresponding probability functions:

• Uniform: The model adds noise where every
frequency has a uniform probability.

P (x) = 0.5

• Low: The model has a higher probability of
selecting high-frequency noise.

P (x) =
1√
2π

exp(−(x− 1)2

8
) ∗ 5

• Mid: The model has a higher probability of
selecting mid-frequency noise.

P (x) =
1√
2π

exp(−(x− 11.5)2

8
) ∗ 5

• High: The model has a higher probability of
selecting high-frequency noise.

P (x) =
1√
2π

exp(−(x− 22)2

8
) ∗ 5

As indicated in Figure 4, the Low model fo-
cuses on adding low-frequency noise, resulting in a
much higher probability of selecting groups 1 to 5.
The Mid model mainly adds noise in the middle-
frequency range, and the probability of choosing
low and high frequencies is relatively low. Con-
trary to the Low model, the High model mainly
chooses adding high-frequency noise as its aug-
mentation method.
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model acc mCE noise blur weather digital
speckle shot impulse defocus Gauss glass motion zoom snow fog bright contrast elastic pixel jpeg

natural 77 100 70 68 54 85 73 57 81 80 85 90 95 82 86 73 80
Gauss 83 98 92 92 83 84 79 80 77 82 88 72 92 57 84 90 91

adversarial 81 108 82 83 69 84 82 80 80 83 83 73 87 77 82 85 85
AA 86 64 81 78 86 92 88 76 85 90 89 95 96 95 87 71 81

Table 1: Comparison between naturally trained model (natural), Gaussian data augmentation (Gauss),
adversarially trained model (adversarial), and AutoAugment (AA) on CIFAR-10-C [24].

Figure 4: The distribution of the possibility of
adding Fourier-basis noise in 22 different groups
is displayed. The x-axis represents the frequency
of the noise, and the y-axis shows the probability
of adding noise at that specific frequency.

3.2 Search for augmentation policies
via Reinforcement Learning

This subsection introduces the process of search-
ing for optimal augmentation policies, including
the choice of augmentation candidates and search
strategy.

3.2.1 Search space

Unlike AutoAugment and FAA, which choose com-
mon image processing operations as augmentation
candidates, our research chooses to add Fourier-
basis noise with various frequencies. According
to 3.1, there are 22 groups of Fourier-basis noise,
resulting in 22 transformation candidates. The
search space also contains probabilities of adding
every noise frequency and the magnitudes of added
noise. To be precise, the search space can be indi-
cated by (o, p,m), where o is the transformation
candidate, p is the probability of applying this
transformation, and m represents the magnitude
of this transformation. p has a continuous value
range of 0 to 1, while m has a continuous value
range of 0 to 5. Each augmentation sub-policy
consists of two operations, and the final augmen-
tation policy consists of eight sub-policies. As a

result, the policy combines various noise groups,
allowing the model to incorporate a diverse range
of frequency information.

The initial design of the search space is based on
categorizing noise by frequency. As a result, the
search space includes 22 possible transformations.
To increase the search space, the method of divid-
ing noise by frequency and phase was employed.
The phase represents the difference in the signal
from a standard phase reference. By dividing the
noise of the same frequency into four quadrants
based on phase, with ranges from 0-90°, 90-180°,
180-270°, and 270-360°, the search space is ex-
panded to include 85 transformation candidates.
Furthermore, the phase is divided into 45° incre-
ments, and the number of candidates increase to
165.

3.2.2 Search strategy

We use FAA to search for the optimal augmenta-
tion strategy. Figure 5 shows the process. First,
the training set Dtrain is divided into K subsets,
each composed of two subsets DA and DM . The
purpose of DM is to train the model parameters.
After the model parameters have been trained,
for each step t where 1 ≤ t ≤ T , the algo-
rithm explores a set of B candidate policies, us-
ing a Bayesian optimization method [31]. This
method involves repeatedly sampling a series of
sub-policies from the search space S to create a
policy P . The probability of applying each sub-
policy in the policy and the magnitude are then
adjusted to minimize the expected loss on the aug-
mented set P (Dtrain).

The sampled sub-policies are used to calculate the
model’s loss as a reward, and the top N sub-
policies with the lowest loss are chosen to form the
augmentation policy. In this case, the top 8 sub-
policies are selected from a 5-fold stratified shuffle
on CIFAR-10, with 200 candidate policies evalu-
ated (using T=2 and B=100). These parameters
can be adjusted to improve performance and in-
crease the number of sub-policies in the final aug-
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Figure 5: An overview of augmentation search process. The process of finding the optimal augmen-
tation policy involves randomly selecting sub-policies from a pool of candidates. The sub-policies are
evaluated for their effectiveness, and the top N performers are ultimately selected to make up the final
augmentation policy.

mentation policy.

3.3 Evaluation metrics

To evaluate the results of experiments, we use sev-
eral metrics to represent the performance of the
augmentation strategies. First, this research uses
accuracy to measure the performance of classifica-
tion. Corruption error(CE) and mean corruption
error(mCE) are used to compare the robustness
between this model and the baseline model. Test
the trained model on every corruption in CIFAR-
10-C with severity levels from 1 to 5, and the error
is denoted by Ef

s,c. Then the classification error is
denoted by Ebase

s,c . To compare the performance
between the model f and the baseline model, we
compute the CE by the following formula:

CEf
c =

∑5
s=1E

f
s,c∑5

s=1E
base
s,c

To summarize the overall corruption robustness of
model f , we computer mCE by averaging all cor-
ruption error values.

4 EXPERIMENT

In this section, we introduce two experiments that
aim to study the robustness of a machine learn-
ing model under Fourier-basis augmentation. The

first experiment focuses on the effect of adding dif-
ferent frequency noise on the model’s performance,
and the second experiment is designed to find the
optimal data augmentation policy for the model
and then evaluate its performance.

4.1 Experiment 1: Data augmentation
with Fourier-basis noise

This experiment compares the performance of five
models on CIFAR-10 and CIFAR-10-C. The base-
line model is Wide Resnet-28-10 without augmen-
tation. The other four models are baseline with
augmentations: Uniform, High, Mid, and Low.
These models are augmented by adding Fourier-
basis noise with frequencies-bias probability dis-
tribution introduced in Section 3.1, and the noise
magnitude is 4.

Augmentation setup: In addition to the
Fourier-basis noise, other methods are used for the
augmentation step. Before adding Fourier-basis
noise selected according to the assigned probabil-
ity, the transformation for all models consists of
padding, random horizontal flipping, and random
cropping.

Training: The procedure is implemented in Py-
Torch using the Wide Resnet-28-10 architecture.
The training data of CIFAR-10 is divided into
training and validation sets in the ratio of 90:10.
The optimizer uses Adam, with a learning rate of
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0.0001, a weight decay of 1e-4, and the loss func-
tion is cross-entropy loss. Each experiment con-
sists of 100 epochs, and training is stopped early
after 30 epochs of no improvement in validation
loss.

Testing: After the training phase, the models are
tested on clean images and images with corrup-
tions. The results indicate the models’ sensitiv-
ity to various types of corruption, and with the
Fourier spectrum of these corruptions, we can an-
alyze the result from a frequency perspective. The
evaluation tools are introduced in 3.3.

Experiment 1 helps us to gain more insight into
whether adding different frequency information
can make the models more robust or bring the
opposite result. And it also allows us to under-
stand the trade-off that improved robustness to
high-frequency corruptions always comes at the
cost of decreasing robustness to low-frequency cor-
ruptions.

4.2 Experiment 2: Search for augmen-
tation policies

This experiment aims to find the optimal data aug-
mentation policy that can improve the robustness
of the machine learning model to corruptions. The
approach uses Reinforcement Learning to search
for an optimal policy. And then the performance
of searched augmentation policy is evaluated. The
results obtained from this policy are compared
with other models to assess its effectiveness of en-
hancing model robustness. The experiment also
includes evaluating the performance of combina-
tions of different augmentation techniques, such
as AutoAugment and AugMix, with the optimal
policy found.

Search process: To find the best augmentation
policy, the same algorithm discussed in Section
3.2.2 is used.

Augmentation setup: This experiment includes
the use of the optimal policy found through the
search process and the combination of this policy
with other augmentation techniques such as Au-
toAugment and AugMix. The combination pro-
cess involves adding Fourier-basis noise after ap-
plying the transformations offered by AutoAug-
ment and AugMix. The results of this combination
are shown in Figure 6 and demonstrate the effect of
combining these techniques on the visualization of
images. Before applying these augmentations, the

transformation for all models consists of padding,
random horizontal flipping, and random cropping.

Training: The training process in Experiment 2
is identical to that of Experiment 1.

Testing: In the experiment’s test phase, several
models’ performance is evaluated and compared.
These models include the baseline model, the opti-
mal policy found through the search process, Cut-
Mix, MixUp, AugMix, AugMax, and AutoAug-
ment. The comparison process is designed to ana-
lyze the effectiveness of combining AutoAugment
and AugMix with Fourier-basis noise in mitigat-
ing the trade-off between low-frequency and high-
frequency corruptions. Additionally, the experi-
ment compares the test accuracy of the models on
clean images with other models based on the Wide
ResNet-28-10 architecture. To evaluate models’
sensitivity to Fourier-basis noise, we test models
on images with additive Fourier-basis noise with
magnitude 1 to 5 and draw the heat maps as visu-
alization.

(a) AugMix + Fourier-basis noise

(b) AutoAugment + Fourier-basis noise

Figure 6: (a) shows examples of images with
AugMix and Fourier-basis transformations, (b)
shows examples of images with AutoAugment and
Fourier-basis transformations.

5 RESULTS

5.1 Experiment 1

Table 2 presents results of test accuracy on clean
images and corruption error on CIFAR-10-C for
five models. Among five models, High has the
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(a) Test accuracy on clean images and corrupted images of every model, and corruption error to noise and blur corruption.

model acc acc noise blur
(clean) (corrupted) gaussian shot speckle impulse gaussian zoom defocus motion glass

Baseline 90.5 66.7 100 100 100 100 100 100 100 100 100
Uniform 89.4 70 55 58 61 69 110 122 118 114 80

Low 90.9 66.1 97 101 100 90 102 108 105 98 105
Mid 87.6 67.3 58 62 66 72 127 135 139 127 75
High 88.4 74.9 48 53 58 61 84 86 92 101 48

(b) Corruption error of every model to weather and digital corruption and mean corruption error of all corruptions.

model weather digital mCEsnow frost fog brightness spatter contrast elastic pixelate jpeg saturate
Baseline 100 100 100 100 100 100 100 100 100 100 100
Uniform 74 78 107 100 103 127 105 91 106 91 90

Low 104 115 91 85 106 95 108 108 123 69 101
Mid 83 94 140 115 100 150 120 83 107 108 98
High 70 67 123 116 75 119 100 46 78 115 75

Table 2: Test accuracy on CIFAR-10, mean corruption error and corruption error of every model to
noise, blur, weather and digital corruption. The value of mCE and CE are judged based on the Nat-
ural model, if the value is below 100 means the model outperforms the baseline model, while value is
above 100 means worse. The best results for each type of corruption are marked in bold. We calculate
the average from 5 runs to obtain our results.

best mCE and highest accuracy 74.9% on cor-
rupted images, and High performs best in the
face to fourteen corruptions. In particular, adding
high-frequency noise to model significantly im-
proves robustness to noise corruption. On the
other hand, Low has the lowest error rate for some
corruption types such as fog, brightness, and sat-
urate but performs worst overall. The mCE of
Uniform and Mid are 90 and 98, respectively, do
not significantly improve the models’ robustness.
As for the test accuracy on clean images, the Low
is the best with 90.9%, and the difference in test
accuracy between these models is not very large.

Figure 7: Fourier heat maps from Uniform, Low,
Mid, and Low. The magnitude of Fourier-basis
noise is 4.

The heat maps in Figure 7 display the models’
sensitivity to 31*31 noise frequencies. Uniform
shows low error rate on all noises, Low shows its
robustness to noise except high-frequency noise,
Mid shows low error rate except in very low area.
And High only improves its robustness to high-
frequency noise. The mCE of five models to each
type of corruption are illustrated by Figure 8. The
results are discussed separately based on the type
of noise.

Noise: For the noise type, High shows the low-
est mCE and the smallest error rate for all types
of noise. Uniform and Mid also improve robust-
ness to noise corruption. On the other hand, Low
performs the worst, with significantly higher CE
values than all the other models.

Blur: Regarding the type of blur, High shows the
lowest CE for all subcategories of blur except for
motion, while Low has the lowest CE for motion
blur. Uniform and Mid have a lower CE than
the baseline model for glass blur but they do not
improve robustness because they do worse than the
baseline model for other corruptions. Mid has the
worst performance, with a mCE of 120.

Weather: For the weather type, High has the
best performance, and Uniform follows closely
behind. High has the lowest CE for snow, frost,
and spatter, while Low has the lowest CE for fog
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and brightness. Only Mid performs worse than
the baseline model. Adding noise of mid-high fre-
quency improves models’ robustness to snow and
frost, while achieves a opposite effect on fog and
brightness.

Digital: For the digital type, High is the only
model that outperforms the baseline model. And
for pixelate and jpeg, High achieves the lowest
error rate. In terms of contrast and saturation,
the model performs best with low-frequency noise
as compared to other frequency ranges. However,
Mid has a CE of 150 on contrast and High has
a CE of 115 on saturate.

Overview: Overall, only High performs better
than the baseline model. And apart from fac-
ing noise, this model does not improve robustness
much in the face of the other three types of cor-
ruption.

Figure 8: The mCE of models facing each type of
corruption.

5.2 Experiment 2

5.2.1 Searched augmentation policies

The algorithm searches three distinct search
spaces, which vary depending on how the noise
is grouped: either by frequency, by frequency with
further subdivision based on phase into four quad-
rants, or by dividing noise with identical frequency
into eight equal parts. These three search space
contains 22, 85, and 165 transformation candi-
dates, respectively. The resulting augmentation
policies are named FB1, FB2, and FB3. The
choice of frequencies and its corresponding prob-
ability and magnitude of FB1 are shown in Table
5.2.1. The details of FB2 and FB3 are introduced
in Appendix A.

Operation1 Operation2
1 FB_5(0.4,4.24) FB_15(0.71,1.64)
2 FB_9(0.02,2.2) FB_22(0.86,3)
3 FB_4(0.77,2.48) FB_8(0.55,3.45)
4 FB_15(0.2,1.31) FB_21(0.64,2.94)
5 FB_13(0.39,4.56) FB_3(0.96,3.59)
6 FB_2(0.53,4.39) FB_15(0.7,3.58)
7 FB_22(0.47,4.63) FB_14(0.18,2.21)
8 FB_2(0.66,3.68) FB_9(0.1,4.26)

Table 3: Searched augmentation policies FB1.
FB_5(0.4, 4.24) means adding a Fourier-basis
noise in group 5 with probability of 0.4, and mag-
nitude of 4.24.

5.2.2 Performance of searched policies

Table 4 shows the results of Experiment 2. Com-
pared to the baseline model’s accuracy of 90.5%
on CIFAR-10, the AutoAugment (AA) model
achieves the highest accuracy with 94.1%. AA
combined with FB2 has the second-highest accu-
racy of 94%. The performance of these models
on clean images is similar, with accuracy ranging
from 90% and 94%. However, these models per-
form very differently when faced with corrupted
data. From a lowest of 64.3%(CutMix) to a high-
est of 85.8%(AA+FB2). As expected, training
with Fourier-basis noise is effective augmentation.
Fourier-basis noise training is effective in augment-
ing images, FB1, FB2, and FB3 improve robust-
ness to corruptions, with mCE scores of 72, 72,
and 75, respectively. Augmentation such as Aug-
Max and CutMix behave similarly to the baseline
model, and CutMix even has a mCE higher than
100. AA and AugMix, which apply diverse trans-
formations during the training phase, perform bet-
ter than Fourier-basis augmentation when facing
corruptions. Robustness has been significantly
improved when combining AA or AugMix with
Fourier-basis augmentation. The last six rows of
Table 4 illustrate the performance improvement
with AA+FB2 having the lowest mCE of 42, fol-
lowed by AugMix+FB2, with an mCE of 43. In
addition, the error rates of the last six models are
reduced by half compared to the baseline model,
which is a significant improvement. The results
will be discussed separately according to the type
of noise.

Noise: AugMix combined with the noise type
FB2 achieves the lowest cross-entropy (CE) for
all types of noise corruption. In contrast, the cor-
ruption error of CutMix is higher than the baseline
model for all noise except impulse. Models with
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(a) Test accuracy on clean images and corrupted images of every model, and corruption error to noise and blur corruption.

model acc acc noise blur
(clean) (corrupted) gaussian shot speckle impulse gaussian zoom defocus motion glass

Baseline 90.5 66.7 100 100 100 100 100 100 100 100 100
FB1 91.6 75.8 40 43 46 64 101 107 103 97 72
FB2 91.1 76 44 47 51 61 91 95 92 87 60
FB3 91.6 74.9 50 52 56 65 91 92 93 88 73

AugMax 91.4 68 97 98 99 90 98 92 96 95 97
CutMix 93.5 64.3 131 136 135 98 115 110 107 98 110
MixUp 93.7 74 86 85 85 85 90 83 80 73 70

AA 94.1 79.5 82 79 76 56 42 41 43 54 87
AugMix 92.3 79.9 59 56 54 61 39 43 43 49 74
AA+FB1 93.8 85 32 33 35 43 33 43 39 41 59

AugMix+FB1 93.1 85 30 31 32 42 35 41 40 40 50
AA+FB2 94 85.8 31 33 35 44 36 40 40 40 49

AugMix+FB2 92.7 85.4 29 31 33 41 36 39 40 39 38
AA+FB3 93.8 83.5 40 41 43 49 38 43 43 44 66

AugMix+FB3 92.6 84 34 35 36 44 36 41 41 41 53

(b) Corruption error of every model to weather and digital corruption and mean corruption error of all corruptions.

model weather digital mCEsnow frost fog brightness spatter contrast elastic pixelate jpeg saturate
Baseline 100 100 100 100 100 100 100 100 100 100 100

FB1 65 65 82 83 96 94 101 61 74 71 72
FB2 62 63 99 90 77 106 86 66 67 85 72
FB3 66 71 95 83 81 101 86 77 71 78 75

AugMax 107 96 94 88 93 99 93 91 97 88 96
CutMix 92 117 96 72 62 93 97 89 107 78 107
MixUp 65 66 69 67 78 66 73 80 75 72 78

AA 69 76 52 55 51 30 68 93 79 55 61
AugMix 72 69 72 74 65 65 68 52 72 79 60
AA+FB1 48 43 39 57 58 27 67 62 66 50 45

AugMix+FB1 49 47 54 67 63 57 61 43 56 61 45
AA+FB2 43 39 47 55 52 28 57 59 51 52 42

AugMix+FB2 48 45 69 72 57 66 57 36 49 72 43
AA+FB3 50 50 47 56 56 28 62 73 60 51 49

AugMix+FB3 53 53 67 72 64 66 60 42 53 70 48

Table 4: Test accuracy on CIFAR-10, mean corruption error and corruption error on CIFAR-10-C of
models. FB1, FB2, and FB3 are different models that are trained using different augmentation policies.
We calculate the average from 5 runs to obtain our results.

models Noise Blur Weather Digital
Baseline 100 100 100 100

FB1 48.25 96 78.2 80.2
FB2 50.75 85 78.2 82
FB3 55.75 87.4 79.2 82.6

AugMax 96 95.6 95.6 93.6
CutMix 125 87.8 87.8 92.8
MixUp 85.25 69 69 73.2

AA 73.25 53.4 60.6 65
AugMix 57.5 49.6 70.4 67.2
AA+FB1 35.75 43 49 54.4

AugMix+FB1 33.75 41.2 56 55.6
AA+FB2 35.75 41 47.2 49.4

AugMix+FB2 33.5 38.4 58.2 56
AA+FB3 43.25 46.8 51.8 54.8

AugMix+FB3 37.25 42.4 61.8 58.2

Table 5: The mCE of models facing each type of corruption.
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Fourier-basis noise significantly reduce the model’s
sensitivity to noise attacks, reducing the CE to
below 40. AugMax, Mixup, AA, and AugMix out-
perform the baseline model but have higher CE
compared to FB1, FB2, and FB3.

Blur: For the blur type, AugMix+FB2 performs
the best, achieving a mCE of 38.4. CutMix per-
forms the worst among all models, even worse
than the baseline. AugMix + FB1 acts the best
on gaussian and defocus, while AugMix + FB2
is the most robust model for zoom, motion, and
glass. AA and AugMix have low error rates for all
blur corruption except glass. However, by adding
Fourier-basis noise, the error rates of AA and
AugMix on glass are greatly reduced. Combin-
ing Fourier-basis noise with automatic augmenta-
tion reduces robustness to all types of blur. These
results suggest that combining various augmenta-
tions can offset their drawbacks and enhance their
advantages.

Weather: Among the weather types, AA com-
bined with FB2 achieves the best corruption error
on snow, frost, and brightness, while AA +FB1
shows its robustness to fog. AA has the best per-
formance on spatter with a CE of 51, with AA
+ FB2 being the second best with a CE of 52.
Combining Fourier-basis noise with other augmen-
tation improves robustness to weather corruption
in most cases, although exceptions exist. For ex-
ample, FB1 performs poorly on spatter, indicat-
ing the negative effects of adding this set of noise.
Almost all models improve robustness to weather
corruption compared to the baseline model.

Figure 9: The mCE of models facing each type of
corruption.

Digital: For the digital type, the results also
demonstrate the positive impact of adding noise
in improving robustness. AugMix combined with
noise type FB2 showed a reduction in error rates
for elastic, pixelate, and jpeg from 68, 52, and 72

to 57, 36, and 49, respectively, making it the best
model for these types of corruption. AA combined
with FB1 achieves the lowest CE for contrast and
saturate. It should be noted that adding FB2 and
FB3 causes a reduction of robustness to contrast
for AugMix but not for AA. Other augmentations,
such as AugMax and CutMix, are more sensitive
in the face of digital corruption.

Overview: The mean corruption error for AA,
AugMix, and noise-augmented models for each
corruption type is presented in Figure 9. In gen-
eral, the improvement in robustness from com-
bining diverse augmentations can be observed for
every corruption type. For example, combining
Fourier-basis augmentation with AA and AugMix
significantly reduced corruption errors for blur cor-
ruptions. Although the improvement is small for
the other three types of corruption, it still demon-
strates the positive impact of adding Fourier-basis
noise.

Figure 10: Average accuracy on CIFAR-10-C of all
corruptions over all five severity levels for all mod-
els.

Corruption severity: The chart depicted in Fig-
ure 10 illustrates the decline in test accuracy on
CIFAR-10-C for each model as the severity of
corruption increases. The results indicate that
the accuracy of the baseline model significantly
drops with an increase in severity. Similarly, sin-
gle augmentation models experience a decrease in
accuracy, but AA and AugMix models show a
slower decline compared to Fourier-basis augmen-
tation. In contrast, mixed augmentation models
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exhibit higher accuracy levels across all severity
levels, with a gradual reduction in accuracy. The
AA+FB2 model is the most robust among all
models, with an accuracy rate of 78% even at the
highest corruption severity level of 5.

model acc(%)
AA+FB2 94

WRN 96
deep ensemble 96.6

hyper-deep ensembles 96.5

Table 6: Results for Wide ResNet-28-10 on
CIFAR-10 using different methods.

Test accuracy: We search for studies that used
Wide ResNet-28-10 as a reference model, and com-
pare the classification accuracy on CIFAR-10 with
our models. Among models using Fourier-basis
augmentations, the AA+FB2 model achieves the
highest accuracy in our second experiment, reach-
ing 94%. The Wide ResNet-28-10 model in [36]
attains an accuracy of 96%, and according to
[37], the Deep Ensembles model achieves an accu-
racy of 96.6% by aggregating predictions from sev-
eral stochastically gradient descent trained mod-
els. Additionally, with a straightforward approach
that involves random search over various hyperpa-
rameters, Hyper-deep ensembles [38] achieves an
accuracy of 96.5%. These results indicate that our
model has a lower test accuracy than the other
models, so our future work could start by improv-
ing the accuracy.

6 DISCUSSION

In Experiment 1, different frequency ranges of
Fourier-basis noise are used as augmentation to
improve the model’s robustness. The results indi-
cate that adding high-frequency noise was most ef-
fective in improving the model’s robustness against
certain corruptions, while adding low-frequency
noise was not helpful. The results in Exper-
iment 1 can be further understood by analyz-
ing Figure 11. The clean images have most of
their energy concentrated in low frequencies; This
is why Low has the highest text accuracy on
CIFAR-10. The corruptions used in the experi-
ment can be grouped into two categories: those
that primarily concentrated on low frequencies
(e.g., brightness, contrast, fog) and those that
mainly focus on high frequencies (e.g., impulse,
shot, speckle). This supports that low-frequency
noise improves the model’s performance against
corruptions that focuse on low frequencies. In

contrast, high-frequency noise is more effective
against corruptions that concentrated on high fre-
quencies. Specifically, Low has the lowest error
rate for fog, contrast, and brightness corruptions,
while High had the best performance for addi-
tive noise corruptions. The heat maps in Figure
2 show that the baseline model is highly sensi-
tive to additive noise, particularly noise with high-
frequencies. A possible explanation for the re-
sults is that the baseline model may be biased
against the low-frequency components of the im-
ages and therefore ignores the high-frequency com-
ponents. As a result, when the model encounters
high-frequency noise in the test, it cannot handle
it effectively, resulting in poor performance. This
bias may explain why adding high-frequency noise
to the training data improved the model’s perfor-
mance against high-frequency noise in testing.

Figure 11: Fourier spectrum of natural images in
CIFAR-10 and corruptions in CIFAR-10-C [24].

Experiment 1 shows that using a single augmen-
tation technique does not make the model robust
against low-frequency and high-frequency corrup-
tions. This trade-off highlights the importance of
using a diverse augmentation when training mod-
els to be strong against various types of corruption.
In Experiment 2, Reinforcement Learning is used
to explore the optimal augmentation policy by ex-
ploring combinations of Fourier-basis noise. The
searched policy contains eight sub-policies, with
each sub-policy adding two Fourier-basis noises of
different frequencies. During augmentation, the
model selects a sub-policy randomly for each im-
age. Using the searched policy for data augmenta-
tion can mitigate the trade-off observed in Exper-
iment 1. By combining multiple sub-policies that
add noise in different frequencies, the model’s ro-
bustness to high-frequency corruptions can be im-
proved while reducing error rates for low-frequency
corruptions. In addition, the augmentation tech-
niques used in the sub-policies are tailored to dif-
ferent frequencies of noise, allowing for the im-
proved overall performance of the model.

The model can become even more robust by
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combining different data augmentations, including
AugMix, AutoAugment, and Fourier-basis aug-
mentation. Table 4 demonstrates the effectiveness
of Fourier-basis noise augmentation, as the aver-
age error rates for corruptions have significantly
decreased after adding Fourier-basis noise. Addi-
tionally, the model’s performance is not limited to
high-frequency corruptions such as noise and blur
but extends to low-frequency corruptions like fog,
brightness, and contrast. The addition of Fourier-
basis noise augmentation exposes the model to a
wider range of variations in the data, further in-
creasing its robustness to different types of corrup-
tion. As a result, Fourier-basis noise augmentation
can help make the model’s strengths more promi-
nent while reducing its weaknesses, effectively mit-
igating the performance trade-off between high-
frequencies and low-frequencies corruptions.

7 CONCLUSION

This section aims to provide a summary of the
study and address the research questions, after
which potential areas of future research is ex-
plored.

In summary, this study focuses on improving
model robustness and aims to answer research
questions on this topic. Regarding the first re-
search question, the study investigates the ef-
fect of introducing noise of varying frequencies on
model robustness. It was found that adding high-
frequency noise is the most effective way to en-
hance model performance. This is because the
original image is predominantly comprised of low
frequencies, and high-frequency noise can add ex-
tra information to the image, making it more re-
silient against high-frequency corruptions.

The results of the second experiment answer the
second research question. In experiment 2, a
Fourier-basis augmentation is searched using the
FAA searching algorithm. The algorithm ap-
plies Reinforcement Learning to investigate var-
ious frequencies, to identify the combination of
noise that produces the highest classification per-
formance. Combining Fourier-basis augmentation
with other augmentation, such as AugMix and Au-
toAugment, can further strengthen the conclusion
that adding different noise is an effective approach
to enhance model robustness. The combination
of diverse data augmentation can produce better
results. Also, mixed augmentation mitigates the
trade-off between performance in the presence of

high-frequency and low-frequency corruptions.

However, there is always room for improvement
and further research, such as exploring a more ex-
tensive search space and adjusting the structure of
the augmentation policy. Furthermore, changing
the parameters, such as optimizer, learning rate,
during the training phase may increase the classi-
fication accuracy, which may further mitigate the
trade-off of performance between clean set and cor-
rupted set.
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A Searched policies

Operation1 Operation2
1 FB_10_3(0.87,0.49) FB_12_3(0.4,3.74)
2 FB_20_4(0.52,4.84) FB_18_1(0.73,3.12)
3 FB_3_2(0.35,4.47) FB_7_1(0.89,3.75)
4 FB_12_4(0.75,3.27) FB_18_2(0.93,1.07)
5 FB_10_4(0.18,3.95) FB_7_1(0.72,0.31)
6 FB_17_2(0.77,4.32) FB_9_4(0.92,1.12)
7 FB_18_4(0.01,0.81) FB_13_4(0.46,1.61)
8 FB_11_2(0.91,2.02) FB_20_3(0.01,1.65)

Table 7: Searched augmentation policies FB2. The notation FB_10_3(0.87, 0.49) refers to the ad-
dition of Fourier-basis noise with a probability of 0.87 and magnitude of 0.49 to group 10, where the
phase ranges from 180° to 270°. The four phases, represented by the numbers 1, 2, 3, and 4, cover the
ranges 0-90°, 90-180°, 180-270°, and 270-360°.

Operation1 Operation2
1 FB_13_6(0.18,3.88) FB_6_7(0.97,3.45)
2 FB_2_6(0.64,3.57) FB_5_2(0.47,1.74)
3 FB_7_6(0.65,2.14) FB_18_6(0.87,4.87)
4 FB_17_4(0.7,4) FB_21_4(0.04,1.63)
5 FB_15_7(0.25,4.35) FB_9_4(0.99,1.89)
6 FB_18_7(0.75,3.19) FB_9_6(0.78,1.36)
7 FB_22_6(0.57,1.51) FB_21_3(0.24,1.32)
8 FB_21_1(0.01,1.89) FB_11_1(0.45,2.71)

Table 8: Searched augmentation policies FB3. The notation FB_13_6(0.18, 3.88) refers to the ad-
dition of Fourier-basis noise with a probability of 0.18 and magnitude of 3.88 to group 13, where the
phase ranges from 225° to 270°. The eight phases, represented by the numbers 1-8, cover the ranges
0-45°, 45-90°, 90-135°, 135-180°, 180-225°, 225-270°, 270-315°, and 315-360°.
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B Heat maps of models

Figure 12: Fourier heat maps from AugMax, AugMix, Autougment, CutMix, and MaxUp. The num-
bers 1 to 5 indicate the magnitude of Fourier-basis noise. Except for AugMax, these models perform
well when the magnitude is 1. However, as the noise magnitude increases, the models become less
effective at handling medium and high frequency noise.
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Figure 13: Fourier heat maps from AutoAugment(AA) combined with Fourier-basis noise. Overall
AA+FB1 is robust to Fourier-basis noise attacks, except at middle frequencies, which may be related
to the lack of noise in policy 1 that adds that frequency. AA+FB2 performs poorly in the face of
low-frequency noise with phases in quadrants two and four, and AA+FB3 has poor performance on
quadrants one and three. The performance was much better than AA, proving the positive effect of
the combination.

Figure 14: Fourier heat maps from Augmix combined with Fourier-basis noise. The performance
similarly to AA+FB, and was much better than Augmix.
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