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Abstract
Background There has been an increase in research into the usage of Artificial Intelligence
(AI) in education. AI has been increasingly incorporated into the educational system, bringing
promises of efficiency and effectiveness. One of those areas is assessment. However, little research
is dedicated to the attitudes and technology preferences of two important stakeholders: students
and teachers. Using the theoretical models of UTAUT and the Technology Readiness Index,
a framework was created through which the acceptance of AI assessment could be measured.
An exploratory approach was taken to gain insights into the personal attitudes and technology
preferences of students and teachers at the University of Twente.

Methods This research consisted of two phases: a survey and interviews. The survey consisted
of a baseline technology acceptance questionnaire and a set of scenarios. The scenarios provided
participants with hypothetical situations in which AI assessment was used in an educational
context. Data from 20 participants was gathered (12 students and 8 teachers). Both quantitative
and qualitative data was gathered through the survey instrument. The interviews were based on
participants’ responses and were held with 12 participants (7 students and 5 teachers). Qualitative
analysis was performed on the interviews, using in-vivo coding.

Results Survey results showed that both participant groups scored high on Performance
Expectancy. This was mirrored in scenario responses, where participants favored scenarios that
benefit their personal gain. There was no clear relation between baseline scores and scenario
acceptance in both groups. For students, 13 themes were found in the analysis of the interviews.
For teachers, 10 themes were found in the analysis of the interviews. For both groups, Perceived
Risk and Performance Expectancy were predominantly present in the interviews.

Conclusion Both groups suffer from inexperience with AI technology and therefore have
low trust in its assessment. Performance Expectancy was found to be an important driver for
AI assessment acceptance. The following guidelines were suggested based on the findings:
students and teachers need knowledge training and positive experiences with AI assessment before
implementation, AI assessment should start its implementation in formative assessment settings
and only provide assisting feedback in summative settings, and full program transparency should
be offered to both students and teachers.
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1 Introduction
There has been an increase in research into Artificial Intelligence (AI). Cugurullo (2020) defined AI
as "the integration of artificial (not a natural process, but one induced by machines) and intelligence
(skills of learning, to extract concepts from data and to handle uncertainty in complex situations)".
This type of technology is characterized by simulating human intelligence activities and adopting
behaviors like learning, judgment, and decision-making (Xu, Lu, & Li, 2021).

AI has been recognized as an important technological development in educational technology,
with researchers linking the technology to the future of education (Holmes et al., 2021). The
technology has been used for various applications, e.g., chatbots, learning analytics, and intelligent
tutors (Zawacki-Richter, Marín, Bond, & Gouverneur, 2019). While this type of technology
provides multiple benefits in our current educational system (i.e., reduced workload for teachers
(Owoc, Sawicka, & Weichbroth, 2021), personalized learning plans for students (Bajaj & Sharma,
2018), and continuous assessment (Holmes et al., 2021)), it also brings new risks and concerns
(Borenstein & Howard, 2021). Especially in education, the lack of guidelines, policies, and
regulations makes for a difficult position (du Boulay, Poulovasillis, Holmes, & Mavrikis, 2018).
Researchers highlighted a gap in knowledge on reflection on AI usage, which is necessary to
successfully implement AI in education (Holmes et al., 2021).

Currently, limited research has been conducted into what students and teachers want to see
in AI applications (Holmes et al., 2021). Jaakkola, Henno, Lahti, Jarvinen, and Makela (2020)
highlighted in their research that the integration of AI in lesson programs comes with drastic
changes for both teacher and student. These changes include the need for schooling in technologies
and a re-division of teachers’ workload. Often, studies analyzing the use of AI in education focus
on the technical approach (i.e., does the program do what it is supposed to do) instead of the
underlying pedagogical or ethical reasoning (González-Calatayud, Prendes-Espinosa, Roig-Vila,
& Carpanzano, 2021; Holmes et al., 2021). González-Calatayud et al. (2021) called for a
collaboration between AI experts and educational experts to simultaneously understand the users’
needs as well as the potential of the technology. Currently, there is a knowledge gap in how the
users of AI will react to its services and to what extent this affects their technology acceptance.
Both fields need to work together in order to fully grasp the benefits and challenges of AIED.

Since the range of different AI applications is so broad, the focus of this thesis will be on
AI approaches that grade and assess students’ assignments since Cope, Kalantzis, and Searsmith
(2021) claimed that assessment might be the area in education with the best opportunity to
implement AI. This type of AI grades students based on the performed task (e.g., essays, language
proficiency, and exams) (González-Calatayud et al., 2021).

In the following parts, a more excessive background is given on the use of AI in the educational
assessment. To research this concept and the acceptance thereof, an adapted model of the Unified
Theory of Acceptance and Use of Technology (UTAUT) and the Technology Readiness Index (TR)
will be presented and used for this thesis.

1.1 AI Assessment in Education
Assessment is essential to determine and gauge the learning process of students (Swiecki et al.,
2022). The most common types of assessment in Higher Education are formative and summative
assessment. Formative assessment takes place during the run of a course to check whether the
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student is making learning progress, and summative assessment takes place at the end to verify
learning outcomes (Harlen & James, 1997). In both areas, assessment tasks can be prone to
errors and seen as tedious by teachers (Vittorini, Menini, & Tonelli, 2021). Traditional assessment
provides snapshots of learning outcomes, while AI can transform this into incremental and adaptive
learning pathways.

An important development in AI assessment is Automated Essay Scoring (AES). AES is an
assessment system that bases student essay scores on a list of textual features (Uto, 2021). These
features can include: word frequency, academic language, and contextual distinctiveness (Gardner,
O’Leary, & Yuan, 2021). These models create a score based on the aforementioned features, using
human scoring decisions as input for their decisions (Uto & Okano, 2021; Ferrara & Qunbar, 2022).
In a way, educational assessment and machine learning apply the same underlying concepts. The
program needs to be ’taught’ the content of the assessment, then it can assess students whether they
applied their knowledge adequately. When the program is capable of understanding quality criteria
in students’ responses, it is capable of assessing content (Somasundaran, Lee, Chodorow, & Wang,
2015). The future of AES seems bright, but its disadvantages should be taken into account as well.

Promises of AES include time-saving for teachers, improving consistency, and being
cost-effective (Uto & Okano, 2021; Beseiso, Alzubi, & Rashaideh, 2021). In addition, it also
promises the elimination of human bias (i.e., fatigue, influence of the assessor’s expertise,
inconsistency) (Taghipour, 2017). Although, the complete removal of bias seems to be an
overestimated effect that AES systems can have, as they might suffer from an inconsistent training
data pool or rely on spurious correlations. In fact, there is a growing concern that the automation
of assessment might increase the unfairness rate: studies show that e-raters sometimes tend to give
higher scores to students from specific demographics as compared to human raters (Bridgeman,
Trapani, & Attali, 2009; Litman, Zhang, Correnti, Matsumura, & Wang, 2021). Opposite, GUO
(2009) found no trace of unfair treatment when comparing humans and e-raters. It is important to
note that these studies focus on comparing assessment standards with human raters, who are not
free from bias themselves either (Doewes, Saxena, Pei, & Pechenizkiy, 2022; Litman et al., 2021).

Another downside is that AES has rarely been developed on a rubric level and often operates
on a black-box concept. Its biggest issue rests on a lack of transparency and explainability (Kumar
& Boulanger, 2021). The transparency of a system entails whether the process can be described,
whereas the explainability of a system entails whether it can be explained how and why a system
arrived at a certain score (Arrieta et al., 2020; Roscher, Bohn, Duarte, & Garcke, 2020). The output
of AES systems is often a holistic grade, without explaining how the system has come to that
grade (Ke & Ng, 2019; Kumar & Boulanger, 2020). This is problematic since students need more
than an overall grade that represents the quality of their work. Recent research has been dedicated
to designing rubrics that allow AES systems to grade parts of assignments in isolation (Taghipour,
2017). These dimensions scores can give students the necessary information on which areas of their
assignments have room for improvement (Ke & Ng, 2019). However, Powers, Burstein, Chodorow,
Fowles, and Kukich (2002) concluded that AES systems could be easily fooled whenever their
parameters for good scores were known and thus were not ready to take over the task of the sole
scorer.

As Kumar and Boulanger (2020) pointed out in their review, fully automating assessment might
not be possible in the near future. Certain aspects of assessment rubrics (e.g., ideas and concepts)
remain out of AI’s data set’s reach. They propose a human-AI fusion when using AES systems to
still decrease teachers’ workload as well as acquire data to better train these systems. Above all,
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there should be an organizational capability before any AI service can be implemented. Machicao
(2019) expressed that universities should work on the human capacity to embrace AI services and
divide more resources into increasing trust from all actors involved. This calls for research into
how people decide whether to adopt technology.

1.2 Theoretical Framework
In this section, the theoretical framework of this thesis is presented. To measure the level of
technology acceptance, the Unified Theory of Acceptance and Use of Technology (UTAUT) was
chosen (Venkatesh, Morris, Davis, & Davis, 2003). In addition, the Technology Readiness Index
(TR) was used to measure the personal attitude of users toward technology in general (Parasuraman,
2000). The two models are explored below and the resulting framework is presented concludingly.

1.2.1 The Unified Theory of Acceptance and Use of Technology

Technology acceptance models are derived from cognitive models and focus on the concept that
individuals develop certain attitudes toward objects. These attitudes, in turn, define whether a user
has the intention to perform consistent adoption behavior. The Unified Theory of Acceptance and
Use of Technology (UTAUT) by Venkatesh et al. (2003) is a well-known technology acceptance
model. The UTAUT model includes constructs of eight prior models, including the theories of
Planned Behavior and Technology Acceptance Model (Chang, 2012). This theory has effectively
contributed to research in technology acceptance (Chatterjee, Rana, Khorana, Mikalef, & Sharma,
2021). Raffaghelli, Rodríguez, Guerrero-Roldán, and Bañeres (2022) highlighted that the usage
of the UTAUT model, especially in the field of AI, can provide new and needed insights into the
acceptance of this technology.

Figure 1. Unified Theory of Acceptance and Use of Technology by Venkatesh et al. (2003).
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Originally, the UTAUT model consists of four core variables, accompanied by four mediating
variables, see Figure 1. These four variables all influence a user’s behavioral intention to use a
specific technology, which in turn, affects the actual usage behavior (Venkatesh et al., 2003). The
variables of interest for the scope of this thesis are Performance Expectancy and Effort Expectancy,
whereas Chatterjee and Bhattacharjee (2020) also included Perceived Risk in their conceptual
model.

Performance Expectancy (PE) refers to the extent to which an individual sees added value in the
usage of a certain technology (Venkatesh et al., 2003). In the context of this study, PE is the belief
that AI brings added value to the concept of assessment in education and will bring satisfactory
benefits. Fridin and Belokopytov (2014) and Andrews, Ward, and Yoon (2021) have both shown
that PE is a strong predictor of the intention of technology adoption.

Effort Expectancy (EE) refers to the extent to which an individual perceives the interaction with
a certain technology as effortsome, much like perceived ease of use (Venkatesh et al., 2003). In
the setting of this study, EE is seen as how easy the interaction is between an AI system and its
users. While EE has not been shown to be a great predictor of intention to adopt as compared to
PE, research shows that this construct is still of significance in the adoption process (Andrews et
al., 2021; Aharony, 2015).

Perceived Risk (PR) refers to the perceived loss an individual would experience when using
a certain technology (Warkentin, Gefen, Pavlou, & Rose, 2002). The presence of PR indicates
that users experience disadvantages when being confronted with AI programs in assessment. Teo
and Liu (2007) have found that perceived risk negatively affects an individual’s attitude toward
technology.

The UTAUT model has been used to predict whether certain populations are willing to adopt
AI in their work routine. Handoko and Liusman (2021) assessed whether external auditors
were willing to adopt an AI algorithm to aid in fraud detection. Their conclusion was that
perceived usefulness and relative advantage were the most significant factors in the adoption
choice of external auditors. Similarly, Chatterjee and Bhattacharjee (2020) found an 84 percent
explanation rate for their version of the UTAUT model on the acceptance rate of AI in Indian
higher education. However, they conclude that, at the time of conducting their study, AI adoption
was at a crawling speed in India. This could have implications for the explainability of their model.
The UTAUT model is used to measure the acceptance of technological characteristics, making it
more context-specific. However, it is essential to point out that technology acceptance is not only
affected by those factors, but also by personal attributes.

1.2.2 Technology Readiness Index

Additionally, the Technology Readiness Index measures the mental state of a consumer and
determines to what extent they are willing to adopt a certain new technology. Parasuraman (2000)
defined Technology Readiness (TR) as follows: "Technology readiness represents a gestalt of
mental motivators and inhibitors that collectively determine a person’s predisposition to use new
technologies". This mental state consists of both positive and negative aspects which, combined,
lead to the decision whether to adopt or not (M. L. Lai, 2008).
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Figure 2. Technology Readiness Index by Parasuraman (2000).

Within the TR construct, two variables are defined: Motivators and Inhibitors, as shown in
Figure 2.

Motivators are the positive aspects of TR and include the traits of innovativeness and optimism.
Optimism refers to the thought that technology is a good thing in the individual’s life as seen
in factors such as an increased sense of control, flexibility, and efficiency. (Parasuraman,
2000; Tsikriktsis, 2004). Innovativeness refers to innovative behavior regarding adopting new
technologies (Parasuraman, 2000). Individuals who are innovative are keen to try out features and
updates of new technology and are highly motivated to accept novel inventions (Kuo, Liu, & Ma,
2013). Especially optimism has been found to have positive influences on technology adoption in
different contexts (Kuo et al., 2013).

Inhibitors are the negative aspects of TR and include the traits of discomfort and insecurity.
Discomfort refers to the feeling of being overwhelmed and having a lack of control over new
technologies. Insecurity refers to distrust and skepticism toward technology and an overall feeling
of negative consequences of its usage (Parasuraman, 2000). Individuals with low levels of security
have less confidence in technology (Parameswaran, Kishore, & Li, 2015). Rahman, Taghizadeh,
Ramayah, and Alam (2017) found that insecure agents thought that using a certain technology too
often would decrease the quality of interpersonal relationships with their clients.

The TR scale has been used to measure technology preferences within a certain population to
assess whether there will be implications when implementing a certain technology (Parasuraman
& Colby, 2015). Damerji and Salimi (2021) used the TR construct in their research on AI adoption
among accounting students. While their results did shine a positive light on the effects of TR
on technology adoption, they recommend exploring other factors and constructing relationships
alongside TR to ensure a complete picture. In addition, Blut and Wang (2020) highlighted that it is
necessary to explore other mediators besides TR to explain the attitude-behavior gap.
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1.2.3 Current Theoretical Framework

Figure 3 shows the composed theoretical framework for the purpose of this study. As mentioned
before, the constructs of Perceived Risk, Performance Expectancy, and Effort Expectancy have
been taken from the UTAUT model by Venkatesh et al. (2003) and the constructs of Inhibitors and
Motivators have been taken from the Technology Readiness Index of Parasuraman (2000). This
is where TR adds value to the framework, as it focuses on the personal characteristics of the user
(Rinjany, 2020).

A combination of TR and other technology acceptance models is not a novel concept. Kuo et
al. (2013) combined TR with TAM to assess the acceptance of electronic record systems within the
nursing population. In a similar way, Y. L. Lai and Lee (2020) theorized that users’ TR perception
influences their intention to use a specific technology. They found that the variables optimism
and innovativeness positively correlated with the constructs of usefulness and ease of use and that
optimism significantly impacted attitude. As well as Rahman et al. (2017), in which they used TR in
combination with the constructs of PE and EE of the UTAUT model to assess technology adoption
in micro-entrepreneurs. Similarly, Cabrera-Sánchez, Villarejo-Ramos, Liébana-Cabanillas, and
Shaikh (2021) extended the UTAUT model with the variables technology fear and consumer trust,
closely representing the TR model.
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Figure 3. Technology Adoption Conceptual Framework. As Adapted From the UTAUT Model by

Venkatesh et al. (2003) and the Technology Readiness Index by Parasuraman (2000).
a With Effort Expectancy only taken into account for teachers

The model consists of three variables of the UTAUT model: Perceived Risk, Performance
Expectancy, and Effort Expectancy, and two variables of the Technology Readiness Index:
Inhibitors and Motivators. It is important to note that the construct of Effort Expectancy will
only be incorporated for the teachers since they are the only party that will be interacting with AI
programs, whereas the students are only on the receiving end.

Both the UTAUT and Technology Readiness models will influence the user’s behavioral
intention to choose whether to adopt a certain technology or not. Whereas the UTAUT model
visualizes the user’s attitude toward a certain technology in context and the Technology Readiness
model visualizes the user’s technological preferences towards technology in general.

1.3 Research Question
The aim of this thesis is to investigate how students and teachers at the University of Twente
react to situations in which AI is used for assessment in an educational setting. To fulfill this,
an explorative qualitative research design will be used to gather data. By using scenarios and
interviews, information will be gathered on how different situations change participants’ respective
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technology acceptance. The scenarios require the participant to judge the used AI within different
educational contexts. These insights aim to construct which factors affect the adoption of AI
assessment adoption. The following research question will be researched in this thesis:

• What is the relation between personal attitudes and technology preferences on the acceptance
of assessment AIs in formal Higher Education?
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2 Method
This study focuses on how certain scenarios influence someone’s behavioral intention (or
acceptance) to use AI in an educational context. The study is qualitative research with an
exploratory nature. Participants were asked to complete a survey and additional interviews were
held with a selected sample of individuals. Ethical approval for this study was given by the Ethics
Committee BMS at the University of Twente. The dependent variable in this design was the
behavioral intention to use artificial intelligence and the independent variables were performance
expectancy (PE), effort expectancy (EE), perceived risk (PR), motivators, and inhibitors.

2.1 Respondents
Participants were gathered through a personal network and convenience sampling within the
population of students and teachers currently studying and working at the University of Twente.
The study involved three different groups: bachelor’s students, master’s students, and teachers.
In total 20 participants responded to the survey (5 bachelor’s students, 7 master’s students, and 8
teachers).

For the next round of qualitative data gathering, 12 participants were manually selected to
participate in an interview (4 bachelor’s students, 3 master’s students, and 5 teachers).

2.2 Instrumentation
A survey with both closed and open-type questions was used to gather responses. The survey was
divided into three parts.

The first part aimed to collect the participants’ informed consent and demographics. The data
gathered in this survey was anonymized. The participants were asked to provide the researcher
with their educational level. See Appendix A for the full version of the informed consent form.

The second part determined the participant’s baseline level of technology acceptance, as
adapted from questionnaires used by Damerji and Salimi (2021) and Andrews et al. (2021). It
included 15 closed questions (scale of 1-100) on the factors of Performance Expectancy, Effort
Expectancy, Perceived Risk, Motivators, and Inhibitors. Appendix B discloses the full version of
the survey.

The third part included scenarios that described a plausible situation in which AI was used
for student assessment. Scenario planning is a useful technique to prepare for uncertain futures
(Gutierrez, Perez, & Munguia, 2022; Amer, Daim, & Jetter, 2013). The scenarios used in the
survey were an outline of certain aspects of AI used in an educational context. Their goal was to
highlight the implication of certain aspects of AI in an as realistic as possible context. Five factors
were chosen to base the scenarios on: efficiency, bias, effectiveness, transparency, and ease of use.
Students did not receive scenarios with the ease of use factor since they do not directly use the
assessment AI software. Similarly, teachers did not receive scenarios with the bias factor since
they are not the direct subject of bias in assessment. Tables 1 and 2 provide an overview of the
used factors and scenarios for students, whereas Tables 3 and 4 for teachers. Appendix C discloses
the full scenarios. The participants were asked to read the scenarios and give their reactions to a
number of open questions.
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Table 1

Summary of Used Scenarios for Students.

Scenario Efficiency Bias Effectiveness Transparency

Language bias + -
Limited transparency + -

Strict guidelines - +
General feedback +*

Transparency error + - +
Double work - +

Note. + indicates a positive effect on a given factor, - indicates a negative effect on a given factor. Note*. Scenario
’General feedback’ presents a situation in which the AI assessment is correct and effective, but the feedback is not as

personal as teacher feedback.

Table 2

Student Scenario Summaries.

Scenario Title Summary

Language bias The AI system provides the student with a grade right after the
deadline passes. However, the student failed the assignment.
Upon further inspection, the student finds out that the system has
a bias towards UK English.

Limited
transparency

As opposed to possible teacher bias (stress causing teachers
to grade stricter), the AI system judges all students equally.
However, it does not provide students with a rubric.

Strict guidelines In order to receive a predicted grade from the AI system, the
student has to re-write their assignment in a specific template,
otherwise, the system cannot fulfill its function. It will cost extra
time for the student.

General feedback All students receive feedback prompts on their assignments, but
the feedback prompts are not as personal as possible teacher
feedback.

Transparency
error

The AI system provides the teacher with suggestive grades and
feedback prompts. Not all feedback prompts are based on correct
conclusions. The student notices that the teacher has accepted all
feedback prompts and based their grades on the suggestive grade.

Double work The AI system goes through student assignments and provides the
teacher and students with feedback prompts on its decisions. The
teacher, however, decides to go through all prompts and takes the
usual two weeks to grade, making all the decisions themselves.
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Table 3

Summary of Used Scenarios for Teachers.

Scenario Efficiency Ease of Use Effectiveness Transparency

Rubric incompatibility - +
Invisible rubric + + -

Non-efficient interface + -
Impersonal feedback + -
Note. + indicates a positive effect on a given factor, - indicates a negative effect on a given factor.

Table 4

Teacher Scenario Summaries.

Scenario Title Summary

Rubric
incompatibility

The AI system bases a predicted grade on the provided rubric.
However, it is not compatible with the rubric and assignment
created by the teacher. In order for it to work, the teacher has
to re-write these materials.

Invisible rubric Easy-to-use software has been implemented in Canvas and
quickly provides grades for student assignment. However, it lacks
transparency on how grades were decided. When the teacher
grades an assignment themselves, the two grades show similarity.

Non-efficient
interface

Teachers need to invest some amount of time before they can
use the AI system. However, the system does bring promises of
efficiency when used proficiently.

Impersonal
feedback

The AI system can provide student assignments with standard
feedback prompts. However, these prompts are less personal than
the feedback that the teacher usually gives.

Semi-structured interviews were held with a selected sample of participants. Questions were
derived from the UTAUT and TR models, as well as reactions to the responses of the participant
given in the survey. The interview guide can be found in Appendix D.

2.3 Procedure
Qualitative data were collected in two phases. In the first phase, participants were asked to fill in the
survey. Survey data was collected through Qualtrics and could be answered in Dutch or English.
Completing the survey took 15 to 30 minutes. The survey consisted of four parts.

1. Informed consent: Participants were presented with information on how results are collected
and processed. In order to continue, participants must give informed consent that their data
can be used for the purpose of this study.
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2. Demographics: Demographic information on the participants was collected through three
questions.

3. Baseline technology acceptance: Participants answered a set of questions that determined
their baseline level of technology acceptance. These questions aimed to individually measure
the constructs of PE, EE, PR, Inhibitors, and Motivators of AI. (Appendix B)

4. AI assessment scenarios: Participants were presented with a series of scenarios in which
AI was used in an educational context. The scenarios presented different contexts and
situations, some portraying AI in a negative and some in a positive light. The scenarios
differed in certain aspects. After reading the scenario, participants were asked to answer a set
of questions that determined whether the scenario influenced their view on AI in education.
Bachelor’s and Master’s students had to complete six scenarios, whereas teachers had to
complete four scenarios. (Appendix C)

In the second phase, after data on their reactions was analyzed, a selected sample of participants
was invited for semi-structured interviews. In total, 7 students and 5 teachers were interviewed. All
interviews were analyzed in Atlas.ti. Due to technological reasons, analysis of one interview could
not be done in Atlas, so the analysis was done based on notes taken during the interview.

2.4 Data Analysis
Both qualitative data and quantitative data were generated by the survey instrument. Descriptive
statistics were used to calculate values for the technology acceptance levels using SPSS software.
The values for Perceived Risk and Inhibitors were reversed. Survey responses were analyzed by
in-vivo coding and categorized based on the level of participant acceptance of the scenarios. The
codes of the survey responses were used to design participant-specific interview guides.

Based on the theoretical framework, a coding scheme for the interviews was created. This
coding scheme existed of five categories: PR, PE, EE, inhibitors, and motivators. Codes were
assigned to responses in the interviews that depicted the variables and later compiled into different
themes under that same variable. Themes were derived whenever at least three participants
mentioned a similar occurrence. In total, 13 themes were deducted from the student interviews
and 10 themes were deducted from the teacher interviews. A single researcher performed the
coding, therefore no inter-coder reliability was calculated. The full coding scheme can be found in
Appendix E.
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3 Results
In the following section, the results of the student participants will be discussed. This section is
divided into survey responses and interview analysis.

3.1 Student Survey Responses
In total, 12 students filled in the survey (5 Bachelor, 7 Master). Tables 5 and 6 give an overview of
the bachelor’s and master’s students’ scores on the baseline questionnaire, respectively. Bachelor
students are identified as ’B(n)’, and Master students are identified as ’M(n)’.

Table 5

Bachelor Students Baseline Scores on a 1-100 Scale (n = 12).

Bachelor Students Total
B1 B2 B3 B4 B5 M (SD)

Perceived Risk 42.0 28.8 55.0 38.3 41.7 41.1 (9.4)
Performance Expectancy 74.3 61.0 61.0 60.7 73.3 66.1 (7.1)
Inhibitors 80.5 70.0 61.3 42.0 33.8 57.5 (19.4)
Motivators 41.3 41.3 44.3 38.8 67.5 46.6 (11.8)

Average 59.7 51.0 55.0 44.3 53.6 52.7 (5.7)

Bachelor students scored highest on Performance Expectancy and lowest on Perceived Risk. On
average, B1 (59.7) scored highest on the baseline questionnaire among Bachelor students, followed
by B5 (55.0). The lowest scoring Bachelor student was B4 (44.3).

Table 6

Master Students Baseline Scores on a 1-100 Scale (n = 7).

Master Students Total
M1 M2 M3 M4 M5 M6 M7 M (SD)

Perceived Risk 40.0 49.3 18.3 44.3 44.3 50.7 60.0 43.9 (12.9)
Performance Expectancy 73.3 64.0 81.7 29.3 64.0 68.7 65.0 63.7 (16.4)
Inhibitors 52.5 74.3 39.0 54.0 48.5 50.0 50.0 52.6 (10.7)
Motivators 40.0 45.3 56.3 57.0 88.8 51.0 46.3 54.9 (16.1)

Average 50.7 58.4 48.6 47.5 62.4 54.4 54.2 53.8 (5.4)

Master students scored highest on Performance Expectancy and lowest on Perceived Risk, like
the Bachelor students. For the Master students, M5 (62.4) achieved the highest average score,
followed by M2 (58.4). The lowest scores were dedicated to M4 (47.5) and M3 (48.6). All four
participants accepted two out of six scenarios. M3 and M5 even accepted the same set of scenarios.

Bachelor students scored lower on the Motivators factors.
Table 7 gives an overview of the acceptance of the provided scenarios.
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Table 7

Summary of Scenarios as Answered by Students (n = 12).

Scenario B1 B2 B3 B4 B5 M1 M2 M3 M4 M5 M6 M7

Language bias
Limited transparency

Strict guidelines
General feedback

Transparency error
Double work

Note. Cell colors indicate acceptance of a scenario as follows: green = acceptable, red = unacceptable.

It is interesting to point out that while students scored high on the baseline questionnaire this
was not an indicator of acceptance of scenarios. The two highest-scoring Bachelor students B1 and
B5 accepted four and one scenarios, respectively. On the other hand, the lowest-scoring Bachelor
student, B4, accepted two scenarios. Similarly, among the Master students, the highest-scoring
students M5 and M2 both accepted two scenarios. Most scenarios were accepted by M7, who had
an average score.

Most Accepted Scenarios Two scenarios received an equal response. One of which was
the scenario was ’General feedback’. Nine out of twelve participants accepted the scenario.
Participants valued feedback and the setback of standardized feedback was not negative enough
for them to deem the scenario unacceptable. However, participant M5 stated: ’This would be
acceptable as long as a clear justification/reasoning is provided by the AI to explain the right
answer and availability of more information making us aware how to reach the correct resolution.’.
The three participants that did not accept the scenario were mostly troubled by the lack of their
teacher checking their assignments and the overall lack of personal feedback.

The second scenario was ’Double work’. The leading cause for participants to accept the
scenario was the fact that their teacher made the final decision on the grades. The three participants
that did not accept the scenario commented that the introduction of the AI service did not increase
efficiency at all: ’The few weeks the teacher had to spend might’ve been a lot better for them than
the time they would normally take to grade the assignments. However, even if this is the case,
an AI that needs to be fully babysat by [a teacher] does not help anyone. (M3)’ However, some
participants saw it as a good chance to test the AI system. Scenario 6 was more likely to be accepted
by Bachelor students.

Least Accepted Scenarios The least accepted scenario was ’Language bias’. This scenario dealt
with bias in the AI system. Participants voiced their worries that the guidelines were too strict and
that this would never happen when a teacher would assess an assignment. Especially since the AI
software assessed based on language mechanics instead of content. Responses to how this system
could be used correctly were mixed, ranging from communicating these stern guidelines and thus
avoiding situations like this to implementing a system in which students can let their teacher go
over their grades.
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The second least accepted scenario was ’Transparency error’. Only participant B1 accepted the
scenario, stating: ’If it is sufficient, I don’t really care’. The other participants, however, did not
accept a scenario in which an AI system would cost them their grades by making mistakes. One
participant commented: ’No, because the software should only help the professor [do] his/her job
and not take his/her place. In this scenario, it seems that the professor didn’t even look at what the
software did. (M6)’

The scenario ’Limited transparency’ received negative responses from 9 out of 12 respondents.
All 9 participants said that they needed insight into grading decisions before they would be willing
to accept the grade. Participants either wanted in-depth feedback so that they could learn from
their mistakes or insisted upon receiving a rubric to see how the AI system calculated their grades.
Of the 3 participants that accepted the scenario, participant B1 was not disturbed by the lack of
transparency, while the other two would like some level of transparency whenever they would not
agree with the provided grade.

Mixed Responses Interestingly, the reactions toward scenario ’Strict guidelines’ were mixed.
Participants were willing to accept the scenario if the guidelines that the AI system used to grade
were shared beforehand, however: ’If it just says that it is not satisfactory then rewriting will not
be very helpful because after all, I am the same person who might write the same thing (M7)’.
Participants that were not keen on the scenario, commented on the inflexible guidelines and that
variation was a natural process when writing assignments. ’Papers don’t usually follow the exact
guidelines. If the software only can follow these strict guidelines, I don’t think it should be used.
(B4)’. Scenario 3 was more likely to be accepted by Master students.

3.2 Student Interviews
To further investigate the findings of the survey, the interviews aimed to gain knowledge on why
participants made certain decisions. This qualitative analysis was based on the five factors of the
theoretical framework: Perceived Risk, Performance Expectancy, Effort Expectancy, Inhibitors,
and Motivators. These will be discussed in the order of the framework.

Participants B1, B2, B4, B5, M1, M3, and M4 were interviewed for this section.

3.2.1 Perceived Risk

Concerning this category, four themes were recognized to be associated with an increased sense of
perceived risk:

• The inaccuracy of assessment

• No room for discussion

• Inflexible grading guidelines

• The decrease in the quality of education.
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Inaccuracy of assessment The most common theme was the inaccuracy of assessment, as
mentioned by six out of the seven interviewees. A common worry was the occurrence of bias in the
form of false negatives and false positives in grading, i.e., that the AI will interpret things wrong
and provide a wrong grade as output. Interviewees were especially worried about the system
making mistakes in the sense that it would provide a more negative grade than a teacher would.
In most cases, interviewees expressed a negative view of the AI system whenever it would not be
equal to the assessment they receive from their teachers, as expressed in the following quote:

Q1: “I think that what I really find important is that the AI [assessment] is equal to the
professor, so that I won’t be disadvantaged by being assessed by the AI." [B4]

As far as correctness of assessment is concerned, students express that they think that the AI
system would not be able to handle text that falls outside of its training dataset and therefore will
not be able to accurately match things that would be considered original or a variation on the
correct answer by a human. Another way in which this bias would affect students was through
not recognizing dyslectic or technologically disabled people. In the following quote, this issue is
addressed as ’originality’:

Q2: “I don’t know if there is a specific name for that kind of bias, but that variation
isn’t possible. So, answer A is right and if you fill in answer B, which would also be
considered correct, will be marked as wrong. A teacher would pick up on that in a
way that it wouldn’t be included in the answer key, but technically, it is correct. An AI
system won’t be able to do that with an answer it has never seen before." [M3]

No room for discussion The second most common the perceived risk was the inability to discuss
grading decisions with an AI program. Interviewees could not imagine that it would be possible
to enter a discussion with the algorithm, especially with the current developments of AI. As was
found in the interviews, interviewees want to have the option to discuss disagreements within the
assessment form and do not think AI services are capable of that.

Q3: “If I look at the current state of AI. [..] For example, chatbots are difficult to have
a discussion with and I personally think it is important to be able to discuss something
when you don’t agree with the AI’s decisions." [B2]

Interestingly, the participants that brought these arguments forward all accepted the scenario in
which the AI service provided them with basic feedback prompts. So, as long as the AI system is
correct or treats students to their advantage, they are willing to accept its decisions.

As a response, interviewees expressed the wish that either a person always looks over the
grading decisions that the AI system has taken or that there is an option for a second opinion
from a teacher when students do not agree with their received grade.

Q4: “I would like it that if I have some of my answers wrong that there is some point
of contact where I can get an explanation [on certain grading decisions]." [B5]

However, these worries were not expressed on assignments that include calculations. Only
written papers and reports were mentioned as assignments where students would want to discuss
grading.
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Inflexible grading guidelines The third most common theme was the inflexible grading
guidelines the algorithm would uphold. All seven interviewees mentioned that they needed clarity
and transparency when an AI would make grading decisions. This clarity would come in the form
of feedback and assessment models (rubrics). If an AI program were to grade a student, it would
need to explain why an assignment has come to a certain grade. If a grade is not accompanied
by feedback or a rubric, interviewees found that the grade would be unacceptable. The following
quote highlights this need for rubrics and an explanation of certain grading decisions:

Q5: “Everyone should be able to understand why certain decisions were made: how it
was graded, why certain things were marked as mistakes, etc. Otherwise, people will
ask themselves why something is marked as wrong." [B1]

The interviewees that expressed concerns about guidelines, stressed that an AI program would
probably be more inflexible than a teacher would. It was often mentioned that a teacher and an
AI program could have different perspectives on what is important in an assignment and therefore,
come to a different grade. In most cases, interviewees thought that the AI would uphold different,
and stricter, guidelines than a teacher would. As a result, an interviewee mentioned that students
might adhere more strictly to guidelines whenever graded by an AI program.

Q6: “If I know that I will be assessed by an AI program, then I will keep strictly to the
provided guidelines and probably write with less freedom." [B5]

However, it should be pointed out that M3 and B5 differed in their reactions to the scenario in
which the AI system worked with stricter guidelines. While B5 dismissed the scenario based on
the way they might get points deducted for not adhering to the assignment structure. M3 argues
that the guidelines were provided to the students beforehand and, as long as they were clear, the
result would be acceptable. So, there is a difference in the level to which a student must adhere to
guidelines and whether students are willing to sacrifice that level of freedom in their writing.

Decrease of the quality of education The fourth theme was the fear that AI assessment
could decrease the quality of education. Five of seven interviewees mentioned their worries
that introducing AI assessment might risk the loss of quality in education. Three interviewees
mentioned that they would think the value of their diploma would be decreased if AI assessment
were to take over grading.

Q7: “It sounds rather extreme when you think that you finished your studies and didn’t
receive your grades from a person, but from an AI service." [B1]

However, interviewees often mentioned concerns relevant to their studies and values.
For example, the misfit of AI assessment in qualitative-oriented assessment or the missing
empowerment of students. Multiple concerns were raised on the field of AI assessment and how it
would affect student education.

22



3.2.2 Performance Expectancy

Within this category, four themes were recognized as a possible added value to education:

• Receiving feedback,

• Faster grading,

• Decrease of human bias,

• Time efficiency for teachers.

Receiving feedback Receiving feedback was mentioned most often by all seven participants as
an effect of using AI for assessment. Three out of seven interviewees mentioned that AI might
be able to provide more extensive or detailed feedback that teachers might not give. It was seen
as added value if AI could always generate feedback. One interviewee even mentioned that if the
provided AI feedback was detailed enough, they would have no need for a second opinion from
their teacher.

However, four interviewees mentioned that they would always appreciate teacher-given
feedback more. Especially with open-ended questions and essay-type papers, four out of seven
interviewees did not see added value in AI-generated feedback. The following quotes illustrate
why:

Q8: “I would not like it if it [AI-generated feedback] would be used for papers because
it is free input what you put in a paper. So I think the feedback would not overrule that
of a teacher. [..] " [B5]

Faster grading The second theme found for performance expectancy was that of faster grading,
as mentioned by five out of seven interviewees.

Q9: “Added value would be to know if you are going in the right direction before you
hand something in for a grade. [..] That helps with finishing the last part. Like ’Am I
on the right track?’ and to have more insight into where your grade is heading." [B2]

The cases that did feature the importance of faster grading were the possibility to know whether
you had to take a resit earlier, knowing where your assignment’s grade was heading before the
deadline, and that it might be more time efficient for teachers.

However, it should be noted that three out of seven interviewees did not see the direct added
value for an increase in grading speed in their current situation. It did not have any effect on their
workstyle and they did not experience a need for faster grades.

Decrease of human bias The third theme is the decrease of human bias. While bias is a heavily
discussed aspect of AI, six out of seven interviewees mentioned that the objective evaluation of
AI could remove possible teacher bias from educational assessment. This is because interviewees
thought that the AI program would treat every student with the same grading system.

There were mentions of human biases, e.g., that teachers would suffer from interaction with
their emotional state when grading. Four out of the seven interviewees mentioned something about
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subjectivity in grading by their teachers. While the impact of this bias is not large, it is noticeable
enough for students.

Q10: “It is different than being graded by a teacher. Of course, it isn’t 100 percent
foolproof, everything is based on an opinion or the mood of a teacher." [B1]

Time efficiency of teachers The final theme was the time efficiency of teachers. Six out of seven
interviewees mentioned that the quality of education could be increased when teachers would be
(partially) alleviated of their assessment duties. They said that teachers could invest more time in
the preparation of their lectures, provide more in-depth feedback, and focus on content rather than
the structure of assignments. However, it is interesting to note the difference in takes on this subject
in these two quotes:

Q11: “It [faster grading] does not do much for me, but I reckon that the teacher will
have more time for other things, like for their students." [M3]

Q12: “I would like to see that it [AI assessment] would enable more people to learn.
For example, that a professor can teach a class double its normal size or that classes
become cheaper so that more people can access education." [M1]

An interesting phenomenon is observed in the scenarios, where most participants did not accept
the scenarios that actually increased the efficiency of teachers (scenarios 1 and 5), but they did
accept scenarios in which the teacher would have to spend equal or more time on assessment. So,
while they voice better time management for teachers, they are not choosing the scenarios in which
time management is actually improved.

Nevertheless, students did not think that this would have a direct effect on them. So, their
optimism on this theme was mild.

3.2.3 Inhibitors

For this category, three themes were found:

• Lack of trust,

• Lack of human interaction,

• Dependence.

Lack of trust The most common theme was the lack of trust in AI services. Five out of seven
interviewees called upon a distrust towards AI. Multiple reasons for this distrust were found, the
first being that the situation of AI independently assessing student work was a new concept to
interviewees.

The trust in AI is feeble. One interviewee mentioned that they had a bad experience with an AI
service assessing them before:
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Q13: “We worked with [software program] before for a mathematics course. I felt
okay with the software grading me, but in the end, other students found three errors in
the way the software assessed us. Three mistakes happened to a lot of people. So, if
AI can be without any errors, then I don’t see a problem. But until then, I would like it
if there is a teacher to look over the output. Because if we [the students] have to check
for mistakes, I would not like that." [B5]

So, as long as AI services can make mistakes, interviewees mentioned that they would rather
have a human involved in the grading and assessment process. In the interviews, it came to light
that students have an easier time putting trust in someone with experience, e.g. they have a diploma
that shows their mastery of knowledge, than a software program.

Q14: “If an AI program would give me a 6, I would immediately start thinking: ’Okay,
you can say that, but what process did you go through to get to that grade?’. While,
if a teacher would give me the same grade, I would be more likely to think that they
are right. [..] I would look more critically to what an AI does, so I think it’s somewhat
dangerous to have AI grade people." [M3]

Lack of human interaction The second theme was the lack of human interaction in AI. Four out
of seven interviewees mentioned that they would miss the human interaction they have with their
teachers if an AI program would start grading their assignments. Something that came up multiple
times was that interviewees stated that they followed a course for the teacher and would then like
to be graded by that teacher, not an AI program:

Q15: “Because it feels like you have expectations when you come into class. If the
teacher is teaching the entire class, you expect to receive something that suits his style
or her style. But if eventually all your hard work is graded, for instance via AI then it
feels a bit like betrayal." [M4]

Interestingly, scenario 4 dealt with the replacement of human feedback with AI-generated
feedback. Most participants accepted the scenario, stating that they favor quick feedback over
human-given feedback. This shows a discrepancy between interview quotes and survey responses.

Dependence The third theme found was dependence. Five interviewees mentioned that they
would not like to be dependent on AI assessment in education. As mentioned before, these
interviewees like to have a human involved in the AI-generated assessment for the sake of
checking the output. However, this does not mean that these five interviewees are against the use
of AI in assessment:

Q16: “If it can make the tasks of teachers easier, that would be really nice. Maybe
teachers do not have to check grammar or those kinds of things, but they can focus on
the main points of an assignment, and the AI can do the rest. Maybe a quick check
through the things AI was doubting about." [M3]
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The dislike of dependence on AI assessment mostly stemmed from the fear that AI-generated
decisions would be accepted without thinking. Three out of seven interviewees mentioned that they
need a human to look over AI decisions before accepting the grade or assessment. However, one
mentioned that it would be okay to be dependent when using AI would provide them with positive
consequences.

3.2.4 Motivators

Within the category of motivators, two themes were found:

• Trust

• Technology potential.

Trust Trust was mentioned by four interviewees. A leading factor in trust was mentioned to be
prolonged exposure to positive interaction with AI programs. If grades provided by AI software
are accurate and no mistakes are made, then students are more willing to be more trusting.

Q17: “Maybe if AI programs are further developed, it [worrying about whether the
output is correct] might not even matter anymore. Because people might have enough
trust in AI and think ’Oh, last time the teacher agreed with the output and I did as well’
and after a while, they simply start to accept AI." [B4]

It is interesting to see that these two participants mention the factor of trust and how it can be
increased, since most participants did not accept more than three scenarios. This calls for more
positive experiences with AI technology in assessment.

However, trust is the opposite effect as distrust in Inhibitors. People are not used to AI services
determining grades and assessments, but one of the ways to grow trust is prolonged and positive
exposure to its effects. One interviewee mentioned that trust in AI could be increased by not only
implementing it in one university but to involve multiple universities in its effort. In another light,
one interviewee mentioned that they would trust the university enough to implement a working AI
service.

Technology potential The second theme was the technology potential of AI services. Four
interviewees mentioned elements of AI that they would like to see implemented in education. For
example, one interviewee mentioned that they saw the benefits of implementing AI assessment in
scientific studies.

Q18: “I think that for hard sciences, like mathematics or a language, where your answer
is either right or wrong [..] there is some implementation possibility for AI." [M1]

Interviewees agreed that AI assessment is suited for multiple choice, fill-in-the-blanks, and
other question types where it is easy to program the ’right’ answer. There seems to be some
confusion about when AI assessment takes place since grading closed-type questions is not a task
done by AI systems.
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However, there are some limits to students’ motivation to use. Two interviewees mentioned
that they would like to see students’ consent before AI assessment would be implemented in their
classes and that the AI program should be properly tested before it would be used to determine
student grades.

Q19: “I think the distrust is there because it [AI assessment] is rather new to everyone.
[..] For me, it is important that everything is tested thoroughly before it would be
implemented. [..] Especially in the first phase, it is important to test the program."
[B4]

3.2.5 Summary Students

Table 8 depicts a summary of the findings during qualitative analysis for the students.

Table 8

Summary of Student Findings.

Perceived Risk Performance Inhibitors Motivators
Expectancy

Inaccuracy of
assessment

Receiving feedback Lack of trust Trust

No room for
discussion

Faster grading Lack of human
interaction

Technology potential

Inflexible grading
guidelines

Decrease of human
bias

Dependence

Decrease of quality
of education

Time efficiency

3.3 Teacher Survey Responses
In total, 8 teachers filled out the survey. Table 9 gives an overview of the teachers’ scores on the
baseline questionnaire.

Table 9

Teacher Baseline Scores on a 1-100 Scale (n = 8).

Teachers Total
T1 T2 T3 T4 T5 T6 T7 T8 M (SD)

Perceived Risk 53.0 50.0 50.0 71.0 33.3 58.3 51.7 68.3 54.5 (11.8)
Performance Expectancy 47.0 91.7 66.7 50.7 58.3 75.3 65.0 68.3 65.4 (14.2)
Effort Expectancy 56.7 100 70.0 56.7 66.7 67.3 66.7 43.3 65.9 (16.3)
Inhibitors 54.0 40.0 57.5 72.8 18.8 64.3 48.8 22.5 47.3 (19.2)
Motivators 51.5 93.8 65.0 64.5 75.0 42.5 61.5 48.8 59.7 (11.0)

Average 50.8 79.1 61.8 63.1 50.4 61.6 58.7 50.3 59.5 (9.6)
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Teachers scored highest on Effort Expectancy, followed closely by Performance Expectancy,
similar to the students. Teachers scored lowest on the Inhibitors factor. On average, T2 (79.1)
scored highest, followed by T4 (63.1). The lowest-scoring teacher was T8 (50.3), followed closely
by T5 (50.4) and T1 (50.8). While teachers have a higher

Table 10 gives an overview of the acceptance of the provided scenarios.

Table 10

Summary of Scenarios as Answered by Teachers (n = 8).

Scenario T1 T2 T3 T4 T5 T6 T7 T8

Rubric incompatibility
Invisible rubric

Non-efficient interface
Impersonal feedback

Note. Cell colors indicate acceptance of a scenario as follows: green = acceptable, red = unacceptable.

Interestingly, T2 was the teacher with the most accepted scenario prompts, as opposed to T1
with two accepted scenarios. As the teacher with the lowest score, T8 was surprisingly not the
teacher with the lowest number of accepted scenarios, which was T6.

Most Accepted Scenarios Six teachers accepted the scenario ’Impersonal feedback’. As long
as the feedback was theoretically appropriate, these six teachers thought it would be a sufficient
implementation. An important note is that three teachers mentioned that they would edit or add
personal feedback to the provided prompts as a way to stimulate student learning. T5 highlighted:
’The AI should tell me about the cases in which my intervention might be needed because of high
uncertainty.’. However, T8 countered with: ’A more generic feedback prompt can still be very
valuable, as long as students know how to deal with them.’ The two teachers that did not accept the
scenario placed more value on personal feedback, ’A trade-off between efficiency and thoroughness
may not be good. (T3)’.

Least Accepted Scenarios One of the main reasons for not accepting the scenario ’Rubric
incompatibility’ for the teachers was the amount of extra work it would take to re-write their
assignments into a state the AI program could use. ’This is not acceptable the AI should adapt
to me not the other way around’, was the statement of T5. If teachers did not get enough time to
get familiar with the software, they were less likely to want to use it: ’Lacks efficiency as it does
not help you save time. (T8)’. The two teachers that did accept the scenario mentioned that if the
program could benefit them in the future, they would be willing to put in a little extra work.

Mixed Responses Among the mixed responses was the scenario ’Invisible rubric’. All
respondents valued transparency in the grading process, but five teachers found the accuracy of the
provided predicted grade enough to overthrow the lack of transparency. However, it is important to
note that the teachers that accepted the scenario still stated that they would go over the assignments
themselves so that they are able to elaborate on the grading. One of the teachers compared an
accurate AI system to a consistent student assistant, meaning that they see the AI program in an
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assisting role. The teachers that did not accept the scenario stated: ’You can never use a black-box
tool for grading, it is essential to know how it operates before relying on its results.’ (T6), ’I would
like the AI to also explain its grade decision based on the rubric, without me having to sample its
results and hoping they overlap. (T2)’.

In the scenario ’Non-efficient interface’, again the reason for not accepting was the amount
of extra work it would take to get to know the AI program. However, it should be noted that the
teachers that did not accept the scenario were also keen to point out that they would need an intuitive
and easy interface. T5 commented: ’Usability and timing are essential I can not expose students
to a new approach that I do not know.’, which aligns with the teachers’ need for transparency.
The three teachers that were accepting of the scenario mentioned that a learning curve is expected
when implementing new software and: ’If the plan is to use it for multiple years and for multiple
courses/modules, then it is worth the time investment. (T2)’.

3.4 Teacher Interviews
Participants T1, T2, T3, T4, and T8 were interviewed for this section.

3.4.1 Perceived Risk

Within this category, four themes were recognized:

• The quality of education,

• Risk of bias,

• Transparency issues,

• Replacement of staff.

Quality of education All five interviewees mentioned something about how they thought AI
would affect the quality of education. While highly hypothetical, the opinions of the interviewees
ranged from neutral to negative views on the implementation of AI in assessment:

Q20: “It is really difficult to say and conclude that it will positively influence education.
It might give me more time to take care of other courses, but I don’t think that those
courses will be better or worse with the implementation of AI." [T1]

Q21: “So imagine that we are using this kind of system. And as soon as we also think
that assessments are not made by the professors, the teachers, or the lectures then this
can also change the way people think, and it may not always be in a good way. [..]
So you can think that now, for example, teaching or assessment is changing with every
teacher in a smaller minor or major way. But then when you start using those systems,
you may see that it won’t change anymore, so this can also can be a barrier for better
teaching skills, better teaching methods, and so on." [T4]
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The biggest consequence of assessment is the grades that students receive. Thus, interviewees
were less keen to perform summative assessments when using an AI service. A more positive note
was attached to using programs for formative assessment.

Teachers mention that assessment is an important point of input for their assignments and
lectures. Introducing AI assessment could therefore influence these input:

Q22: “The input you get from assessment is something you can use for the next set of
lectures; explain something again. It gives you insights into what was or wasn’t clear
for students." [T8]

Assessment provides teachers with valuable feedback and if assessment gets fully automated
by using AI services, teachers might start missing out on important insights.

Risk of bias The second theme was the risk of bias occurring within AI assessment, which was
mentioned by three out of five interviewees. In the interviews, it comes forward that teachers view
their way of grading as ’the right way’. This means that any assessment scheme differing from
theirs will be faced with criticism.

All three interviewees were involved with the grading of their students and mentioned some
problems that would occur when AI assessment would be implemented. If an AI program were
to grade certain assignments, it would not be capable of reading ’in between the lines’ and might
punish students for answers that a teacher would reward them points for.

Q23: “I’m afraid that it [assessment] will become rather objective. That the system will
say that something is not included in writing, while the students actually described it
sufficiently and show that they understand the material, but did not use the right words."
[T8]

Quote 23 highlights an important issue, where teachers focus on the progress a student makes
in the run of a course. It was mentioned by two interviewees that they might grant students extra
points when they recognize their own lectures in the student answer.

Q24: “It might be ’my fault’ that the student didn’t get the question. So yeah, I think
I might be less strict in that case and that it could be a bias. [..] I would still mark it
as wrong, but, in case the question is worth 8 points, I would maybe decrease it with 2
points instead of 3." [T1]

Transparency issues The third theme is the transparency of the AI service. All five interviewees
mentioned transparency in their interviews and thought that it was a compulsory aspect of AI when
it would be implemented in assessment.

Q25: “The important thing is to be able to understand why there’s this result at the end,
and then, for example, a rubric is a good example for that. So that’s why the end grade
is collected right? So also it might be some textual feedback. I don’t know how it will
work, but. If there was OK, this grade is given because of this problem, so it can be a
standard message of course, but at least you have an idea why." [T4]
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While transparency seems to be an important theme for teachers in assessment, five out of
eight teachers accepted scenario 2, where transparency was reduced in order to increase efficiency.
Where teachers state in the interviews that they value insights into the AI grading process, they
were still accepting of a more lacking AI system.

Without transparency, interviewees would not be able to accept the usage of AI programs in
assessment. Their trust is built upon transparency. However, the issue of transparency can be
covered by using rubrics within the AI program. If the output of the AI program would be a rubric
that justifies all grading decisions, teachers would be more willing to accept the outcomes.

Replacement of staff The fourth theme found was the replacement of staff. Three interviewees
mentioned this theme and all agreed that replacing human staff with technology would negatively
affect assessment, and therefore education. While AI services can aid people, they should not
completely take over their tasks.

Q26: “I have designed a digital learning environment and many reactions were ’Do
you want to replace me?’, and my answer was always: ’No’. The only way in which
this will work is if there is a teacher around to help out. Moments in which exceptions
occur. An AI can cover a lot of substances, but not every student is the ’average’
student. [..] So it’s nice to have this kind of cooperation." [T8]

This calls for hand-in-hand cooperation between people and AI technology.

3.4.2 Performance Expectancy

Within this category, three themes were recognized:

• Positive time management

• AI in a supporting role

• AI for specific assessment types.

Positive time management All five interviewees mentioned that the implementation of AI
software for assessment would improve their time management. Assessment was seen as a ’dull’
part of the job and was mostly located lower on teachers’ task lists. Teachers mentioned that
especially in assessment, they would be willing to hand over some of the work.

Q27: “I think it can really save some time. And as I said [..] for most people it’s kind
of a dull job to make assessments. So I can use that time for more productive things."
[T4]

However, the time that would be freed would not always go back into the course:

Q28: “I notice that I already take enough time to prepare my lectures. So, one week in
advance I will start working on them. That is already enough time." [T1]

Two of the five interviewees mentioned that they already took enough time for their courses
and would not need AI support solely to improve the quality of their courses. The other three
interviewees mentioned that part of their freed-up time would be invested into their courses, by
restructuring their lectures or engaging in more interaction with their students.
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AI in a supporting role All five interviewees mentioned that they would see AI programs in a
supporting role when used for assessment. Two teachers specifically mentioned that they would
only see an AI service as another version of a teaching assistant. While this shows some level
of trust toward the AI service, two teachers mentioned that they checked their teaching assistant’s
work to make sure everything is in order.

Q29: “Sometimes people ask me why I do not let my teaching assistants grade, but I
think that a teacher should provide their students with a grade. It’s complex. And while
I think my teaching assistants are capable of helping, there are a few things where I
think they might not be capable of grading [..] the more complex grading situations,
for example." [T1]

In a similar way, teachers would not feel comfortable putting an AI program in charge of grading
students’ work. Summative assessment was mentioned to be ’too definitive’ and two interviewees
would rather use AI services for formative assessment. This does not mean that they do not trust
the technology, they simply prefer to be in charge of the grade themselves.

This level of support that the AI service should provide differed per interviewee:

Q30: “The system can, for example, flag down certain assignments that it thought were
difficult to grade." [T8]

Q31: “If the answer to a question isn’t correct, then it becomes too difficult for an AI
service. Then it isn’t straightforward anymore. In that case, I would like to look at it
myself. But if an AI could tell me the fully correct answers, then I would trust that."
[T1]

AI for specific assessment types Added value in assessment for certain assessment types
was mentioned by all five interviewees. The overall consensus was that AI programs would be
skilled enough to deal with question types that have clear right answers. However, the opinions
of interviewees started to differ when it came down to assessment types that deal with text
interpretation.

Q32: “I think that when the questions become more complex, so when there is no clear
right or wrong or a student makes a mistake in the last sentence that undermines their
answer [..] I think that is the point where AI is not ready for." [T1]

Q33: “And at least I guess it can give an overall idea. [..] I imagine that if it tells
me OK, this is the quality that you can expect from this assignment, then it’s easier to
assess because of one of the things for an assessment." [T4]

When interviewees mentioned the type of assignments they did find suitable for AI assessment,
only one thought that present-day AI programs were capable of grading short papers (500 words
max). Other mentioned types of assessment were: closed book exams with short-entry answers,
recognizing themes and keywords, and objective measures in text.
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3.4.3 Effort Expectancy

One theme was identified for the category of Effort Expectancy.

• Inexperienced technology usage.

Inexperienced technology usage Especially with AI programs, three out of five interviewees
mentioned that they did not have any experience using this kind of technology in their field of work,
especially with assessment. This caused some level of discomfort, as teachers become unsure of
how to use an AI program. Problems that could arise are the misuse of technology and increasing
insecurity with technology.

Q34: “My experience is that often help is offered, but that we, as teachers, do not know
about that. So we have no clue where to go." [T8]

The hypothetical situation that assessment would be moved to the AI domain was often
compared to the move from Blackboard to Canvas. A lot of teachers experienced difficulties but
were helped by student assistants that guided them through the program. A point of contact seems
to be a likely solution for AI services as well.

Q35: “I would like to be able to go into conversation with someone. Maybe address
some factors I would like to see implemented into the program or discuss my
[technology-related] insecurities with." [T1]

One of the interviewees that did not express any discomfort with new technology was T8, who
also expressed high scores on the scale of Effort Expectancy.

3.4.4 Inhibitors

No major themes were identified as inhibitors for AI program usage. However, some resistances
against AI assessment were mentioned that could be of importance for further implementation.

One interviewee called upon the view of the students, that they would not want to be graded or
judged by an AI service. Another point of resistance would come from the lecturers themselves,
as two interviewees mentioned that they could see more work coming from the implementation of
AI assessment. For example, they would have to adapt their assignments to fit the AI service. One
interviewee even mentioned not being willing to go the length to adapt their course structure for
the benefit AI assessment.

Q36: “So of course if I do multiple choice questions it would be much easier for me
to assess, right? But then I don’t think it is suitable for my courses to do something
like that. Neither exam, nor multiple choice questions are, I think, a really good way to
assess the courses that I am giving. So I wouldn’t do a multiple choice [exam] instead
of an assignment to fit to an AI." [T4]
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3.4.5 Motivators

Two themes were identified as motivators:

• Trust

• Seeing AI as a colleague.

Trust Trust was mentioned by all five interviewees. Similar to students, a leading factor in
positive trust was the prolonged exposure to positive interaction with AI programs. However,
opinions were divided as to what extent trust would go.

Q37: “Maybe after a couple of years, when trust reaches 100 percent and grades
are good enough, the program might give out grades for small assignments. Not
assignments that determine the end grade of a course." [T2]

Q38: “I would let an AI program grade that [computational questions], but whenever
an answer is not right, I would like to look at it myself." [T1]

The differing opinions between T1 and T2 are visualized in their opposite scenario responses.
T2 also scored high on the scale of Motivators and thus exhibits a more accepting nature toward
technology.

Whenever an AI program would state that something is completely right or wrong, interviewees
were willing to already put trust into thinking that would be the right answer. Everything in between
differed. One interviewee would not allow an AI program to grade complex questions, while the
others were more willing to give it a try. Two interviewees even made a proactive comment that
they would want to test whether an AI program would be capable of providing accurate grades.

Seeing AI as a colleague Three out of five interviewees mentioned an interesting concept that
they would, in time, view the AI assessment program as a colleague, rather than a tool or student
assistant. As expected, these three interviewees did not see AI merely as a supporting tool (see
Performance Expectancy).

Q39: “If it works correctly, it will likely change from student assistant to a colleague."
[T8]

Q40: “Why not? People might say that it is an artificial system. Why should there be
such a big difference between a human and a system that is really good at its thing if
we come to the same conclusion? There is no problem there." [T2]

Interestingly, T8 shows one of the lowest scores on the scale of Motivators and is still willing
to accept AI technology.
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3.4.6 Summary Teachers

Table 11 depicts a summary of the findings during qualitative analysis for the teachers.

Table 11

Summary of Teacher Findings.

Perceived Risk Performance Effort Inhibitors Motivators
Expectancy Expectancy

Quality of
education

Positive time
management

Inexperienced
technology usage

Trust

Risk of bias AI in a
supporting
role

Seeing AI as a
colleague

Transparency
issues

AI for specific
assessment types

Replacement of
staff
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4 Discussion
The following chapter will highlight the most important findings. First, student results will be
discussed, followed by teacher results and resulting in a shared conclusion.

4.1 Students’ Attitudes and Technology Preferences on AI
Assessment

Participants saw risks in AI assessment, most commonly, in form of inaccuracy of assessment.
Especially, when the AI service would give students a lower grade than a teacher would, the
students expressed their dislike for the involvement of AI services in assessment. This ties closely
to the request that AI assessment should not solely be in control of grading. Instead, all students
were in favor of having some point of human contact through which they could go into discussion
about the given grading decisions. This agrees with findings by Kumar and Boulanger (2020), in
which they stated that AI assessment should always go hand-in-hand with human cooperation to
empower students as well as validate the scoring. Giving full responsibility to AI services is not on
the table in the foreseeable future.

Students found transparency an important component of assessment and would therefore not
accept a system that is not clear in their grading decisions. This agrees with previous literature,
in which system explanations increased trust in the student population (Conati, Barral, Putnam, &
Rieger, 2021; Ooge, Kato, & Verbert, 2022). For students’ empowerment, the system should be
explainable, justify its outcomes to the reader, and communicate system errors (Adabi & Berrada,
2018).

It is important to note that student behavior might change according to the assessor. In the
interviews, students mentioned that they might change the way they write assignments if they
would know that they would be graded by an AI service. A study by G. Zhang, Raina, Cagan, and
McComb (2021) showed that the interference of AI assessment had differing effects on low and
high-performing teams. Opinions on whether this was acceptable or not differed per interviewee:
where some thought it would negatively affect their writing, while others did not mind the strict
guidelines as much. However, Brownell (2022) concluded that deception about the assessor will
not positively influence adoption rates.

Performance Expectancy (PE) was found to be an area of discussion among interviewees. While
PE is a strong predictor of technology adoption, most themes were not as strong when compared
to the other factors (Andrews et al., 2021). However, the ability of AI services to provide feedback
was a recurring and strong theme. The student participants were divided over the ability to provide
feedback by AI services. A leading factor is the level of detail that AI-generated feedback can
provide. This is comparable to the results of Chen (2022), in which students mentioned that they
preferred AI-generated feedback for grammar and other minor text input feedback and teacher
feedback for the overall flow and context of the assignment. Another study by Han and Sari (2022)
showed that the combined feedback of AES and teachers is more effective in correcting grammar
and mechanical mistakes.

While efficiency is the promise of AI assessment (H. Zhang, 2021), not all student interviewees
saw PE as an enormous added value. Opinions differed on the added value of grades, where some
students mentioned it would help them better prepare for further assignments in the course and
others mentioned a faster grade would not affect their style of work more. Similarly, time efficiency
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and decrease of human bias were not seen as big enough problems that need drastic change or as
individual benefits. Everything that would benefit students would positively affect their opinion on
AI assessment, but not enough for students to advocate for the service. Seeing that students do not
actually use the services this might explain why Performance Expectancy is not of great influence
on this target group.

While students do not mention any of the themes as groundbreaking, it is important to note that
the additional feedback and system transparency can improve student self-regulated learning skills
and motivation to write (Selwyn, 2019; Ferguson, 2019).

The Motivator and Inhibitor factors were closely related. Especially the themes of trust and
distrust showed an interesting dynamic. Trust is a key factor in technology acceptance and is
enhanced through the user’s faith in the interaction with the technology (Cyr, Hassanein, Head, &
Ivanov, 2007; Hengstler, Enkel, & Duelli, 2016). Previous experiences with technology can affect
an individual’s level of trust, whether this is a lack of, bad, or good experience. In the context of
students at the University of Twente, students clearly lack experience in AI assessment. It is crucial
for acceptance to allow students to work with AI services that might improve their grade and not
decide it. Building trust in AI assessment is the first step toward acceptance (Estevez, Garate, &
Grana, 2019).

The possible replacement of teachers with AI services was also a point of discussion among
the interviewees. Part of the student participants was adamantly against giving teacher tasks to AI
services. This aligns with a study done by Bates, Cobo, Mariño, and Wheeler (2020), in which
students experienced an emotional component to learning that cannot be satisfied by computer
interaction only. Students in this study voiced that they want to be seen as individuals. In the
current study, students mentioned that part of their reasoning to follow a course is because of the
teacher. Garrison (2007) highlighted that this relational aspect of teaching can be achieved through
technology with enough visual and communication support.

4.2 Teachers’ Attitudes and Technology Preferences on AI
Assessment

In general, teachers saw risks in the implementation of AI assessment. They did not have an
outspoken positive opinion on the effect of AI assessment on the quality of education. Noteworthy,
teachers that held a positive standpoint on AI technology thought that the implementation of AI
assessment would not change the quality of education that much. In fact, most interviewees were
convinced that their sense of judgment was better than that of a computer. This way of thinking
heavily reduces willingness to adopt (Conijn, Kahr, & Snijders, 2021).

Overall, teachers expressed more enthusiasm to use AI assessment for formative assessment
than for summative assessment. Teachers were less likely to give up their grading position to
technology. Instead, they prefer to let AI services check students’ writing in frequent assessments.
Assigning certain tasks to AI assessment aligns with how automated assessment systems have been
used in practice (H. Zhang, 2021; Molenaar, 2021). While AES has had more research in formative
settings, it is still important that this type of automated assessment receives attention in summative
contexts (West-Smith, Butler, & Mayfield, 2018).

One of the biggest concerns was that of transparency. Just like Kumar and Boulanger (2021)
pointed out in their review, lack of transparency is a ’dealbreaker’ for teachers in educational
assessment. Teachers would not accept technology that would not explain how it would come to
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a grade (i.e., black box approaches). For AI assessment to become acceptable, it is suggested that
teachers need full insight into the inner rubric of the AI service, preferably through an easy-to-read
and edit interface (Conijn et al., 2021).

Unlike students, teachers were more positive about the Performance Expectancy of AI
assessment. This does not echo results from Jiang, Yu, and Wang (2020), where teachers’ attitudes
were negative toward the added value of AI assessment. Since teachers would be interacting
closely with the services, they are looking for more beneficial aspects of the technology. Most
importantly, the topic of time investment was a driver for this factor. Efficiency should be a selling
point of AI assessment (Nazaretsky, Ariely, Cukurova, & Alexandron, 2022). Teachers are not
keen on investing a lot of time into the implementation of AI services.

This does not align with the mentioned technology inexperience. Especially with AI
technology, most teachers at the University of Twente have no experience and therefore, need
help in getting used to the change. Not only is the lack of prior knowledge a challenge, but most
problems also stem from the way that technology is designed. The apparent lack of involvement
of educators in the design process of AI services is part of the problem (Bates et al., 2020).
Instructional designers are advised to collaborate with teachers to ensure their demands are
met. A human-centered design for AI programs facilitates interaction better for people with less
technology experience (Riedl, 2019). Additionally, Vinichenko, Melnichuk, and Karácsony (2020)
stated that for the sake of adoption, academic staff requires motivational methods that explain the
benefits of AI assessment.

There were two different views on the role that AI services would play in assessment. In
the interviews, it became clear that teachers would either view AI services as a supporting role
or as a colleague. The difference between these two views is the level of trust teachers place
in AI services. Teachers that saw AI assessment as a supporting tool were also more likely to
also check their student assistants. Similarly, these teachers would not feel comfortable placing
much responsibility on an AI tool. Even within this category, the level of support would differ per
participant. This boils down to trust again, where the user is required to rely on the AI assessment.
When the level of trust is not high enough, the capability of the AI service is distrusted (Abbass,
2019).

The teachers that did see AI services as a colleague were willing to accept its judgment, as long
as it agreed with theirs. This did not mean that they would prefer summative AI assessments either.

This trust in AI assessment might also explain the purpose that teachers see for its use. Possibly
due to the limited exposure to AI assessment services, most teachers found AI assessment best
suitable for short text entry items. Just like students, teachers need more familiarity with AI
technology before they are able to critically and practically consider AI assessment.

Inhibitors played a less crucial role in the teachers’ acceptance of AI assessment. Perhaps
because they do not experience the direct consequences of assessment and therefore experience
less discomfort with technology. It was found in another study that Motivators had a stronger effect
on technology usage than Inhibitors (Blut & Wang, 2020).

4.3 Student and Teacher Views
Both participant groups suffer from technology inexperience in the area of AI assessment. For
most participants, the concept of AI assessment was alien and needed further explanation to be
understood. This inexperience is a stepping stone toward distrust in new technology (Hengstler
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et al., 2016; Nazaretsky et al., 2022). This explains why in both groups Perceived Risk was a
predominantly present factor, which is in line with previous research (Teo & Liu, 2007; Warkentin
et al., 2002).

As expected, Performance Expectancy was a positive factor in attitude toward technology, since
both participant groups found efficiency to be an important consequence of AI assessment. Sohn
and Kwon (2020) found that perceived value was a significant predictor of technology adoption
in AI-based intelligent products. However, no matter the level of PE, in some cases interaction
with a human is always preferred over technology (Kelly, Kaye, & Oviedo-Trespalacios, 2023).
Similarly, both students and teachers are not fond of removing the human-in-the-loop in educational
assessment.

However, student and teacher attitudes do differ on some points. It was found that students focus
more on the direct consequences of AI assessment (e.g., time allocation, feedback, negative effects
on their grades), whereas teachers focus more on the overall process (e.g., transparency, seeing AI
as support or colleague). This might also explain why students had more present Inhibitor themes,
as they would experience the consequences of AI assessment more severely.

Important to note is that students mostly saw the benefits of AI assessment if the teacher would
invest this time back into the course by providing more feedback or spending more time in class.
Teachers, on the other hand, agree that they already take enough time for all their courses and
would put the extra time into other tasks.

4.4 Conclusion
The aim of this thesis was to uncover the relation of personal attitude and technology preference
on the acceptance of automatic AI grading software in formal Higher Education. It was discovered
that both factors of attitude and technology preference have an effect on the acceptance of AI
assessment. Most importantly, in attitude it was found that Performance Expectancy and Perceived
Risk are the strongest predictors of acceptance. Efficiency and outcomes expectations heavily
influenced an individual’s belief in AI assessment. For technology preference, trust was the most
important predictor. Trust relied heavily on previous knowledge on technology and would be
negatively influenced by a lack of knowledge.

Based on the results presented in this thesis, the following guidelines are suggested for
instructional designers of AI assessment.

First, it is proposed that trust in AI assessment is increased. This can be done in two ways:
increasing knowledge of AI assessment and exposure to positive experiences. This process is more
of a gradual effect on the user population. Not all users can become AI experts, but the aim should
be that people are able to judge the validity and possible errors of AI assessment results (Nazaretsky
et al., 2022). Efficiency should be a selling point of AI assessment, but both teachers and students
should be content with the effectiveness of AI assessment as well.

Second, it is recommended to implement AI assessment in formative settings first and then
move toward summative assessment. Formative assessment brings fewer risks and thus fewer
consequences for students. As teachers have mentioned, they like to remain in control over
assessment and formative assessment tasks to increase efficiency (Zhu, Liu, & Lee, 2020). Some
pointers for formative assessment are: interactivity with feedback prompts to increase learning
gains (Correnti, Matsumura, Wang, Litman, & Zhang, 2022), content-specific feedback vs
generic (Zhu et al., 2020) and transparency in grading and feedback decisions (West-Smith et al.,
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2018). However, possibilities can be found over time to implement AI assessment in summative
assessment as well. As Yıldız, İpek, and Gönen (2021) have pointed out, AI assessment can serve
as a second rater while still providing the promise of efficiency and keeping the teacher in charge
of grades.

Third, it is very important that full transparency is included in the system design. Both students
and teachers have mentioned a need for transparency and explainability, albeit because of different
wishes for both participant groups. Different users have different needs and to incorporate all
necessary perspectives, it is important that teachers and students are involved in the design process
(Clancey & Hoffman, 2021). The completeness of explanations is still debatable, as studies have
found that there can be too much explainability in system decisions which causes over-reliance
(Bussone, Stumpf, & O’Sullivan, 2015). Similarly, a human-in-the-loop approach is recommended,
where teachers are given more control and room to intervene in AI assessment. This method can
reduce technology-induced anxiety, prevent errors, and increase human agency (Nazaretsky et al.,
2022; Galici, Käser, Fenu, & Marras, 2022).

4.5 Limitations
This study has been subject to limitations. First of all, the choice of theoretical framework might
have been flawed. The UTAUT model has been used to measure the level of acceptance and
willingness to adopt certain technologies. The student participant group in this study, however, will
not directly use AI software for assessment, but merely be affected by it. While their willingness to
accept the results of AI assessment is valid, it is hard to measure this with the UTAUT model since
they do not affect the adoption process (Venkatesh et al., 2003). However, Conijn et al. (2021)
stated that different stakeholders’ views should be taken into account when determining design
choices.

Secondly, while the combination of the UTAUT model and the TRI has been used in research
before, there are some common ground areas that make it hard to exclusively code (e.g., Perceived
Risk and Inhibitors) (Rahman et al., 2017; Cabrera-Sánchez et al., 2021). However, seeing that
Perceived Risk is not originally part of the UTAUT model, this can be mitigated by returning to the
original theoretical model. By heavily focusing on the current theoretical framework, external
factors have not been taken into account (Y. L. Lai & Lee, 2020). It is therefore suggested
that the current findings could be used for future research to broaden the perspective to other
technology-related factors.

The third limitation is as Kelly et al. (2023) pointed out in their literature review: priori views
on individuals’ perception of technology acceptance before usage should not be confounded for
their future behavior. How participants claim they would behave does not guarantee anything for
future behavior. This is apparent It would be recommended to continue the study using existing AI
assessment services to see if any conclusions from this thesis uphold.

The fourth limitation concerns the sample size of both participant groups. These were relatively
small to conclude any significant findings within the technology baseline survey. The results of this
study can therefore serve as an indication for future research. Aside from that, the sample consisted
of participants from the same educational environment. Hence, the findings of this study might
not be generalizable for other educational environments (Bornstein, Jager, & Putnick, 2013). For
research into significance, it can be suggested to gather more participants and search for participants
in other universities. However, seeing that this was an explorative study, the findings still uphold
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their importance.
Similarly, while 20 participants completed the survey, only 12 were interviewed for further

analysis. Hence, the qualitative analysis should be perceived with caution due to the low number
of participants. Nonetheless, the interviews still provide valuable insights into AI assessment
acceptance in student and teacher user groups.

4.6 Future Research
In sum, the current work presents a snapshot of AI assessment acceptance at the University of
Twente. The logical next step is to further focus on broadening these insights through the actual
usage of an AI assessment tool designed according to the provided guidelines. First, it is important
to find out through which measures of trust in AI assessment can be improved and whether the
suggested guidelines are effective (Conijn et al., 2021). Secondly, it is valuable to investigate the
impact of AI assessment on the educational system. Thus, creating empirical evidence on the
effectiveness and usefulness of AI assessment.

Accordingly, an exciting challenge would be to investigate factors that influence people on
a social level. As Sohn and Kwon (2020) found in their research, subjective norm also has a
significant effect on whether users choose to adopt AI technology. It would be interesting to see
whether social norms also affect teachers and students in the area of AI assessment. For instance,
how do the opinions of classmates change their opinion on the acceptance of AI assessment? These
factors should be explored alongside a working prototype.

Instead of using the UTAUT model and Technology Readiness Index as predictive models,
a quantitative method could be used to verify the findings of this study. Additionally, the
generalizability of the findings would be increased through this method since larger samples can
be used and findings can be compared with previous AI assessment-related research.

The effect of AI assessment on student performance and fairness is still a debatable factor of
technology and should be subject to further research as well (Litman et al., 2021; G. Zhang et al.,
2021). Further investigation into the actual consequences of AI assessment at the University of
Twente could be a fine addition to the findings of this thesis.

The implementation process of an AI assessment tool has to be assessed. To see whether the
University of Twente has a suitable environment for it to be implemented. The effectiveness of AI
assessment is still the subject of research and it is important that the quality of education is still
valued when AI assessment is implemented (Owoc et al., 2021).

Lastly, it is vital to understand the effects of AI assessment on the quality of education. The
University of Twente is mostly a technical-oriented university, so this might affect the acceptance
of AI assessment favorably. It would be vital to research whether this acceptance is reciprocated in
other universities and educational systems of a different profile.
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A Informed Consent Form
The goal of this study This study aims to investigate the relationship between personal
attitude toward technology and acceptance of artificial intelligence (AI) in Higher Education.
In this webtool, you will be presented with a selection of cases in which AI will be used in an
educational setting. Each scenario will focus on a different aspect of using AI in education,
so your reaction might change depending on this factor. After completing the survey, there is
a chance you might be invited for a follow-up interview to gain more in-depth information on
your responses. This study has been reviewed and approved by the BMS Ethics Committee.

Method The following survey is divided into three parts:

•A demographic section

•A baseline technology acceptance questionnaire

•A selection of scenarios and your responses to those

The complete questionnaire takes approximately 20 - 30 minutes to complete. After
completion of the questionnaire, you might be asked for an interview to gather in-depth
information according to your given responses.

Confidentiality of data Due to the relevance of your responses for the follow-up interview,
your personal information will not be anonymous to the researcher. The data collected will
remain confidential and will be stored on a secured drive. Any personal data will not be used
in the report and will be anonymized after analysis. The usage of this data will be strictly
for academic purposes at the University of Twente. The retention period for the research data
will be until the completion of the thesis. If you wish to access or erase any of your personal
data, please contact the researcher (contact details below).

Voluntariness of participation Your participation in this study is entirely voluntary, so
you can withdraw at any moment. This has no consequences. If you decide to withdraw from
the study, your data will be used in the study up until the moment of withdrawal. If you wish
to withdraw from the study or if you have any questions or remarks, feel free to contact the
researcher (Sofie van den Berg) at: s.h.m.p.vandenberg@student.utwente.nl
Thank you for taking your time in assisting me with this study.
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B Technology Acceptance Survey

B.1 Instruction
Technology acceptance level
Below you will be asked to answer a set of questions aiming to measure your technology
acceptance level. Adjust the sliders (1-100) according to how well you agree or disagree
with the statement (i.e., 1 would indicate totally disagree, 50 would indicate neutral, and 100
would indicate totally agree). This baseline consists of two models: Technology Readiness
and the Unified Theory of Acceptance and Use of Technology.
Technology Readiness measures a person’s general technology preferences, while UTAUT
assesses attitudinal reactions to technology in a specific context.
Technology Readiness consists of two dimensions: Motivators and Inhibitors. UTAUT
consists of three dimensions: Performance Expectancy, Perceived Risk, and Effort
Expectancy.

B.2 Motivators
1.New technologies contribute to a better quality of education.

2.Technology makes me more efficient in my educational/professional life.

3.In general, I am among the first in my circle of friends to acquire new technology
when it appears.

4.I keep up with the latest technological developments in the area of education.

B.3 Inhibitors
1.People are too dependent on technology to do things for them.

2.Whenever something gets automated, I need to carefully check that the system is not
making mistakes.

3.If I use a high-tech product, I prefer to have a basic version over one with a lot of extra
features.

4.I don’t think technology should replace people in certain educational tasks (i.e.,
grading).
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B.4 Performance Expectancy
1.Educational content assessed by AI technology is useful.

2.Educational content assessed by AI technology is effective.

3.Educational content assessed by AI technology is efficient.

B.5 Perceived Risk
1.Use of AI technology for assessing students is risky.

2.Use of AI technology for assessing students is confusing (i.e., non-transparent).

3.Use of AI technology for assessing students is not always correct (i.e., biased).

B.6 Effort Expectancy
1.I think using AI for grading would increase my productivity at work.

2.I would find it easy to learn how to use AI systems for grading.

3.I would find it easy to interact with AI systems while grading.
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C Scenarios

C.1 Instruction
AI Scenarios
The next part includes a set of scenarios. You will be asked to carefully read through each
scenario and answer a set of questions after. Be thorough when answering the questions and
don’t be afraid to put down any thoughts you have.

C.2 Student Scenarios
Language bias You are a student at the University of Twente. It is the last day of your
deadline and you have worked hard to hand it in on time. At 12:00 you hear an email
notification saying that your assignment has been graded. Last week, your professor excitedly
announced that they would be using an AI program to grade the last assignments of the
course, so all grades could be processed in time.
You eagerly click on the Canvas link. However, you notice that the grade doesn’t reflect the
amount of work you have put in. Instead, the email says you have, unfortunately, failed the
assignment. A feedback document has been uploaded to your assignment as well. When you
click on it, it presents you with your work and several auto-generated comments explaining
why you have received or lost points. Upon further inspection, you notice that the AI software
has deducted points on your use of language. Where your professor has always been quite
lenient with using UK or US English, the AI software has solely been trained with UK
English. Unfortunately, you have written your assignment in US English.

•Would this scenario be acceptable for you?

•If yes, what makes the scenario acceptable? If no, what aspect makes this scenario
unacceptable?

•How would AI bias influence education if this service were to be implemented?

•What changes would this service need to be acceptable?

Limited transparency Normally, your professor grades your written assignments and
provides you with feedback on how you can improve your grade. This type of feedback
addresses both issues within the assignment as well as concepts that have been discussed
in class. In the past, you have used this type of feedback to improve your work. However,
you sometimes suspect that the professor’s mood influences the way they grade (I.e., you
know that when the professor is stressed, because of deadlines or evaluations, they tend to
be stricter in their grading). With the introduction of the new AI service, all students receive
their grades without any mood biases.
Yesterday, you handed in your assignment and your grade is available on Canvas. Because
the feature is rather new, you choose to discuss the grades with your classmates. While the
amount of work you have put into the assignment is reflected in your grade, there is no rubric
available that explains how you’ve received and lost points. Your classmates also have not
received any feedback on their grades.
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•Would this scenario be acceptable for you?

•If yes, what makes the scenario acceptable? If no, what aspect makes this scenario
unacceptable?

•How important is transparency for you in grading?

•What changes would this service need to be acceptable?

Strict guidelines Because your professor cannot provide everyone with an equal amount
of feedback, the university has introduced AI software that can check your assignment and
give you a predicted grade. The AI software makes use of a specific set of guidelines to check
whether assignments are of a sufficient level. Much like the template your professor provides
you with at the start of a course, the AI software bases your grade on the fulfillment of these
guidelines. The use of this software is entirely optional for students.
You have worked on your assignment and are confident that you have put in all the necessary
content for a good grade. However, you still want to try the AI software before handing it in.
Upon uploading your assignment, you get a notification that the current state of your paper
isn’t satisfactory.
The problem: your paper does not follow the guidelines the AI has set and thus cannot be
analyzed by the software. To get viable feedback and a predicted grade, your paper must
exactly follow these guidelines and must be re-written.

•Would this scenario be acceptable for you?

•If yes, what makes the scenario acceptable? If no, what aspect makes this scenario
unacceptable?

•How do you feel about the extra effort you must take to conform to the AI’s standards?

•What changes would this service need to be acceptable?

General feedback Recently, AI software has been deemed as proficient to grade student
exams – not only multiple-choice questions, but also open-type questions. Your course is a
test run for this AI software. Nothing changes during the exam, except that you write it on a
computer instead of on paper.
A few days after the exam, you receive your grade on Canvas. The grade is satisfactory and
shows nothing strange. Accompanied with the grade is a link to your exam and the feedback
the software has provided you with for your given answers – much like a viewing moment
you would get if a professor had graded your exam.
You decide to look into the feedback with a couple of friends who have also taken the
exam. Upon inspecting the feedback, you notice that the software gives good pointers on
where you could have lost points. You and your friends find a handful of questions that you
have all answered wrong – these answers differ between you all but come down to the same
underlying error. The AI software has recognized this error and therefore provided you all
with the same feedback prompt. As compared to feedback from your professor, this type of
feedback is less personal and less applied to your specific answer.
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•Would this scenario be acceptable for you?

•If yes, what makes the scenario acceptable? If no, what aspect makes this scenario
unacceptable?

•What do you look for when you receive feedback on an assignment? And does this
service satisfy that need?

•What changes would this service need to be acceptable?

Transparency error Your professor has decided to let AI software go over your
assignments for the rest of the course to increase the speed of providing students with
grades. The software aims to provide the professor with suggestive grades accompanied with
feedback that explains why points were granted or deducted. So, the AI software doesn’t
give a definitive grade. Upon handing in your assignment, you receive a document with the
AI-generated feedback.
A day later you receive your grade, and you notice that your professor has not provided
you with any additional feedback. It seems like your professor accepted all the AI-generated
feedback and based your grade mostly on the predicted grade.
When you look closely at the feedback provided in the document, you notice that the software
does not always draw the right conclusion. For example, sometimes it misunderstands your
words and deducts points, while in other cases it rewards points.

•Would this scenario be acceptable for you?

•If yes, what makes the scenario acceptable? If no, what aspect makes this scenario
unacceptable?

•How do you feel about AI software making decisions instead of simply informing
them?

•What changes would this service need to be acceptable?

Double work This afternoon you had a lab session with a strict deadline. You are nervous,
since this is your first lab report assignment, and you are quite unsure how to write one. At
the end of the session, you hand in your lab report through Canvas, hoping for a good grade.
In class, your professor announced that an AI agent would look through the lab reports and
provide the professor with a grading decision.
The algorithm checks through every lab report and highlights areas that either need
improvement or have been rewarded with full marks.
After two weeks, the grades are published on Canvas. You and your classmates wonder why it
took so long and the professor explains that they had to go through all these grading decisions
themselves to judge whether the AI software had made the right choice. All students receive
a document with the AI-generated feedback.

•Would this scenario be acceptable for you?
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•If yes, what makes the scenario acceptable? If no, what aspect makes this scenario
unacceptable?

•How do you feel about the AI’s efficiency in this scenario?

•What changes would this service need to be acceptable?

C.3 Teacher Scenarios
Rubric incompatibility The university has introduced AI software that can check student
assignments and provide you with a predicted grade. The AI software makes use of a specific
set of guidelines to check whether assignments are of a sufficient level. Much like the
template you might give to your students at the start of a course, the AI software bases
the grade on the fulfillment of these guidelines. The use of this software is entirely optional
for students.
As you prepare the assignments for the course, you are requested to calibrate the AI software
so it is compatible with your rubric. However, when you let the AI software run through your
rubric and assignments, it gives you an error. Upon uploading the files, you get a notification
that the current state of your files isn’t compatible with the system.
The problem: the software works with internal settings that aren’t compatible with your
files. To get viable feedback and a predicted grade, you will have to re-write the rubric and
assignment within the program, so it fits with the variables used in the AI software.

•Would this scenario be acceptable for you?

•If yes, what makes the scenario acceptable? If no, what aspect makes this scenario
unacceptable?

•In what case would you make use of an AI service like this?

•What do you think about the efficiency of a service like this?

Invisible rubric A new app has been integrated into Canvas at the start of the module –
the university tell you it’s new AI software that will help you grade student assignments. The
software works just like the inbuilt plagiarism check on Canvas, so you don’t have to install
or use any other programs. For the software to work, the only requirement is to upload your
rubric so that the AI knows how to grade the assignment.
In the third week of the course, your students hand in the first draft of their assignment.
You decide this is the right time to test the AI software. Based on your rubric, the software
goes through all the delivered assignments and provides you with a suggested grade per
assignment. An hour after the deadline, you receive a notification that the software has
analyzed all student assignments. As you open the provided log data, you notice that the
software does not show how it has graded your students, but simply outputs a predicted
grade.
Since the software is quite new, you decided to grade a random assignment all by yourself.
When you compare the grades of that specific assignment, you notice that they are quite
similar.
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•Would this scenario be acceptable for you?

•If yes, what makes the scenario acceptable? If no, what aspect makes this scenario
unacceptable?

•How important is transparency for you with technology that, for example, helps you
grade your students?

•In what case would you use a service like this?

Non-efficient interface The promise of AI technology is to increase overall efficiency -
that’s why the university has invested in AI software. For this academic year, the university
has decided to finally implement the promised software and your course is one of the trial
courses.
Just before the start of the module, you receive an email with an instructional manual and a
short summary of what the software will do you for. In the long run, the AI will aid you in
grading and assessing written assignments – which will save you a lot of time and you will
still be in charge of the grading output.
However, as you scroll through the manual, you notice that the use of the software isn’t as
straightforward as you thought it would be. Instead, you think the User Interface might take
some time to get used to (think: a couple of weeks in which you spend some hours figuring
out the console).

•Would this scenario be acceptable for you?

•If yes, what makes the scenario acceptable? If no, what aspect makes this scenario
unacceptable?

•How much interaction do you want with software like this? (i.e. being able to
customize widgets, hands-off approach, etc.)

•In what case would you use a service like this?

Impersonal feedback In previous years, you went through all your students’ assignments
individually, providing them with personal feedback on a case-to-case basis. With the
emergence of AI technology, the university has decided to increase the speed and efficiency
of your grading work.
What’s new? AI software has been designed and thoroughly tested to scan student
assignments and provide suggestions for grades and feedback prompts. The feedback
prompts all seem to be theoretically sound and correctly highlight specific parts of the
students’ assignments. You are free to accept or dismiss the prompts when using the program,
as well as edit them.
If you choose to accept the feedback prompts, you notice that students will receive less
personalized feedback which might hinder their personal development.

•Would this scenario be acceptable for you?
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•If yes, what makes the scenario acceptable? If no, what aspect makes this scenario
unacceptable?

•How will the quality of education be affected by the automation of tasks like these?
And is it a negative change?

•In what case would you use a service like this?
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D Interview Guide
Technology Readiness

•How compatible do you think AI is in the educational context/practice?

–And how compatible is AI with educational values? (or your values)

–What could make it more compatible with you or the educational context?

Motivators

•How much would you like to rely on AI in an educational setting?

•If an assessment AI of any sort runs for a trial period, would you try it out? (I.e., you
have the option to get extra feedback on a paper before the deadline from the AI)

–What would be your biggest turn-offs? Or pros?

–What are your biggest hopes for AI?

•What would AI mean for your productivity/efficiency?

Inhibitors

•What are your main worries about implementing AI in education?

•Would you like to be dependent on technology like AI for grades? (and thus: passing
a course, graduating)

•If AI developed itself in such a way that you could not easily understand the algorithm
that is grading you, would that worry you?

•How do you think implementing AI will affect the quality of education?

Attitude

•To what extent do you think using AI for assessment in higher education is a good
idea?
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E Coding Scheme

E.1 Coding Scheme for Students

Factor Theme Definition Frequency

Perceived Risk Inaccuracy of
assessment

The possibility that AI
assessment could be
inaccurate and affect
student grades.

31

No room for discussion The inability to discuss
assessment outcomes
with the AI service.

23

Inflexible grading
guidelines

Grading guidelines
that the AI service
would uphold that
would be inflexible or
non-transparent.

20

Decrease of the quality
of education

The (negative) effect
that AI assessment
could have on the
overall quality of
education.

10

Performance Expectancy Receiving feedback The ability of AI
assessment to provide
students with feedback.

38

Faster grading The efficiency that
AI services could
bring when used in
assessment, namely for
the speed of grading.

12

Decrease of human bias The decrease of
human-caused
bias in educational
assessment.

12

Time efficiency of
teachers

Due to AI assessment’s
efficiency, teacher
would get more time
for other educational
related tasks.

10

Inhibitors Lack of trust Students show a lack of
trust in the results of AI
assessment.

22
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Factor Theme Definition Frequency

Lack of human
interaction

The lack of human
interaction students
would experience when
AI services would
take over (part of)
assessment.

18

Dependence Students become
dependent on AI
services for their
grades and feedback.

11

Motivators Trust Students show levels of
trust in the results of AI
assessment.

12

Technology potential Students see potential
in AI services to
enhance assessment.

7
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E.2 Coding Scheme for Teachers

Factor Theme Definition Frequency

Perceived Risk Quality of education The effects that AI
assessment has on the
quality of education.

15

Risk of bias Risks of bias that
AI assessment could
bring and annihilate in
education.

17

Transparency issues Issues with (lack of)
transparency that AI
services cause when
used for assessment.

12

Replacement of staff The effect of staff
replacement that AI
assessment brings for
teachers.

4

Performance
Expectancy

Positive time
management

The time that is freed
up for teachers when AI
assessment takes over
some tasks.

23

AI in a supporting role How teachers see
AI assessment as a
supporting factor in
their work.

20

AI for specific
assessment types

Different types of
assignments that
teachers see fit for AI
assessment.

17

Effort Expectancy Inexperienced
technology usage

The inexperience
of teachers with
technology usage,
linked to AI services.

9

Inhibitors 9
Motivators Trust Teachers show levels of

trust in the results and
usage of AI assessment.

14

Seeing AI as a
colleague

Teachers see AI
services as colleagues
when used for
assessment.

5
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