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Abstract

Additive manufacturing, the process of producing parts from 3D models in a layer-to-
layer process, has seen an enormous growth in recent years. However, consistently
producing high quality part remains challenging. One possible anomaly affecting the
output quality during the printing process is recoater streaking. Different detection
models have been proposed in literature with varying levels of proficiency. However,
a thorough comparison of these models is lacking. Moreover, every model is only
tested and tailored to their own specific datasets. In this research, these different
detection models have been implemented and compared to get a better overview of
the advantages and disadvantages of each model. Furthermore, an existing method
has been improved to make it more general applicable and a tried and tested pre-
processing step has been introduced to this application. All tested models score
>96% accuracy, but three models outperformed the others and these three all ex-
ceed in a single metric. Therefore, it depends on which metrics are deemed most
important which model is regarded as the highest performing model.
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Chapter 1

Introduction

1.1 Problem description

Additive manufacturing (AM), the process of producing parts from 3D models, has
seen an enormous growth in recent years. This is mainly because, when compared
to traditional manufacturing, designing a new model is substantially faster [1]. Ad-
ditionally, more complex geometries are possible, and it needs significantly fewer
materials. These properties make it promising for aerospace and medical applica-
tions [2], as well as rapid prototyping and producing critical parts on-site [3].

However, these industries require a high degree of quality assurance and pro-
cess reliability, which are difficult to achieve [1]. Analysing the quality of the printed
part afterwards is possible but very costly, and it does not improve the quality nor
does it guarantee it. Early warning systems that tell about the presence of anoma-
lies during the printing process are necessary to save resources as a small deviation
during the printing process can have a big impact on the final part quality [4].

Some AM processes work by fusing powder together and printing a part layer by
layer. For each layer, powder is spread over a build plate and fused together with a
laser into a two-dimensional part cross-section, this is repeated until the complete
part is printed. More information about these processes can be found in Section

Figure 1.1: The printer studied in this research, the MetalFab1 from [5].

1



1.1. PROBLEM DESCRIPTION 2

2.1 and Figure 1.1 shows a printer that works according to this process. Regarding
such AM processes, defects can be categorized into three classes:

• Powder related : defects regarding the spreading of the new powder layer.

• Process related : defects regarding the interaction between the laser, powder,
and the metal.

• Post-process related : defects occurring during the post-processing afterwards
[6].

While not related to the AM process itself, deformation can also be caused by equip-
ment or the design of the to-be-manufactured part [7].

The powder related anomalies can have a big effect on the final part quality [8].
In a powder-AM process, every layer of the print starts with coating the build plate
with a new layer of metal powder. The distribution of the new powder layer is done
by the recoater. The recoater must ensure that the powder is distributed as evenly
as possible, every layer is identical, and must not disturb the previous layers [9].
The recoater works by carrying a cartridge across the build plate dispensing powder
along the way which is then pushed by either a roller or a blade into a uniformly
spread layer [6], [9]. During the coating of a new layer, distortions can occur in the
powder layer and can be divided in the following defects; recoater hopping, caused
by the recoater blade striking a part and ‘hopping’, debris, debris located in the
powder bed, incomplete spreading, an insufficient amount of powder is fetched from
the powder dispenser, elevation of printed parts, a part curling upwards out of the
powder layer, and the subject of this study, recoater streaking [6], [10], [11].

Figure 1.2: 3D printed part with recoater streaking defect. The red arrows indicate
the surface roughness.

This research focuses on Recoater streaking (RCS) because it is the most occur-
ring defect regarding the powder-related defects [11]. RCS is caused either by the
recoater dragging an elevated part across the powder bed or by a damaged blade or
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roller [3], resulting in an increase in surface roughness [12] and rendering the final
part unusable. Figure 1.2 shows a printed part with increased surface roughness.

RCS is characterized by stripes in the powder layer parallel to the recoater direc-
tion [3]. Figure 1.3 shows a powder bed with instances of recoater streaking. The
two dark stripes between the red lines are occurrences of recoater streaking.

Figure 1.3: Powder bed with instances of recoater streaking (two dark stripes).

Detection methods that can detect RCS early on, could save many resources.
Such detection methods, specialized for RCS, have been developed. Some of
these methods incorporate the use of Line Profiles [12], Clusters, [3], Neural Net-
works [13]–[16], and Support Vector Machines [17]. A more detailed overview of
the methods can be found in Table 1.1. These methods are all designed to detect
RCS based on images and perform quite accurately in general. However, these
methods have all been tested on, and tailored to, their own specific data sets. To
really be able to compare different models, they should be tested on the same data
sets, which has not yet been done [10]. Furthermore, as each model has only been
tested on its own data, it is currently unknown how each model reacts to a different
data set [20].

This research has the following objectives; (1) exploring and implementing image-
based anomaly detection algorithms to improve early-warning systems on the de-
tection of RCS, and (2) thoroughly compare the performance of state-of-the-art al-
gorithms in a unifying benchmark. In addition, (3) focus has been laid on the case of
MetalFab1 machines and to tailor algorithms with its requirements and conditions.

This study showed that multiple algorithms can detect RCS and perform accu-
rately. However, different algorithms excel in different performance metrics. Fur-
thermore, the effectiveness of different pre-processing steps differs per detection
algorithm. Therefore, which algorithms to use should be decided on a case by case
basis.
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Table 1.1: Overview of existing anomaly detection algorithms.
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1.2 Research objectives and questions

As mentioned previously, literature provides multiple possible methods to detect
RCS. However, what is missing is a clear comparison of the different methods,
distinctly showing the advantage and disadvantages of each model, so that when
developing a new machine, or implementing a new detection model, an informed
decision can be made.

The goal of this research is to create such a comparison. For this comparison
quantitative and qualitative metrics have been selected and are explained in more
detail in Section 4.2. In addition, all RCS detection models have been implemented
to, and benchmarked on the MetalFab1 machine. To be able to reach this goal, the
following research questions have been established.

1. Which detection algorithm has the best overall performance when detecting
recoater streaking?

(a) Which detection algorithm has the best performance across all metrics
when detecting recoater streaking?

(b) Which detection algorithm has the best performance when tailored to de-
tecting recoater streaking on the MetalFab1?

The rest of this thesis is structured as follows: first, Section 2 provides some
background information about the topics discussed during this research, while Sec-
tion 3 provides a detailed explanation on the dataset used to benchmark the differ-
ent models on RCS. Section 4 provides details on the steps taken to execute these
benchmarks. Section 5 presents the results of the different models and Section 6
discusses these results. Finally, Section 7 presents the conclusion of this research,
and Section 8 discusses interesting research directions for future work.



Chapter 2

Background

This chapter presents some background information on a few aspects of this re-
search. Section 2.1 describes the specific additive manufacturing process studied
in this research and Section 2.2 describes the specific machine. Section 2.3 gives
some details about the research field of anomaly detection. Finally, Section 2.4
gives some details about neural networks and their use.

2.1 Laser Beam Powder Bed Fusion

LB-PBF is an additive manufacturing process that uses a laser to melt and fuse
metal powders together to print a part. Figure 2.1 shows a schematic overview of
the printing process. This process starts with (1) the creation of a 3D model, called a
CAD-model, which is sliced into a number of very thin (20-100 µm thick [21]) layers.
(2) this model is loaded into the machine and the printer then lowers the oxygen level
in the build chamber to around 50 ppm O2 to ensure that the metal does not oxidize
during printing. (3) for each layer, a dispenser (i.e. recoater) coats the build plate

Figure 2.1: Build process for an LB-PBF machine. Rectangular gray drawings rep-
resent a powder bed. Picture taken from [6].

6



2.2. METALFAB1 7

with a thin, uniformly spread layer of metal powder. (4) the layer from the sliced CAD
model is projected and (5) the powder is then melted together using a laser beam
to recreate the layer of the sliced model. Surrounding powder remains loose and
serves as support for subsequent layers. After one layer is finished, the build plate
lowers slightly and steps 3-5 are repeated, until all layers have been printed. (6) the
melted particles fuse together and solidify to eventually form the original 3D model,
layer by layer.

After the part is printed, the powder is automatically removed and stored for later
use, and the build plate is moved to the heat treatment furnace for post-processing.
During post-processing the part is heated and subdued to pressure evenly across
its surface to remove residual stresses that have build up in the metal.

2.2 MetalFab1

The printer studied in this research, the MetalFab1 in Figure 1.1, is developed by Ad-
ditive Industries and was released to the public in 2017 [5]. The MetalFab1 is a Laser
Beam Powder Bed Fusion metal 3D printer. It has a build chamber of 420x420x400
mm, 4 lasers, and can print up to 150cm3/h [21]. It can print a broad variety of
metals, but this research focuses on titanium.

2.3 Anomaly detection

Anomaly detection refers to the problem of detecting patterns in data that conflict
with normal behaviour. Detecting anomalies in data has been studied as far back as
the 19th century [22] and is used in a wide variety of different fields. E.g., it has been
adopted to detect, among many other applications, fraud detection for credit cards,
intrusion detection for cyber-security, and fault detection in safety critical systems
[23]. Over the years many different anomaly detection models have been developed,
ranging from very specific for certain applications to more generic models that can
be applied extensively.

Anomaly detection has been widely applied to AM [24], [25]. E.g., research has
been done to detect, among other things, lack of fusion [26]–[28], porosity [29]–[32],
irregular heating [33]–[35], or recoater streaking. Some anomaly detection models
have been specifically designed for the field of AM. E.g., Grasso et al. proposed
a detection model for RCS for an electron beam powder bed fusion process [18],
which is closely related to LB-PBF . They analysed images by first comparing an
image post-meltering with a post-recoating image of the same layer and highlighting
the difference between these two images. The author’s reasoning was that this
will result in extreme values for defects in the powder bed. Secondly, they applied a
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transfer function to the newly obtained image to enhance the isolation of the extreme
values. As can be seen in Figure 2.2, this function will return a high value for the
extreme values and a low value for the central values in between. Finally, a pixel is
classified as anomaly if its new value is higher than a pre-defined threshold.

Figure 2.2: Transfer function to highlight extreme values. Image taken from [18].

One field of anomaly detection, is visual anomaly detection, the field of interpret-
ing digital images or videos [36]. Filter response features have been found to be
very effective. They can be used to highlight, filter-out, or extract certain features of
images and various filters for various situations have been created [37]–[39]. Figure
2.3 shows an example of different filters being applied to the same image. Filter
features have been used frequently in literature for feature extraction. E.g., Koblar
et al. [40] used filter response features to extract features from fingerprint images.
In this research, various methods use such filters to detect RCS.

Figure 2.3: Effect of different Gabor filters on an image. Image taken from [41].
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2.4 Neural networks

In this study, multiple neural networks are employed. A neural network consists
of multiple layers filled with nodes called neurons [42]. A neuron receives signals
from the neurons in the previous layer and processes them to signal neurons in the
subsequent layer. These signals travel from the input layer to the output layer. This
section describes various aspects of neural networks used in this research.

Traditional neural networks consist of only fully connected layers, where each
neuron has a connection with every neuron in the next layer. These layers are a large
computational burden. Convolutional neural networks make use of convolutional
layers next to fully connected layers. A convolutional layer contains a set of feature
maps [43]. The height and weight of the feature maps are smaller than those of
the input image. Each feature map is convolved with the input image to compute
an activation map made of neurons. In other words, the feature map is moved
across the input image and the dot products between the image and feature map
are computed at every position. All neurons within a feature map share the same
weight, resulting in fewer parameters and computations [44].

Neural networks may include pooling or normalization layers in between two con-
volutional layers. Pooling layers reduce the dimensions of the data and by doing so,
also the amount of parameters and computations of the network. They do this by
combining the outputs of a cluster of neurons into a single neuron for the next layer.
The two most common types of pooling are average and max pooling. Average
pooling uses the average value of these clusters, while max pooling takes the maxi-
mum value [45]. A normalization layer normalizes the input of a layer over all of the
summed inputs to the neurons for a layer to significantly reduce training time [46].

Every node not in a normalization or pooling layer, has an activation function.
This function defines the output of that node given an input. Furthermore, an acti-
vation function introduces non-linearity in a neural network, which allows a network
to calculate complex and abstract equations across many layers. Multiple different
activation functions exist, but in this study only the ReLu and the Softmax func-
tions are used. The rectified linear unit, or ReLu, will, as shown in Figure 2.4, out-
put the input directly if it is positive, otherwise, it will output zero and is defined as
ReLu(z) = max{0, z} [47]. ReLu activation functions offer a faster computation and
a better back-propagation than other activation functions [48]. Thanks to its simplic-
ity and effectiveness, ReLU has become the default activation function used when
designing neural networks.

The other activation function used in this research, is the softmax function. The
softmax function converts a vector of n numbers into a probability distributions of
n outcomes [49]. This function is often used as the activation function of the last
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layer of a neural network to normalize the output to a probability distribution over the
possible classes, and is defined as:

σ(z) =
ezi∑n
j=1 e

zj
, for i = {0, ..., n} and z = (z1, .., zn)

Figure 2.4: The ReLu activation function.



Chapter 3

Dataset description

Since all described algorithms are image recognition based, pictures are needed to
compare them. As mentioned in Section 2.1, a print is printed layer by layer. The
machine takes two pictures of the build chamber during every layer. One picture is
taken after the build plate has been coated with a new layer of metal powder, while
the other is taken after the layer has been exposed to the laser and the powder
has been fused together. Because RCS occurs while spreading the new layer of
powder, only the pictures after recoating are kept. Figure 3.1 shows two images
from the dataset, one with RCS and one without.

The dataset consists of five different prints, totalling 9.136 images of printed
layers. Of these five prints, two prints display RCS, totalling 3.378 images with
significant RCS. All images are about 210 KB large and are stored in PNG files.
Table 3.1 shows an overview of the different prints.

ID Number of layers Layers with RCS
F04 2542 104 - 2542
F12 913 -
F14 3435 2495 - 3435
F15 2061 -
F16 185 -

Table 3.1: Overview of the different prints in the dataset. Showing the print ID, num-
ber of layers, and the layers containing RCS.

11
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(a) (b)

Figure 3.1: (a) shows an image of the powder bed taken after the build plate has
been coated with metal powder, (b) also shows an image of the powder
bed taken after the build plate has been coated with metal powder, but
here RCS is visible.



Chapter 4

Methodology

This chapter will discuss the methodology used to answer the research questions as
introduced in Section 1.2. First, Section 4.1 introduces the pipeline set up to test the
different algorithms. Section 4.2 defines the different metrics used to compare the
different algorithms while Sections 4.3 and 4.4 describe the different pre-processing
techniques and the implementation of the different detection algorithms respectively.
After that, Section 4.5 explains how the different types of inputs were labelled. Fi-
nally, Section 4.6 illustrates the steps taken to ensure an unbiased comparison.

4.1 Study pipeline

Figure 4.1 shows the pipeline used to evaluate and compare the different anomaly
detection algorithms and the pre-processing steps. It starts (a) with an input image
or set of images, to which (b) one or none pre-processing algorithm is applied. (c) If
necessary for the detection algorithm, like the algorithms as discussed in Sections
4.4.2, 4.4.4, and 4.4.5, the pre-processed input is partitioned into the right sized
blocks. Finally, (d) the input is classified by one of the algorithms compared in this
study, and (e) the results are evaluated by the metrics as defined below.

Figure 4.1: The pipeline of the study.

13
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4.2 Comparison metrics

Predicted
Pos Neg

Actual
Pos TP FN
Neg FP TN

Table 4.1: Confusion Matrix.

To answer research question 1.a Which detection algorithm has the best perfor-
mance across all metrics when detecting recoater streaking?, these metrics need to
be defined. This study compared the different algorithms on both quantitative met-
rics that can be measured and qualitative metrics that describe various capabilities.

The quantitative metrics are calculated based on confusion matrices like Table
4.1. A confusion matrix displays the predicted classes from a detection algorithm
against the actual classes. It expresses this in the true positives (TP), true negatives
(TN), false positives (FP), and false negatives (FN).

The first metric, the accuracy, describes the ratio of correctly classified instances
and is defined in Equation 4.1.

Accuracy =
TP + TN

TP + TN + FP + FN
(4.1)

Recall is the ratio of RCS instances that are successfully identified [50] and is
defined in Equation 4.2.

Recall =
TP

TP + FN
(4.2)

Precision is the ratio of correctly identified RCS instances [50] and is defined
in Equation 4.3. The recall and precision will be reported for the best performing
accuracy only.

Precision =
TP

TP + FP
(4.3)

The area under the curve (AUC) is the area under the receiver operator charac-
teristic (ROC) curve [51]. In a ROC-curve, the true positive rate, or recall, is plotted
against the false positive rate (FPR), for different thresholds. An optimal ROC has a
true positive rate of one for a false positive rate of zero, resulting in a high AUC. The
AUC shows how good a model is at ranking predictions. It measures the probability
that a randomly chosen positive instance is ranked higher than a randomly chosen
negative instance. A formal definition is given in Equation 4.4.

FPR =
FP

FP + TN

Area under the curve =

∫ 1

FPR=0

r(FPR) d(FPR)

(4.4)
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Average precision (AP) calculates the area under the graph plotting recall against
precision [52]. It is an indication whether a model correctly identifies all the positive
instances without marking too many negative instances. It calculates the average of
precision scores for different recall thresholds. A formal definition is given in Equa-
tion 4.5.

Average Precision =

∫ 1

r=0

p(r) d(r) (4.5)

Furthermore, the processing time will be measured. This measurement has
been split up into the training speed and the prediction speed. This is done because
these two can vary greatly and different use cases demand different requirements
for the two.

To answer Research question 1.b, Which detection algorithm has the best per-
formance when tailored to the MetalFab1?, these metrics and measurements were
also compared solely for the MetalFab1 to find the best performing model for that
machine and its requirements. One additional requirement for translating one of the
detection models to a real-time detection system used in the machine, is that the
time to process a single layer should be roughly equal to the time it takes to print a
small layer, below one second, and ideally below 100ms [5].

Next to the quantitative metrics, qualitative metrics are compared also. The quali-
tative metrics cannot be measured but describe properties of the models. For exam-
ple, different industries prioritise different things. Accurately detecting every mistake
is important for medical applications or aerospace because failures are costly, but
rapid prototyping can afford some mistakes and prioritises speed. Some algorithms
can be easily adjusted to these print specific requirements before a print while oth-
ers would require major changes in their design. Furthermore, some models can
detect multiple defects in the powder bed simultaneously while others can solely
detect recoater streaking. To describe these properties, the following metrics have
been selected:

• Possibility for detection of multiple anomalies types

• Adjustability for prints specific requirements

4.3 Pre-processing

The images used in this study are taken directly from the build chamber inside the
machine. These images are not perfect and contain noise. E.g., because the powder
layers are very thin, and metal is reflective, printed parts from the previous layer are
sometimes visible. Figure 4.2 shows an example where parts are very clearly visible.
For the printing process itself, it presents no problem. However, when searching
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Figure 4.2: Powder bed image with part of the previous layer still visible.

for horizontal stripes in the powder bed, it can affect the final outcome. As seen
in Figure 4.2, these parts can be lined up and clear lines become visible in the
powder bed. If these lines are significant enough, they affect the detection models
and result in false positives. Furthermore, Figure 3.1(b) in Section 3 showed an
image containing RCS. As can be seen, RCS is not clearly visible and is quite small.
Therefore, it can become quite difficult to detect. Pre-processing images could make
RCS more clearly visible by either removing noise like reflected parts from previous
layers, or by enhancing the RCS, and by doing so, increase the performance of the
detection algorithms.

Method Source Goal Section

Basic mask [17] Defect extraction 4.3.1
Image morphology [53] Noise reduction 4.3.2
Adaptive threshold [13] Defect extraction 4.3.3

Table 4.2: The different pre-processing algorithms used in this research. With their
source paper, method, goal, and the section which describes them in
more detail.

Two detection algorithms also included a pre-processing step. These two pre-
processing steps were both designed for defect extraction. As described above,
noise also presents some problems while detecting defects. Therefore, a third pre-
processing step is introduced to reduce said noise. This step is used more often in
computer vision to reduce noise [53] but has not been applied to additive manufac-
turing before. These three pre-processing steps can be found in Table 4.2 and will
be implemented and combined with each detection algorithm to see whether they
can improve the performance. The rest of this section explains the pre-processing
steps in more detail. The pseudo code implementation of the algorithms can be
found in Appendix B.1.
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(a) Image with RCS (b) Basic mask processing

Figure 4.3: (a) shows a powder bed with RCS. (b) shows the same image but after
basic mask processing.

4.3.1 Basic mask

The first method is the basic mask as introduced by Yin et al. in 2021 [17]. As
seen in Table 4.2 this method was designed for defect extraction. Figure 4.3 shows
an image with RCS and its processed image. As can be seen, RCS has been
selected and extracted from the image and is now clearly visible. The basic mask
pre-processing method consists of three steps which are explained in more detail
below:

1. Comparison with a ‘basic mask’

2. Median filtering

3. Gamma transformation

To extract anomalies in an image, first a defect-free powder bed image under the
same light source was selected, called the ‘basic mask’, and a threshold range was
set. The difference between the collected image and the base mask was calculated
to obtain a new image. If the gray value of a point on the new image is within the
threshold range, a possible defect is considered and its gray level is retained. If a
point is not in the threshold range, it is considered defect-free and the value if set to
0. Due to this binarization, RCS becomes much more clearly visible.

Next to enhancing defects in the powder bed, this first step also introduces some
noise as such a basic mask is never spotless. To remove this noise, a subsequent
step is added, median filtering. Median filtering is a tried and tested method ideal for
reducing random noise while not blurring image features [54]. It works by changing
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(a) Image with RCS (b) Image morphology processing

Figure 4.4: (a) shows a powder bed with RCS. (b) shows the same image but after
image morphology processing.

each pixel to the median of its neighbouring pixels [54]. In this study, the eight direct
neighbours are used. This way, smaller, random noise is filtered out, while larges
structures like RCS remain. The last step, Gamma transformation [55] is performed
to, again, enhance the anomalies in the image. During a gamma transformation, an
image is raised to the power of gamma, thereby enhancing the contrast in an image.

4.3.2 Image morphology

Image morphology has been around quite some time and has been used before to
remove noise from images [53]. This study introduces this method to the field of
Additive Manufacturing. Figure 4.4 shows an image with RCS and its processed
image. As can be seen, the background noise has been filtered out while the RCS
remains visible. The pre-processing method consists of two steps. First the image
is probed with a small horizontal line, 30 pixels wide by 1 pixel high, and eroded [56],
meaning that every pixel is changed to the darkest pixel in that small line. This way,
the light pixels of the reflecting parts are eroded out while the darker pixels of the
RCS are maintained. The second step is the inverse, dilation [56]. Here, again
the image is probed with the same horizontal line. But in this case, every pixel is
changed to the lightest pixel in that line. This sequence of erosion and dilation is
also called opening and is more often used to remove noise from an image while
preserving the shape and size of larger objects [53].
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(a) (b)

Figure 4.5: (a) shows an image after adaptive thresholding and (b) shows the same
image but after image morphology. Both images are taken from [13].

4.3.3 Adaptive threshold segmentation

The adaptive multi-defect threshold segmentation algorithm relies on the difference
in gray values of different types of powder bed defects [13]. A histogram of the gray
values in an image is constructed and a function is fitted to this histogram. The
adaptive thresholds are calculated based on the set of local extrema of this function.
The image is then segmented by highlighting both the lowest and highest pixels and
dimming all pixels in between. This is done by setting each pixel to 0, black, if it is in
between the two thresholds, or to 1, white, if it lies outside.

The segmented image now consists of many small areas of white pixels. These
small areas will be connected based on image morphology by dilating, opening, and
closing the image with pre-defined structures as defined in [13]. After the morphol-
ogy operations there still are a small number of discrete defect areas and noise. To
diminish this, an area and distance threshold were set. If an area is smaller than the
area threshold, it is considered noise and is removed. If the distance between two
areas is smaller than the distance threshold, the two are merged together [13]. This
pre-processing algorithm proposed by Shi et al. highlights defects in the powder
bed. Figure 4.5 shows an image before and after these image morphology modifi-
cations.

4.4 Detection algorithms

A small overview of the different anomaly detection models can be found in Table
4.3. All models are explained in more detail in the rest of this section and their
pseudo code can be found in Appendix B.2.



4.4. DETECTION ALGORITHMS 20

Name Source Section

Fitted function line Profiles This work 4.4.1
Moving average line Profiles This work 4.4.1
Bag of Words [3] 4.4.2
AlexNet [13] 4.4.3
Multi-scale CNN [14] 4.4.4
Triple-scale CNN [16] 4.4.5
Local Binary Patterns [17] 4.4.6

Table 4.3: Overview of all compared detection algorithms

4.4.1 Line Profiles

The first model for recoater streaking detection was introduced by Craeghs et al. in
2011 [12]. This model extracts so called ‘line profiles’ from each image to detect
RCS. A line profile is defined as the average pixel gray value of five points of that
horizontal line in the image of a powder bed. Figure 4.6 shows a powder bed image
with its corresponding line profiles. These five points were taken at the far left as
not to be disturbed by other defects in the powder bed. The standard deviation of
the line profiles is then subsequently used as indicator for RCS, and streaking was
detected if a single line profile is six times the standard deviation higher or lower
than the mean [12].

(a) Construction of line profiles (b) Constructed line profiles

Figure 4.6: (a) shows a powder bed with recoater streaking. (b) shows a rotated
graph of the constructed line profiles from (a) with clear spikes at the
heights of the recoater streaking. Images taken from [12].
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However, experimental results showed that the images used by Craeghs et al.
were lit uniformly while the images from the MetalFab1 are not. Line profiles from
a uniformly lit image behave linearly when no RCS occurs. When images are not
uniformly lit, this behaviour changes. Figure 4.7 shows line profiles that are con-
structed from an image with an uneven lighting. As can be seen, the line profiles no
longer behave linearly, but obtain more of a parabola shape. Detection based on the
standard deviation is therefore impractical.

Figure 4.7: Line profiles of an image from the MetalFab1.

To create a detection model capable of detecting RCS independent of the lighting
of images, two novel models are proposed in this study and compared to the other
detection models. Both models calculate magnitudes of distortion based on the line
profiles of an image and detect RCS if, for any point on the image, this distortion is
higher than a certain threshold. The first model calculates this distortion by fitting
a function (FF) to the line profile’s values as a function of the distance along the
image and calculating the deviation between the two. A second-degree polynomial
is fitted to the line profiles using the non-linear least squares fit as implemented by
the curve_fit function from SciPy [57]. The second model calculates this magnitude
of distortion by looking at the moving average (MA) of the line profiles. For both
models, again, the optimal threshold to detect RCS was selected by maximizing the
accuracy.

4.4.2 Bag of words

The first model of Scime et al. utilized bag-of-keypoints [58] in combination with fil-
ter response vectors [3]. A schematic overview of the model can be found in Figure
4.8. The model starts (a) with the creation of a filter bank. This bank consists of
multiple filters that all respond differently to an image. Figure 2.3 shows an exam-
ple of different responses from different filters on the same image. These filters (b)
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Figure 4.8: Pipeline for the Bag of Words method. Image taken from [3]

are applied on the image and output a 2D image with the same dimensions as the
original image, where the value of each pixel is a vector with the responses of the
applied filters to the original image. By combining multiple filters, the response vec-
tors contain different sources of information. If pre-processing is used, the images
are first pre-processed before the filters are applied.

In the original paper, this bank consisted of thirty-seven filters [3]. However,
these filters were described too concisely, making it difficult to investigate which
filters were used exactly. In the end, all filters, except the ‘oriented line detectors’,
were uncovered and used for this study. The ‘oriented line detector’ filters were
designed to detect super-elevation defects. The filters designed to detect recoater
streaking were uncovered successfully, making the model suitable for this research.

The next step is dividing the images in smaller patches and creating ‘fingerprints’
for them. First, (c) similar response vectors are grouped together using the k-means
clustering algorithm [59] and (d) each group is represented by a mean response
vector, that is the mean response of each filter. (e-f) Fingerprints are then created
by calculating the percentage of pixels in a patch that are matched to each mean
response vector. Patches containing similar anomalies will have similar fingerprints,
while their fingerprints are dissimilar from patches with different anomalies or no
anomalies. (g) These fingerprint are stored in a table for later classification. In this
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study, the proposed 20x20 [3] patches were used.
To classify an image, (h) it is again split up into patches to (i) create fingerprints.

To (j) predict whether RCS is present in a patch, its three closest fingerprints are
considered. If any off these fingerprints are labeled as defect-free, the patch is
classified as such. Because these patches are very small, small irregularities are
classified as defects as well. These irregularities are too small to cause any damage
and should be ignored. To ensure only images showing real defects are classified
as such, only images containing a certain threshold of flagged patches are classified
as defects. This threshold has been established by maximizing the accuracy.

4.4.3 AlexNet

Figure 4.9: Architecture of the AlexNet, image taken from [60].

In the paper of Shi et al. [13], the authors compared three different Neural Net-
work structures for correctly identifying defects in the powder bed; AlexNet [61],
VGG-16 [62], and ResNet-50 [63]. Of these three, the AlexNet performed the best
with an accuracy of 98.74% on the test set and a detection time of 0.25 seconds per
layer. As the AlexNet outperformed the other neural networks by a big margin, only
this model will be compared in this study.

The AlexNet consists of five convolutional layers and three fully connected layers
[61], Figure 4.9 shows a schematic overview of the architecture. Originally, the last
layer outputs a distribution over a 1000 classes since the network was designed for
that specific task. However, this can be adjusted for specific cases and in this study
a distribution over two classes in returned. Every layer but the last one uses the
Rectified Linear Unit (ReLu) activation function while the last layer uses the softmax
function. Furthermore, each convolutional layer is followed by a normalization layer
and a maxpooling layer.

Because AlexNet was originally designed for colour images, it expects an input
size of 227x227x3 pixels, where the three corresponds to the three colour channels.
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The images used in the study of Shi et al. and in this study are grayscale images
however. To be able to still use the AlexNet, and to stay as close to the paper of
Shi et al., the gray value of every pixel was copied into the three colour channels to
transfer the image to the desired dimensions [13].

The AlexNet is a rather deep and complex network. Therefore, and because
the dataset is quite small, the network is at risk of overfitting [61]. The authors
of the AlexNet also described two different ways to combat this, and both were
implemented in this study. The first method is data augmentation, which is artificially
enlarging the training dataset using label preserving transformations. In this study, of
each image also its horizontal and vertical reflections are added to the training set,
as well as copies with a slightly higher or lower brightness. Furthermore, random
227x227 patches were extracted from the 256x256 images. This way the training
dataset was increased 180-fold without really altering the images, making overfitting
less likely to occur.

For the second method, the authors added a dropout for the first two fully con-
nected layers [61]. This dropout consists of changing the output of a hidden neuron
to 0 during training with a probability of 0.5. The neurons which are dropped out
in this way do not contribute to the forward pass and do not participate in back
propagation. This way a different architecture is sampled for every input and sin-
gle neurons cannot rely on the presence of other particular neurons. This reduces
complex co-adaptations of neurons and all neurons are forced to learn more robust
features that are useful with many different subsets of neurons.

Without these two methods, the neural network exhibits serious overfitting. With
these two methods implemented, training takes a bit longer before convergence but
overfitting is reduced significantly.

4.4.4 Multi-scale neural network

The second model proposed by Scime et al. also uses the AlexNet. As mentioned
previously, while the images available in this research are grayscaled, the AlexNet
expects colour images and therefore three colour channels. Shi et al. solved this
problem by copying the gray value three times into the three colour channels [13].
Scime et al. found a more pragmatic way to make use of these three channels [14].
Just like in their previous model, [3], images are split into patches of various sizes
to better capture the different anomalies. For this model, patches are extracted with
three different sizes; 25x25 pixels, 100x100 pixels, and the whole image. The first
two patches share the same center, resulting in overlapping 100x100 pixel patches.
These three different patches are all resized to the expected 227x227 input shape
using bilinear interpolation and inserted into one of the three colour channels [14].
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As multiple patches can be extracted from a single image, more training data
is available and overfitting is less of a problem. However, as overfitting was still
observed, the reflections and brightness adjustments are still added to mitigate this
problem. This was not done in the original paper, but was necessary to make it work.

To classify an image, the different scales are extracted and the AlexNet makes
a prediction for each scale centre. If enough of these centres are classified as
containing RCS, the whole image is classified as such.

4.4.5 Triple-scale neural network

Figure 4.10: Flowchart for the labeling process of the triple-scale network, image
taken from [16]

In 2021, Yadav et al. designed a new convolutional neural network (CNN) ar-
chitecture to detect anomalies in the powder bed [16]. Their model was tested on
four different types of anomalies. The authors argued that different anomalies do
not have the same spatial detection scale. Therefore, they defined three different
scales to detect all irregularities. The detection process as introduced by the orig-
inal paper is shown in Figure 4.10. The first scale, 20x20 pixels, was defined to
detect part hopping and overheating. The second scale, 75x75 pixels, was defined
to detect recoater streaking, whereas the third scale, 150x150 pixels, was set to
detect uneven powder spread. Blocks from the first scale are non-overlapping while
the bigger blocks are, as the three different scales were extracted from the same
center, as can be seen in Figure 4.10.

To detect anomalies, the first scale block is passed through the trained CNN and
a classification is returned. If this block is classified as part hopping, the model will
directly classify is as such and skip the larger scales. If the first scale is not classified
as part hopping, the result is discarded and the larger scales for that specific center
are passed through the CNN. A label is decided based on the outcome of scale two
and three as specified by a decision matrix defined in [16].
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This study focuses solely on recoater streaking, making the use of the smallest
scale, 20x20 pixels, ineffective. This is due to the fact that this scale was designed
to only detect part hopping and overheating, and its result is discarded when that
is not present. As this study does not look at part hopping or overheating at all,
this first step is skipped entirely. Both the predictions of the other two scales have
influence on RCS classification and both scales are therefore consulted in this study.
Again, if enough patches within an image are classified as anomaly, the image will
be classified as such.

The CNN as designed by Yadav et al. consists of five layers, three convolutional
and two fully connected ones [16]. Identical to the AlexNet, every layer uses the
ReLu activation function while the last layer uses the softmax function. Again, each
convolutional layer is followed by a normalization and a max pooling layer. In com-
parison to the AlexNet, this model was designed for grayscaled images and thus
does not expect three colour channels, but just the one.

4.4.6 Local Binary Patterns

Figure 4.11: (a) shows the LBP values of an image without RCS, while (b) shows
the LBP values of an image with RCS.

The model as discussed by Yin et al. was developed to detect recoater hopping
[17]. Since recoater hopping is very similar to RCS, the only difference being the
rotation of the defect, the algorithm can also be used in this study. This model uses
Local Binary Patterns (LBP) together with a Support Vector Machine to detect the
defects. A LBP is constructed for an image by, for every pixel, comparing its gray
value to the gray values of its eight direct neighbours. These transformations result
in 8-bit binary numbers, which decimal values are used to obtain an LBP response
image [64]. The histogram containing the LBP for every pixel of an image is used as
detection feature for the Support Vector Machine. Figure 4.11 shows two histograms
of LBP response images, one (a) without RCS and the other (b) with. In their original
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paper, Yin et al. compared several variations of LBP. They found that the unified LBP,
multi-block LBP, and partition LBP [65]–[67] were positive improvements. Therefore,
these improvements will also be tested in this research while improvements that
were found to be less influential, like the circular neighbourhood LBP, are ignored.

The unified LBP looks to speed up the model. A LBP is considered unified when
its binary number contains no more than two transitions from 0 to 1 or vice versa [65].
E.g, 10000001 is unified as it has two transitions, while 01100001 has three and
is therefore non-unified. Unified LBP capture the important information in images,
while non-unified LBP are often caused by noise. By discarding the non-unified
LBPs and only looking at the unified LBPs, the process time increases significantly
while keeping the important information by reducing the number of redundant fea-
tures.

LBP can describe the local information of images precisely, but are susceptible to
noise. Furthermore, it has trouble capturing the main frame of image features. Multi-
block LBP was designed to solve this. It selects a block of n×n pixels and calculates
the average. The LBP response image is then constructed not on single pixels, but
on the averages of these blocks. Multi-block LBP captures the main structures better
while filtering out smaller noise.

A LBP describes the main structure of an image. Because only one LBP re-
sponse image is generated per image, local features are often missed while they
contain valuable information. Partition LBP looks to capture these different local
features by dividing an image into M × N partitions. A LBP response image is
calculated for each partition and the histograms are concatenated to represent the
entire image again.

4.5 Labeling of image patches

Multiple models compared in this study try to detect recoater streaking by zooming
in on the images and classifying patches. These models are supervised learning
models, meaning that they need labelled data to train themselves. Therefore, image
patches need not only be constructed, but also labelled.

The line profiles model can locate RCS within an image. Furthermore, it can
be applied to both complete images, and image patches. The fitted function ver-
sion of this model, together with the highest performing pre-processing method, can
therefore assist during the labeling of the image patches.

Labelling is done by first locating RCS within an image, dividing the images in
patches and labeling each patch in accordance with the location of the RCS. After
which each patch is again classified by the line profiles model and this classification
is compared to the assigned label. Only patches where this comparison holds are
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used for the creation of the training data set.

4.6 Cross validation

To achieve the best performance, optimal hyperparameters were searched for. Hy-
perparameters are parameters which are used to control the learning process and
are set by the user before the training [68]. Unlike other parameters which are de-
rived via training, like network weights. E.g. the partition size of local binary patterns
or the number of training epochs of the neural networks are hyperparameters.

A possible pitfall when searching for the optimal hyperparameters is over-fitting.
Over-fitting happens when all parameters are tuned too closely to a dataset and
any noise in the dataset is registered as normal behaviour [69]. When this happens
the model performs extremely well, almost perfect, on the dataset, but fails when
confronted with new data.

Over-fitting occurs because the criteria for training the model differs from the
criteria used to measure the suitability. E.g. the model is trained by maximizing
its performance on a dataset but its suitability is measured by how well it performs
on unseen data. Over-fitting then occurs when the model "memorizes" the training
data, rather than learning the underlying pattern.

To prevent over-fitting, cross-validation was used. With cross-validation, three
different datasets are created; a training set, a validation set, and a testing set [70].
All three sets should follow the same distribution of positive and negative instances.

The training set is used to train the model, after which the model classifies the
observations in the validation set. This set provides an unbiased evaluation while
trying out different hyperparameters. Because the data in the validation set is com-
pletely new for the model, its understanding of the underlying patterns is tested in
stead of its memorization of the training data.

Finally, after selecting the best hyperparameters, the model is trained on the
training set once more and its final performance is measured on the testing set.
This test set is used to measure the generalizability of a fully specified model.

For this study, the dataset has been split in a training, validation, and testing set
by allocating 60, 20, 20 percent of the data accordingly. By doing this, not only over-
fitting is prevented, but the final performance of every model is measured on exactly
the same dataset as well.



Chapter 5

Results

This chapter will discuss the results obtained during this research. Sections 5.2 until
5.5 discuss the quantitative metrics of the different anomaly detection algorithms in
combination with different pre-processing methods. Section 5.6.1 compares the best
performing combinations with each other and Section 5.6.2 discusses the qualitative
metrics of the detection algorithms.

5.1 Hyperparameters

Table 5.1 lists all hyperparameters of this study together with their obtained optimal
value. The Bag-of-Words algorithm is not listed as all its parameters were obtained
during training or defined in the original paper. The optimal hyperparameters of
the local binary pattern changed when different pre-processing methods were used.
This table only shows the hyperparameters for the best performing pre-processing
method.

5.2 Without pre-processing

Figure 5.1 and 5.2 show the quantitative metrics and the training and prediction
times respectively off all the algorithms on the test set without any pre-processing.
Table A.1 in Appendix A shows the results in more detail. Apart from the time, the
models perform quite similar with all models scoring >90% in both accuracy and
precision as can be seen in Figure 5.1. Note that the precision and recall are given
for the highest accuracy. There are three models, both line profiles and the bag-of-
words, that perform a bit lower than the others. These models score below 90%, but
still >80% on the recall, and about 5% lower on the other metrics when compared to
the other algorithms. The algorithm with the highest metrics however, is the AlexNet
as discussed in Section 4.4.3 which outperforms the other algorithms on all but one
metric.

29
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Method Hyperparameter Value Description

Line profile
Window size 4 The size of the window

for calculating moving av-
erage.

Fitted function ax2 · bx+ c The function used to de-
scribe the line profiles.

Alexnet
Learning rate 0.001 Controls how quickly the

model learns.
Momentum 0.9 Used to remove random

convergence.
Batch size 64 The number of training

samples for each epoch.

Multi-scale network
Learning rate 0.001
Momentum 0.9
Batch size 64

Triple-scale network
Learning rate 0.001
Momentum 0.9
Batch size 64

Local binary pattern
Block size 3x3 Multi-block LBP takes the

average of these blocks.
Partition size 9x9 Partition LBP constructs

a histogram for each of
these partitions.

Table 5.1: Obtained hyperparameters for each detection algorithm with a small de-
scription.
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Figure 5.1: Results of all models without any pre-processing.

The biggest difference between the models is the time, as can be seen in Figure
5.2, both to train and to predict. The three neural networks take more than an hour
to train while the other are in the range of a half to eight minutes. This big difference
is mostly due to the many trained epochs in neural networks. The big difference
in prediction speed in mainly happening between the two methods that need to
divide an image in very small patches and classify each patch, and the rest. The
methods splitting an image into multiple smaller patches take significantly longer
than methods that do not need to do that.

0

100

200

300

400

500

25 29

516
3,600 3,600 3,600

330se
c

Moving average Fitted function Bag-of-Words AlexNet
Multi-scale Triple-scale Local binary pattern

0

20

40

60

80

4 5

10,000

31

6,000

34

75

m
s

Figure 5.2: (a) Training speed in seconds and (b) the prediction speed in millisec-
onds of the algorithms without pre-processing.



5.3. BASIC MASK PRE-PROCESSING 32

Accuracy Precision Recall AUC AP
70

80

90

100
(%

)

Moving average Fitted function Bag-of-Words AlexNet
Multi-scale Triple-scale Local binary pattern

Figure 5.3: Results of all models with basic mask pre-processing.

5.3 Basic mask pre-processing

Figures 5.3 and 5.4 show the results of all the models on the test set with the basic
mask pre-processing as described in Section 4.3.1. More details can again be found
in Appendix A. The AlexNet performs mostly the same as without pre-processing.
The two line profile methods improved significantly, about 6% in accuracy and about
15% in recall, now both outperforming the other models on all metrics. The Bag-of-
Words method also improved with 2% on every metric.
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Figure 5.4: (a) Training speed in seconds and (b) the prediction speed in millisec-
onds of the algorithms with basic mask pre-processing.
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While the performance of some algorithms improved, the multi-scale and triple-
scale networks performed worse. The recall of the Multi-scale network reduced
significantly with 25% and the Triple-scale network declined 2-3% on all metrics.

With the use of basic mask pre-processing, the training and prediction times
became much larger for all models. Both line profiles take ten time as long to train
and to predict, and Local Binary Patterns and the Bag-of-Word method take twice
as long to train, as can be seen in Figure 5.4

5.4 Image morphology pre-processing
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Figure 5.5: Results of all models with image morphology pre-processing

Figure 5.5 shows the results of all the models on the test set with the image mor-
phology pre-processing as described in Section 4.3.2. The LBP, Alexnet, and Triple-
scale network were mostly unaffected by this pre-processing method. However, the
two line profile methods performed significantly better than without pre-processing
again, however, not as much as with the basic mask method. The Bag-of-words al-
gorithm improved more than with the basic mask, now scoring about 3-4% higher on
every metric than without pre-processing. The only model that performed worse with
image morphology, is the Multi-scale neural network where every metric decreased
about 1-4%.

With this pre-processing step, the prediction and training time did not change
significantly, as can be seen in Table A.2 in Appendix A. Only the prediction time for
the Multi-scale network, which was already very slow, increased.
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5.5 Adaptive threshold segmentation pre-processing

Figure 5.6: Comparison a histogram of the pixels of an entire buildplate (in blue)
versus a histogram of only the RCS pixels of an image (in red).

Section 4.3.3 describes how the adaptive threshold segmentation algorithm ex-
ploits the difference in gray values between defects and normal powder beds. It
separates the two by looking at the histogram of an image and filtering out all pixels
within two thresholds. However, this model relies on uniformly lit images. Figure 5.6
shows two histograms, the first is computed over an entire image while the second
one only looks at the pixels of RCS. As can be seen, the histogram of RCS pixel val-
ues is contained entirely by the entire image histogram. Therefore, these pixels will
be filtered out based on the calculated thresholds with the bigger histogram. This
pre-processing algorithm will consequently not be regarded in the rest of this study

5.6 Performance evaluation

5.6.1 Quantitative metrics

Figures 5.7 and 5.8 show a comparison of all models together with their best per-
forming pre-processing step, again more details can be found in Appendix A. Dif-
ferent models improve the most from different pre-processing methods, or if already
doing some sort of noise reduction or enhancement, from none. The two line pro-
file models improved the most from the basic mask method while the Bag-of-Words
gained the most from the image morphology step. As can be seen in Figure 5.7, all
models score >96% accuracy and >90% in both recall and precision, with a differ-
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Figure 5.7: Comparison of all models with their best performing pre-processing al-
gorithm.

ent model scoring highest for each metric. Furthermore, all models score >0.930 in
AUC and AP.

The measurements where the models differ most, are the training and prediction
speeds, Figure 5.8. The three neural network models take over an hour to train while
the other models take around 5-6 minutes, mostly due to training for many epochs.
Next to that, the two algorithms that need to divide an image into very small patches
and classify each patch, take over six seconds to predict a single image while the
other models all take below 100ms.

Figure 5.9 shows a heatmap with the predictions per layer for a singel print for
each algorithm. Each algorithm uses the best pre-processing method as indicated
above. For this print, the RCS starts at layer 104. Line profiles and Local Binary
Patterns start identifying RCS right when it starts, with just a couple of false positives
or negatives surrounding it. The Triple-scale network commences later, around layer
109, but also with just a couple of false positives or negatives surrounding it. While
the AlexNet and Bag-of-Words algorithms observe quite some false positives before
the RCS occurs and, just like the Triple-scale network, notice the real RCS only at
layer 109, they quite steadily detect RCS after.

The only method that has real trouble is the Multi-scale network. As can be
seen, it classified everything but one as RCS, meaning that it is very sensitive for
RCS. Coherently, this model also has the lowest precision of all models as seen in
Figure 5.7.
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Figure 5.8: (a) Training speed in seconds and (b) the prediction speed in millisec-
onds of the algorithms with their best performing pre-processing algo-
rithm.

Figure 5.9: Heatmap showing the predictions per layer for each method, matched
to the labels of the print. RCS starts at layer 104
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5.6.2 Qualitative metrics

Line profiles BoW Alexnet Multi-scale Triple-scale LBP
✗ ✓ ✓ ✓ ✓ ✓

Table 5.2: Capability of detecting multiple anomalies simultaneously of all algo-
rithms.

Multiple type of anomalies While RCS is the most occurring powder-bed defect
[11], multiple different distortions can occur during the coating of a new layer. Some
methods can detect all these different anomalies, while others cannot. E.g., the line
profile methods were designed specifically for RCS, and the extracted features can
only be used to detect RCS. Table 5.2 shows which algorithms can detect multiple
anomalies simultaneously and which cannot.

While the dataset used in this study does not contain any anomalies next to
RCS, the original papers, or literature, described this property for the other meth-
ods. These methods can, and have been to an extent evaluated on, detecting mul-
tiple different anomalies at the same time. Local Binary Patterns are a powerful tool
for texture classification [67] and can detect multiple different textures. In the orig-
inal paper, Local Binary Patterns were used to detect recoater hopping [17]. The
performance on the other anomalies still has to be evaluated. In the original papers
by Scime et al., both models were evaluated on all six different anomalies, and both
models succeeded in detecting all anomalies [3], [14]. Yadav et al. originally also
evaluated their method on all six anomalies and succeeded in detecting them all ac-
curately [16]. Shi et al. applied the AlexNet on only three defects [13]. However, the
AlexNet was originally designed for a dataset containing 1000 different labels [61]
and should therefore be able to also work for all six anomalies.

Line profiles BoW Alexnet Multi-scale Triple-scale LBP
✓ ✓ ✗ ✓ ✓ ✗

Table 5.3: Capability of adjusting algorithm setting to adjust for print specific require-
ments.

Adjustability Additive manufacturing can be used for a wide degree of applica-
tions, ranging from rapid prototyping to the aeroplane industry [2], [3]. These differ-
ent applications demand different requirements, aeroplanes need to be very precise
while rapid prototyping needs to be rapid. Some models can be easily adapted to
these print specific requirements while others would require major changes in their
design. It would be possible for all algorithms to train a more or less sensitive ver-
sion and to select the version suitable for the print specific requirements. However,
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simply changing a setting before a print is much more practical than training and
using a multitude of different sensitivities. Table 5.3 shows which algorithms can be
easily adjusted before a print and which have to be re-trained.

Three models classify images based on the amount of patches containing de-
fects, the multi-scale and the triple-scale neural networks, and the Bag-of-Words.
The amount of defected patches before an image is classified as anomaly can be
easily adjusted before a print to allow for print specific requirements. Likewise, the
line profile models calculate the distortion in a powder bed image. The distortion
threshold before an image is flagged can also be adjusted before a print.

The Alexnet was only designed for recognition [13]. To change its sensitivity
before a print, a whole new model needs to be trained with different loss metrics.
This takes hours and is not something to easily change before a new print. Local
Binary Patterns are similar and can only be used for recognition. Both models lack
the ability to alter some parameters in the trained model to alter between strictness
and speed.



Chapter 6

Discussion

6.1 Label noise

As described in Section 4.5, the fitted function line profile method is used to label
the extracted image patches used for training the patch-based models. This model
scored an accuracy of 99.28%. As this is not perfect, some of the image patches will
be mislabelled. Therefore, the models using these patches for training will be limited
by the performance of the fitted function line profile method as they need to train with
imperfect data. The reported metrics are not affected however, as these models
are used to classify whole images just like all the other models. Thus, while the
comparison with the other models is viable, the patch-based models could increase
in performance with proper labelling of the training data.

6.2 Multiple type of anomalies

In this study, only recoater streaking is considered, as it is the most occurring de-
fect regarding the powder bed [11]. The performance of the models of this study
are tested when detecting only RCS also. Some models can only detect RCS while
others can detect multiple anomalies simultaneously. When tested for this prop-
erty in their original papers, the performance metrics for detecting RCS specifically
changed quite drastically when more anomalies were added [3], [14], [16]. While
the overall performance remains similar, a significant decrease is seen when only
regarding the RCS metrics for these models. According to Scime et al. this is due
to its small representation in the training data, the small area recoater streaking
occupies on a powder layer, and its frequent co-location with an easier to classify
anomaly type [3]. Thus, while detection of multiple anomalies simultaneously is pos-
sible, the performance for RCS can decrease compared to an exclusive detection.
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6.3 Basic mask pre-processing

The basic mask pre-processing method compares an image with a defect-free im-
age and highlights the differences [17]. This pre-processing method can significantly
increase the performance of a detection model. Selecting the appropriate mask for
the comparison is crucial for a good result. To ensure a proper comparison, the
two images should be taken under the same lighting source. During this study all
images were taken under the same lighting source and the same basic mask could
be used for all prints. The lighting can change however, and when that happens, a
different mask should be used. The lighting can change in between prints, but also
during a print. Therefore, this pre-processing step is less robust as there is not one
basic mask suitable for every situation. Thus, while the basic mask pre-processing
method does increase the performance of certain methods, extra care should be
taken into selecting the mask.

6.4 Limitations of the dataset

The dataset used in this research and described in Section 3 consists of 9.136
images taken over five different prints. While this is not too small of a dataset, it
is not extensive enough to represent a wide range of characteristics of RCS and
additive manufacturing. Furthermore, even though there are 3.378 images showing
RCS in the dataset, they appear in only two prints. Therefore, while this is enough to
construct a trustworthy comparison, all instances of RCS are quite similar and occur
in the same locations. Furthermore, there will be some characteristics of RCS that
are missing in the dataset. Thus, while the comparison made in this study is reliable,
some detection algorithms can show artificially high metrics because all instances
of RCS are quite similar. Furthermore, some edge cases are missing which could
influence the final performance and lead to a better understanding of detecting RCS
in a powder bed fusion process.

6.5 Bag-of-words

As mentioned in Section 4.4.2, not all filters described in the original paper for the
Bag-of-Words method [3] were implemented. Thus, while this method was shown to
accurately detect RCS in this study, the final performance can change when these
filters are added. Not only in performance metrics but also in prediction time.

The prediction time measured in this study is quite slow, the slowest model
with 10.58s per layer. When the last filters are added, this time will only increase.
However, in the original paper, with all filters implemented, the model took 4s per
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layer [14]. While the original paper shows a significant decrease from the time mea-
sured in this study, it is still quite slow. Thus, while there is prediction speed to be
gained by an improved implementation or a better performing computer, it will not
be enough to be competitive with the other models.
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Conclusion

The first research question as formulated in Section 1.2, inquiring which detection
algorithm has the best overall performance when detecting recoater streaking, does
not have a straightforward answer as multiple trade-offs have to be made. There
are three models that outperform the others and they all score highest on a different
metric. While the LBP algorithm has the highest precision, Alexnet scores the high-
est recall. At the same time, the line profile methods, in combination with the basic
mask pre-processing, always performs better than one of these but never both, and
have the highest accuracy of all methods. Therefore, a trade-off has to be made on
a case by case basis which metric is deemed most important.

Furthermore, these three methods are all unsuccessful in one qualitative metric.
E.g., the line profile methods usability diminishes when detecting multiple anomalies
simultaneously has priority over high accuracy. Furthermore, the AlexNet and LBP
algorithms are less effective when a printer is used for a variety of use cases and
need to be adjusted for print specific requirements. In these cases, one of the other
models becomes more practical. Of these models, the Triple-scale network outper-
forms the other two models on all metrics apart from the training speed. Therefore,
again, a trade-off has to be made on a case by case basis whether qualitative or
quantitative metrics are deemed most important.

To answer the second research question as formulated in Section 1.2, inquiring
which detection algorithm has the best overall performance when tailored to the
MetalFab1, the additional requirements as introduced in Section 4.2, stating that the
prediction time for a single layer lies beneath one second, and ideally below 100ms,
are taken into consideration. As shown in Figure 5.8, both the Bag-of-Words and
the Multi-scale network take longer than one second to process a single layer, 10s
and 6s respectively. The other methods all take less than 100ms to process a single
layer. Therefore, the same trade-offs have to be made as to answer the first research
question.
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Future Research

8.1 Extention to other materials and machines

This study is focused on the MetalFab1 printer printing titanium. However, the Met-
alFab1 can print a multitude of materials [21]. These various materials all have
different specular reflection properties, thus the images taken for each material can
differ significantly and the effectiveness of the different models from this study can
alter drastically. Furthermore, there are a wide variety of additive manufacturing ma-
chines. All these machines behave differently and result in different images taken,
again influencing the effectiveness of the models compared in this study. It would
be interesting to see how the different detection- and pre-processing models react
to images from different machines or different materials.

8.2 Adaptable basic mask

As described previously, the basic mask pre-processing method compares an im-
age with a defect-free image with a matching lighting source. This pre-processing
method can significantly increase the performance of a detection model. Selecting
the mask is essential for a fitting comparison between the two images. One prob-
lem is the fact that the lighting source can change during the print, thus requiring
a change in the basic mask as well. One way of solving this could be the imple-
mentation of an adaptable basic mask. This adaptable basic mask would change
according to the changing lighting source to ensure an appropriate mask at all times.
Future research would be interesting to look into the implementation of this adapt-
able basic mask as it could be beneficial for the use of this pre-processing method.
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8.3 More models

All models compared in this study were designed for recoater streaking specifically,
or have been used to detect RCS before. A lot more models exist in the field of
image recognition that have yet to be tested on the RCS problem. For example
the YOLO model series [71], which is the state of the art when it comes to image
recognition and is used on an ever increasing range of problems [72]–[74]. While
the models used in this study perform quite well, it would be interesting to see how
these new models perform when detecting RCS.

8.4 Real time application

The comparison made in this study compares the performance of the different mod-
els over all images in the data set. From this comparison, conclusions can be drawn
regarding which model performs best, based on which metrics are deemed most im-
portant. Translating this model into a real time application is non-trivial. Figure 5.9
showed that multiple models struggle with accurately identifying RCS around the
root of RCS. Therefore, installing a real time application is not as trivial as pausing
a print for every detected instance of RCS. It would be interesting to study the best
set-up for a real time application using one of the models compared in this study.

8.5 Image Segmentation

Next to recognition of images containing RCS, detecting where RCS occurs can
be of importance. Image segmentation algorithms already exist and perform ac-
curately [71]. However, these algorithms have not yet been applied to RCS. The
Bag-of-Words and Multi-scale algorithms were originally designed for just that [3],
[14]. However, these models are too slow to be used in real time applications as
they take too long to process a single image. Segmentation algorithms based on
Alexnet or local binary patterns are currently being studied [75], [76] but have not
yet been applied to RCS. Future research into image segmentation applied to RCS
could be very interesting, especially in combination with detection of multiple types
of anomalies.

8.6 Comparison multiple type of defects

As mentioned in Section 6, the performance of the detection models changes when
they are utilized to detect multiple different anomalies simultaneously. Furthermore,
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the performance of a model can vary significantly for each anomaly individually [3],
[14], [16]. When other anomalies are of interest instead of RCS, or when multiple
anomalies need to be detected, research has to be done in order to find out which
model performs best. It would be interesting to study which model would suit which
qualification best.
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Appendix A

Comparison results

Method Acc. Precision Recall AUC AP Train speed Pred. speed
Moving Average 93.24% 97.83% 83.66% 0.966 0.950 25s 4.55ms
Fitted function 92.99% 97.83% 84.13% 0.966 0.922 29s 5.22ms
LBP 98.95% 99.13% 98.10% 0.999 0.999 330s 75ms
Bag of Words 93.54% 94.60% 87.18% 0.950 0.931 516s 10.47s
Multi-scale 96.11% 92.17% 97.59% 0.983 0.937 >1 hour 6.7s
Triple-scale 98.47% 98.71% 97.30% 0.995 0.985 >1 hour 34.84ms
AlexNet 99.01% 97.64% 99.70% 0.999 0.999 >1 hour 31.34ms

Table A.1: Results of all models without any pre-processing

Method Acc. Precision Recall AUC AP Train speed Pred. speed
Moving Average 98.86% 98.88% 98.07% 0.998 0.993 30s 5.22ms
Fitted function 98.88% 98.53% 98.47% 0.997 0.988 36s 6.63ms
LBP 98.93% 99.19% 97.99% 0.997 0.997 340s 77ms
Bag of Words 96.06% 97.28% 91.70% 0.970 0.955 386s 10.58s
Multi-scale 93.92% 88.33% 95.93% 0.974 0.919 >1 hour 20s
Triple-scale 98.41% 96.76% 98.94% 0.997 0.990 >1 hour 38.76ms
AlexNet 98.80% 97.34% 99.40% 0.999 0.999 >1 hour 30.22ms

Table A.2: Results of all models with image morphology pre-processing
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Method Acc. Precision Recall AUC AP Train speed Pred. speed
Moving Average 99.20% 99.08% 98.76% 0.998 0.998 258s 44.16ms
Fitted function 99.28% 98.66% 99.41% 0.998 0.998 287s 45.74ms
LBP 98.93% 98.60% 98.54% 0.999 0.999 831s 167ms
Bag of Words 94.69% 96.09% 88.99% 0.972 0.953 1847s 8.40s
Multi-scale 88.51% 94.32% 72.70% 0.931 0.900 >1 hour 10.38s
Triple-scale 96.39% 95.16% 94.87% 0.992 0.987 >1 hour 48.07ms
AlexNet 98.85% 98.49% 98.34% 0.998 0.998 >1 hour 30.58ms

Table A.3: Results of all models with basic mask pre-processing

Method Pre Acc. Precision Recall AUC AP Training Prediction
Line profiles Mask 99.28% 98.66% 99.41% 0.998 0.998 287s 45.74ms
LBP None 98.95% 99.13% 98.10% 0.999 0.999 330s 75ms
Bag of Words Morph. 96.06% 97.28% 91.70% 0.970 0.955 386s 10.58s
Multi-scale None 96.11% 92.17% 97.59% 0.983 0.937 >1 hour 6.7s
Triple-scale None 98.47% 98.71% 97.30% 0.995 0.985 >1 hour 34.84ms
AlexNet None 99.01% 97.64% 99.70% 0.999 0.998 >1 hour 31.34ms

Table A.4: Comparison of all models on the MetalFab1 dataset



Appendix B

Algorithms

B.1 Pre-processing algorithms

Algorithm 1 Basic mask
function BASIC MASK(image)

processed← image - mask
threshold1 ← 100
threshold2 ← 255
for all pixel ∈ processed do

if pixel ≤ threshold1 or pixel ≥ threshold2 then
pixel← 0

end if
end for
processed←MedianFilter(processed, filterSize = (3, 3))
processed← GammaTransformation(processed, gamma = 2)
Return processed

end function

Algorithm 2 Image morphology
function IMAGE MORPHOLOGY(image)

structure← Rectangle(width = 30, height = 1)
image← Erode(image, structure)
image← Dilate(image, structure)
Return image

end function
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Algorithm 3 Adaptive thresholds
function ADAPTIVE THRESHOLD(image)

histogram← ConstructHistogram(image)
threshold1 ←Min(LocalExtrema(histogram))
threshold2 ←Max(LocalExtrema(histogram))
for all pixel ∈ image do

if threshold1 ≤ pixel ≤ threshold2 then
pixel← 0

end if
end for
image← Close(Open(Dilation(image, Structure1), Structure2), Structure3)
for all pixelArea ∈ image do

if pixelArea.Surface() < AreaThreshold then
pixelArea.Delete()

end if
if pixelArea.DistanceToOthers() < DistanceThreshold then

pixelArea.Merge()

end if
end for
Return image

end function
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B.2 Detection algorithms

Algorithm 4 Line profiles
function PREDICT(image)

LineProfiles← {}
for all row ∈ image do

LineProfiles.append(row.mean())
end for
MovingAverage← CalculateMovingAverage(LineProfiles)
Distortion← LineProfiles - MovingAverage
Return max(abs(Distortion)) ≥ threshold

end function

Algorithm 5 Local binary pattern
function PREDICT(image)

LBPs← {}
for all pixel ∈ image do

LBPs.append(GetLocalBinaryPattern(pixel))
end for
histogram← ConstructHistogram(LBPs)
Return SVM.Predict(LBPs)

end function
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Algorithm 6 Bag-of-Words
function FIT(images, labels)

features← ApplyF ilterBank(images)
clusters← KMeans.cluster(features.pixels())
clusters← clusters.mean()
Bag-of-Words← KNN.fit(clusters)
features← Partition(features, size = (20, 20))
fingerprints← Fingerprint(features)
fingerprintDictionary← KNN.fit(fingerprints, labels)

end function

function FINGERPRINT(image_features)
fingerprint← [0] · AmountOfClusters

for all pixel ∈ image_feature do
closestCluster← Bag-of-Words.Neighbour(pixel, neighbours = 1)
fingerprint[closestCluster] += 1

end for
fingerprint.Normalize()
return fingerprint

end function

function PREDICT(image)
features← ApplyF ilterBank(images)
features← Partition(features, size = (20, 20))
fingerprints← Fingerprint(features)
predictions← 0
for all fingerprint ∈ fingerprints do

patchPrediction ← fingerprintDictionary.Neighbour(fingerprint,
neighbours = 3)

if patchPrediction.Contain(False) then
predictions← predictions

else
predictions← predictions + 1

end if
end for
return predictions ≥ threshold

end function
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Algorithm 7 AlexNet
function FIT(images)

images← ExtendDataset(images, transformations =(mirror, flip, brightness,
randomCrop))

Alexnet.Fit(images)
end function

function PREDICT(image)
return Alexnet.predict(image)

end function

Algorithm 8 Multi-scale network
function FIT(images)

patches← GeneratePatches(images)
patches ← ExtendDataset(patches, transformations =(mirror, flip, bright-

ness, randomCrop))
Alexnet.Fit(patches)

end function

function PREDICT(image)
patches← GeneratePatches(images)
predictions← Alexnet.predict(patches)
return predictions ≥ threshold

end function

Algorithm 9 Triple-scale network
function FIT(images)

patches← GeneratePatches(images)
patches ← ExtendDataset(patches, transformations =(mirror, flip, bright-

ness, randomCrop))
CNN.Fit(patches)

end function

function PREDICT(image)
patches← GeneratePatches(images)
predictions← CNN.predict(patches)
return predictions ≥ threshold

end function
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