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Abstract 

The rise of the world wide web and artificial intelligence led to an increase in 

conversational agents, especially chatbots. However, until recently, there was no singular 

instrument to assess user satisfaction with chatbots. This is why previously the Bot Usability 

Scale (BUS) was developed. Initially starting from 42 items, the most recent version is BUS-

11 with 11 items. The present study was conducted to further validate the five-factor structure 

of the BUS-11, as well as its reliability and validity. Moreover, the BUS-11 was assessed 

from a psychometric and designometric perspective. Finally, other factors possibly affecting 

satisfaction with chatbots were examined. 

A Structural Equation Model (SEM) was used to conduct a Confirmatory Factor 

Analysis (CFA) as well as examine relationships between satisfaction and cognitive 

workload, previous experience, and a disposition to trust. The psychometric sample consisted 

of 137 participants and the designometric sample consisted of 22 chatbots. 

Results confirm the five-factor structure from a psychometric, but not from a 

designometric perspective. Moreover, the BUS-11 was shown to be a reliable and valid 

instrument. A negative relationship between satisfaction and cognitive workload was found. 

This research further validated the BUS-11 from a designometric point of view and 

showed that it can be used to assess user satisfaction after chatbot interaction. Further research 

is needed into examining the factorial structure from a designometric perspective as the 

factorial structure is likely to be different from the psychometric perspective. 

 

Keywords: Chatbots, Conversational Agents, User Satisfaction, Satisfaction, Interaction 

Satisfaction, Bot Usability Scale 



2 
 

1. Introduction 

1.1. Conversational Agents and Chatbots 

With the rise of the internet and artificial intelligence, internet users encounter more 

and more conversational agents in their life. A conversational agent is “software that accepts 

natural language as input” and uses this to communicate back and forth with the user (Griol et 

al., 2013, p. 760). This process is highly interactional as it goes beyond giving instructions to 

a computer (Allen et al., 2001). As the user interacts with a computer and not another human, 

this is described as computer-mediated communication (Hill et al., 2015). The complexity of 

conversational agents varies. For example, there are rule-based approaches in which answers 

are pre-defined, but also generative-based approaches in which the dialogue is formed more 

individually and based on training data (Adamopoulou & Moussiades, 2020; Hussain et al., 

2019). Consequently, conversational agents differ in their ability to process complex input 

and provide individualized answers. 

One commonly used type of conversational agent on the internet is chatbots. They are 

characterized by text-based communication that often does not go beyond small talk (Hill et 

al., 2015). Although the user is not interacting with another human, they typically do not 

encounter difficulties in understanding and being understood by the chatbot (Hill et al., 2015). 

Moreover, online interactions have become increasingly asynchronous and shorter in text. As 

chatbots sometimes use a similar interaction style, humans do not experience problems with 

this type of interaction (Dale, 2016). Hill et al. (2015) even found that users send up to double 

the number of text messages to chatbots compared to human assistants. It was not due to the 

chatbot’s inability to comprehend but indicated that users are not hesitant in the interaction 

and not intimidated by the chatbot’s potential power.  

Chatbots have become increasingly prevalent in the commercial world. As the contact 

between consumers and companies is shifting more towards the virtual world and towards 

more “technology-dominant rather than human-driven” interaction, chatbots can create value 

(Larivière et al., 2017, p. 329). Brandtzaeg and Følstad (2017) researched different reasons 

why customers use chatbots. They found that most users reported “productivity” and 

“entertainment” to be the main motivators. Chatbots assist in finding information quickly and 

efficiently, therefore reducing the need to click through many different website pages 

(Brandtzaeg & Følstad, 2017; Følstad et al., 2018). Moreover, compared to a human they can 

handle multiple inquiries at the same time and are available at any hour of the day, making 

them more money- and time-efficient as well as quick to respond (Adamopoulou & 

Moussiades, 2020; Chung et al., 2020; Okuda & Shoda, 2018). As chatbots are not human, 

users might also feel less embarrassed to ask certain questions, thus decreasing the threshold 
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for interaction (Følstad et al., 2018). However, there are also negative sides: some chatbots 

cannot comprehend complicated questions which leads to confusing answers. Moreover, some 

users are concerned about the security of the entered information and if they can trust the 

chatbot with their entered private data (Følstad et al., 2018). Consequently, the design of a 

chatbot impacts customer satisfaction and customer experience. 

 

1.2. Assessing User Satisfaction 

Companies use customer satisfaction as a success metric. According to Bearden and 

Teel (1983), customer satisfaction impacts both complaint reports and customer attitude 

which in turn impacts customer intention. They found that fewer complaint reports are issued 

when satisfaction is high. Moreover, higher satisfaction leads to intentions like deciding to 

buy a product again or recommend it to friends. In a digital context, it was also found that 

satisfaction binds the customer to the product and ensures a pleasurable experience (Ashfaq et 

al., 2020; Chang & Chen, 2008; Chung et al., 2020). Additionally, the chatbot represents a 

company’s brand, thus, a chatbot affects how a company is perceived (Youn & Jin, 2021).  

Here, the marketing of a product and the user experience are interrelated. 

Assessing the satisfaction with chatbots specifically with one scale is challenging. In a 

systematic mapping study, Ren et al. (2019) found that the usability of chatbots is commonly 

assessed with questionnaires, interviews, or a combination of both. They found that usability 

included three different aspects: “effectiveness, efficiency and satisfaction” (Ren et al., 2019, 

p. 1682) . This is in line with the International Organisation for Standardization (ISO) 

standards which also list these three aspects as building stones of usability (International 

Organization for Standardization, 1998). Regarding satisfaction, they found that “ease of use” 

and “complexity control” were the most important factors when attempting to measure 

satisfaction (Ren et al., 2019, p. 1684) . Moreover, many questionnaires assess the direct 

communication of the chatbot with the user, for example, if it is able to keep track of context 

and ask questions accordingly (Ren et al., 2019). However, a common problem is that there is 

not one chatbot satisfaction scale that encompasses all aspects satisfactorily. For example, 

Chung et al. (2020) investigated the relationship between chatbot services of luxury brands 

and customer satisfaction and had to use a mixture of two previously constructed scales. One 

of these scales came from a study by Joosten et al. (2016) who also in turn built it from two 

other satisfaction scales (Matzler et al., 2005, as cited in Joosten et al., 2016; Oliver & Swan, 

1989, as cited in Joosten et al., 2016). When different studies use different scales to assess 

chatbot satisfaction, the scales often assess different aspects of satisfaction. Therefore, the 
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results might not be comparable. Here, it becomes apparent that a general chatbot satisfaction 

scale is needed, especially as chatbots are becoming more and more popular. 

To assess chatbot satisfaction, it is possible to use general technology satisfaction 

scales. One of the first and also commonly used scale is the System Usability Scale (SUS) 

which has ten items (Brooke, 1996). It was established to have a scale that could measure 

effectiveness, efficiency, and satisfaction as defined by the International Organization for 

Standardization (1998). However, there were some complications with this scale. With ten 

items, it is long and takes some time to complete. Moreover, some items posed difficulties for 

non-native English speakers. For example, item 8 “I found the system very cumbersome to 

use” was difficult to understand due to the word “cumbersome” (Finstad, 2010, p.323). 

Therefore, Finstad (2010) developed the Usability Metric for User Experience (UMUX) scale 

to have a scale that uses more commonly used words and reduces the number of items. The 

UMUX scale has four items, but in some usability testing situations, that is still long. Often, 

the UMUX scale is not used alone, but complementary to other scales that assess the product. 

As users then need to spend a lot of time and mental capacity to fill in all questionnaires, there 

was an incentive to create an even lighter version. This was achieved with the UMUX-LITE 

scale consisting of only two items (Lewis et al., 2013). It was found that there is a strong 

correlation between the results of all three scales, indicating that all of them can be used as a 

relatively quick way to assess satisfaction (Borsci et al., 2015). 

These scales miss one aspect that is specific to interaction with chatbots. Chatbots are 

less static than other systems and incorporate a conversational aspect. This aspect is not 

covered by items in the SUS, UMUX, or UMUX-LITE. For example, the SUS includes items 

like “I thought the system was easy to use” or “I think that I would like to use the system 

frequently” (Brooke, 1996). These aspects apply to chatbots as well, but the quality of 

interaction or the conversation is not measured. 

To overcome this, the Bot Usability Scale (BUS) was developed. Initially, this scale 

consisted of 42 items to capture all aspects that contribute to user satisfaction when 

interacting with chatbots (Borsci et al., 2022). As this is a long list of items and already the 

ten-item long SUS has been criticized for being too long, an effort was made to reduce the 

number of items. As an outcome, the BUS-15 was established which has five factors and a 

reliability between .76 and .87 (Borsci et al., 2021). Further, there is a strong correlation 

between the BUS-15 and the UMUX-LITE which indicates that it truly measures the 

construct of satisfaction. As a 15-item long scale is still long, a follow-up study investigated a 

reduced version called BUS-11 (see Appendix A). The five-factor structure was found with 
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these 11 items as well, however, more validation studies were recommended (Borsci et al., 

2021).  

 

1.3. Cognitive Workload 

One of the factors that might influence satisfaction with a chatbot is cognitive 

workload. A high cognitive workload leads to “incomplete attention” and more human errors 

(Huey & Wickens, 1993, p. 85). This could be frustrating for the user and consequently lead 

to a lower level of satisfaction. Moreover, a high cognitive workload means that some 

information might be missed (Huey & Wickens, 1993). In an interaction with a chatbot, this 

could mean that information provided by the chatbot is not fully comprehended and the user 

gets frustrated because they cannot achieve their goal. 

Cognitive workload influences perceived usability. It has been found that there is a 

negative relationship between perceived workload and perceived usability (Kokini et al., 

2012). Similarly, it was found that cognitive workload and usability are two different 

constructs (Longo & Dondio, 2016). In a follow-up study, Longo (2018) found that cognitive 

workload and usability affect each other, and both also affect task performance. He suggested 

that the two measures can give a richer view of performance and complement each other. 

Further, it was found that when users had to interact with different bookstore websites and 

search for certain sections, the user satisfaction and cognitive load are significantly correlated 

(Schmutz et al., 2009). This research investigates further the relationship between satisfaction 

and cognitive workload. If workload affects satisfaction, then this can be used for design 

recommendations. For example, chatbots can be built and designed to induce a certain 

cognitive workload which leads to the highest satisfaction scores. Moreover, a high workload 

and thus, increased frustration might let the user abort the chatbot interaction. 

 

1.4. Previous Experience 

 Previous experience might influence satisfaction as well. When measuring satisfaction 

with the SUS, it was found that higher satisfaction scores were found in users with more 

previous experience (McLellan et al., 2012). Similarly, Kortum and Johnson (2013) 

investigated how perceived usability scores change over time when users get trained and thus, 

gain experience with the system. In a group of users who got trained in Microsoft Publisher, 

they found that the perceived usability increased with experience. However, they did not find 

this effect in a second group who got trained in MathWorks MATHLAB. They mainly 

attributed this to an absence in experimental control that the Microsoft Publisher group had, as 

well as differences in the task (Kortum & Johnson, 2013). Therefore, previous experience 
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might still impact usability, and with that, satisfaction. Another study by Borsci et al. (2015) 

found that previous experience affected satisfaction scores as measured by the SUS, UMUX, 

and UMUX-LITE. 

 Investigating this relationship further can aid designers. For example, imagine a 

chatbot will be implemented in a system which is used by users who typically have less 

experience with chatbots. A high user satisfaction could then still be achieved by taking the 

level of experience into account and designing specifically for it. For example, features that 

are known to users with much experience might have to be explained first, or a general 

introduction to chatbots would have to be given. Therefore, this research investigates the 

relationship between previous experience and user satisfaction. 

 

1.5. Disposition to Trust 

 Another factor possibly impacting user satisfaction is trust. It was found that nearly 

95% of users have denied providing personal information to a website before, and around 

40% have provided false data (Hoffman et al., 1999). Moreover, a study in Japan found that 

citizens would trust a chatbot less when it provides parenting advice compared to a chatbot 

which provides waste separation advice (Aoki, 2020). Here, it can be observed that when it 

comes to private, personal information, users tend to have less trust in chatbots. This might 

come from a fear of personal data being treated without high-security standards, especially in 

domains like finance (Følstad et al., 2018; Zamora, 2017). 

    To overcome mistrust, it is helpful to investigate what influences trust. Nordheim et al. 

(2019) found three main factors which impact trust. First, there are chatbot-related factors 

which for example include “perceived expertise and responsiveness” (Nordheim et al., 2019, 

p. 3). The competence aspect is especially important. The more competent, the more the user 

perceives the system to be useful and to be able to satisfy their demands and needs (Benbasat 

& Wang, 2005). Similarly, in a study which focused on operators’ interaction with 

automation, it was found that the operators trusted the machine more if it appeared to be 

competent (Muir & Moray, 1996). Competency is also a factor which is indirectly assessed in 

the BUS-11, for example, with item 6 “That chatbot gives me the appropriate amount of 

information” (Borsci et al., 2021). Second, trust is impacted by environmental-related factors, 

for example, perceived risk and how the specific brand is perceived (Nordheim et al., 2019). 

Thirdly, user-related factors, especially a disposition to trust, affect the level of trust when 

using a chatbot (Nordheim et al., 2019). Here, it has been found that a disposition to trust 

positively affects the trust in chatbots (Benke et al., 2022; Wang & Benbasat, 2008). 
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Disposition to trust affects trust behavior. McKnight et al. (2002) found that the 

disposition to trust affects trusting intentions which in turn, affect trust-related behavior. This 

trust-related behavior could include, for example, sharing sensitive information. This type of 

behavior is especially relevant when interacting with finance or healthcare chatbots. For 

example, if a healthcare chatbot has the task to assess which illness a user has, it is crucial for 

a correct assessment that that user enters the correct data, even if they are embarrassed about 

it. As chatbots are on the rise and there are users who have never or very little interacted with 

chatbots before, it is helpful to know how a disposition to trust impacts satisfaction. For 

example, if a chatbot commonly interacts with users who are known to have a low disposition 

to trust, the designers can intentionally include features to increase trust. 

Disposition to trust is related to faith in humanity. Faith in humanity describes a 

tendency to have a trusting view of the world and to allow oneself to rely on others 

(McKnight et al., 2002). The disposition to trust is further split into four concepts: 

competence, benevolence, integrity, and trusting stance. An example statement for 

competence is “I believe that most professional people do a very good job at their work”, for 

benevolence it is “The typical person is sincerely concerned about the problem of others”, for 

integrity “In general, most folks keep their promise” and for trusting stance “I usually trust 

people until they give me a reason to not trust them” (McKnight et al., 2002). 

This research investigates the effect of disposition to trust on user satisfaction and not 

which chatbot features lead to higher or lower trust. This is due to the scope and main focus 

on the validation of the BUS-11. To validate the BUS-11, study participants are required to 

answer several questionnaires after each interaction with a chatbot. Similarly, with the 

motivation to reduce the ten-item SUS scale to a four-item UMUX scale, the aim is to not 

overwhelm participants with too many questionnaires (Lewis et al., 2013). As researching the 

disposition to trust is relevant for the design of chatbots and as it requires participants to fill in 

only one trust questionnaire at the beginning of the research, it was decided to investigate this 

aspect of trust in this study. 

 

1.6. Psychometric versus Designometric Perspective 

 In the field of Psychology, a commonly used perspective for analyzing data is the 

psychometric perspective. This means that individuals are compared to each other and ranked. 

Moreover, they are usually used to compare individual characteristics. A psychometric model 

includes at least humans and items. For example, a class of school children might get tested 

with an IQ test consisting of ten items. The collected data then contains the measure of each 

item for each school child. To compare the children, the IQ score is calculated by summing up 
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the response to the ten items per child and then averaging them. Then, the children can be 

compared and ranked according to their intelligence as measured by the IQ test. However, this 

is different when you want to compare designs instead of humans. For example, if you have a 

ten-item scale to assess usability and you only average the item responses per participant (and 

not per design), it means that you compare humans and not designs. This is a contradiction if 

your goal is to compare two designs, for example, to decide which design has a higher 

usability.  

 Therefore, Schmettow (2021) developed Designometrics. The goal is to compare and 

rank designs instead of persons. Here, the “measurement is the encounter of three populations, 

humans, items, and ultimately, designs” (Schmettow, 2021, p. 261). These three measures 

form a cuboid. To get a psychometric dataset, the responses are averaged across items to 

create a person-level score. In contrast, to get a designometric dataset, the responses need to 

be averaged over the designs. These different designs could for example be different chatbots. 

When gathering the data for a cuboid, it means that every participant rates the items after 

using or interacting with different designs (Schmettow, 2021). If the responses were averaged 

over the designs, a designmetric matrix is achieved. Then, standard psychometric procedures 

can be applied to this dataset.  

 Scales are commonly developed using the psychometric approach. However, when 

scales are developed to compare designs and not humans, they should be assessed from a 

designometric and not a psychometric viewpoint. In a designometric study, the population 

consists of designs instead of humans. Therefore, a large number of designs are needed. In 

practice, this is difficult because the population of designs needs to be big enough to estimate 

complex models like a Structural Equation Model.  

In this research, both psychometric and designometric models are used. The BUS-11 

was developed from a psychometric viewpoint. The reason was that there was no other way to 

develop the scale in the past. Therefore, this study assesses the BUS-11 from a psychometric 

perspective for comparison reasons. Additionally, this study takes the designometric 

perspective. The reason is that the purpose of BUS-11 is to compare designs and not humans. 

The main focus of this research is to further validate BUS-11. This study investigates 

how reliably BUS-11 measures satisfaction and how well it can distinguish between different 

designs. Under a designometric model, it estimates how well a chatbot satisfies users. Under a 

psychometric model, this estimates how satisfied a particular person is with chatbots. This can 

be helpful when assessing how satisfied different groups of people are with a chatbot. For 

example, there might be a difference between people who have lots of experience using 

digital interfaces versus people who have little experience. If people with little experience are 
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less satisfied, this has implications for the design process. For example, if you want to design 

a chatbot and you know that the majority of your users will have little experience, then you 

need to design differently compared to when your users would have lots of experience. In 

these cases, the psychometric perspective is valuable. 

As the BUS-11 was first developed from a psychometric perspective and has the aim 

to compare designs and not humans, this research examines the factorial structure of the BUS-

11 from a psychometric and designometric perspective. Moreover, it compares the factorial 

structure of both perspectives with each other. 

 

1.7. The Current Study 

The main aim of the present research is to validate the five-factor structure of BUS-11. 

The first research question concerns this factorial structure. It has been found previously by 

Borsci et al. (2021), however, further validation was needed. Therefore, the first research 

question is “Is the construct of the BUS-11 composed of five factors, in line with previous 

research by Borsci et al. (2021), when tested from the psychometric and designometric 

perspective?” (RQ1). 

To be used on a larger scale, a scale must be reliable. Therefore, the second research 

question is “How reliable are the items of BUS-11?” (RQ2). 

Moreover, Borsci et al. (2021) found a strong correlation between the BUS-11 and the 

UMUX-LITE, indicating that both measure satisfaction. This research aims to investigate the 

concurrent validity of the BUS-11 with the UMUX-LITE to determine if the BUS-11 still 

measures satisfaction satisfactorily. Therefore, the third research question is “Are the BUS-11 

and UMUX-LITE correlated (concurrent validity)?” (RQ3). 

As discussed above, different individual factors might affect satisfaction. In this 

research the following factors are considered: 

1) Cognitive workload. It was found that perceived usability and cognitive 

workload are negatively related (Kokini et al., 2012).  

2) Previous experience. Higher satisfaction scores measured by the SUS are 

related to a previous experience (McLellan et al., 2012) and a previous 

experience affects satisfaction measured by the SUS, UMUX, and UMUX-

LITE (Borsci et al., 2015).  

3) A disposition to trust. Trust determines which information is shared with a 

chatbot, especially when it comes to personal data (Aoki, 2020; Zamora, 

2017). Disposition to trust is on of the determinants of trust (Nordheim et al., 

2019) and is positively related to it (Benke et al., 2022; Wang & Benbasat, 
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2008). The level of the disposition to trust might guide chatbot design 

decisions.  

Therefore, the fourth research question is “What is the relationship between the three 

individual factors of cognitive workload, previous experience and a disposition to trust, and 

satisfaction with chatbots measured by the BUS-11?” (RQ4). 

 

2. Methods 

2.1. Sample 

A convenience sample of 137 participants consisting of students from the University 

of Twente was taken. The participants received information about the content of the study and 

then consented to participate in it. They were informed that they could withdraw from the 

study at any point. The study was approved by the Ethics Committee of the Faculty of 

Behavioral, Management and Social Sciences (BMS) of the University of Twente. The 

participants received course credits in exchange for participating in the study via the BMS 

Test Subject Pool Website (University of Twente, 2022). 

Under the psychometric perspective, the population does not consist of humans, but of 

designs (Schmettow, 2021). Therefore, the chatbot population used in this study is listed in 

this section. Data from ten different chatbots was collected (see Table 1). To increase the 

sample size, data by Huijsmans (2022) was added to the existing designometric dataset of this 

study. This included 52 additional participants who rated twelve additional chatbots.  

  



11 
 

Table 1 

Chatbots used for the data collection of this study 

Company name Link to the chatbot 

Adobe https://helpx.adobe.com/support.html 

Figma https://help.figma.com/hc/en-us 

Dropbox https://www.dropbox.com/support 

Access Bank https://www.accessbankplc.com/pages/customer-support.aspx 

Air New Zealand https://www.airnewzealand.co.nz/help-and-contact 

Royal Bank of Scotland https://www.rbs.co.uk/support-centre.html#cora 

Singapore Airlines https://www.singaporeair.com/en_UK/sg/support/kris-the-

chatbot/ 

Buoy Health Checker https://www.buoyhealth.com/symptom-checker/ 

Benefit cosmetics https://www.benefitcosmetics.com/en-us/contact-us 

Singapore Government https://www.gov.sg/ 

 

2.2. Measures 

 To measure satisfaction, the BUS-11 was used (Borsci et al., 2021). It is based on 

the BUS-15 which has been found to have an estimated reliability between 0.76 and 0.87 

(Borsci et al., 2022). Moreover, when assessing the satisfaction of ten chatbots with the BUS-

15 and the UMUX-LITE, a correlation of 0.61 to 0.817 was found between the BUS-15 and 

UMUX-LITE, thereby showing a good validity of the BUS-15 as well (Borsci et al., 2022). 

The BUS-11 items are rated on a 5-point Likert Scale ranging from 0 (Strongly disagree) to 5 

(Strongly agree). 

 Next to the BUS-11, this study also used the UMUX-LITE to assess the concurrent 

validity of the BUS-11. Consisting of two items, it is short and saves time during 

administration. Moreover, it has been used in previous studies to assess the validity of the 

BUS-11 (Borsci et al., 2015). It has been shown to have a high reliability of 0.81 and 0.87, as 

well as a high concurrent validity of 0.81 with the SUS (Lewis et al., 2013). The UMUX-

LITE items are rated on a seven-point Likert scale ranging from 0 (Strongly disagree) to 7 

(Strongly Agree).  

 To measure cognitive workload, the Rating Scale Mental Effort (RSME) was used 

(Zijlstra & Doorn, 1985). It has a test-retest reliability of 0.78 and a moderate correlation of 

0.55 with the “Schaal Ervaren Belasting” (SEB), a scale which measures experienced 

cognitive load (Zijlstra & Doorn, 1985). The scale consists of one item and is measured on a 

scale from zero to 150. Due to the shortness, it was chosen over other commonly used scales 

https://helpx.adobe.com/support.html
https://help.figma.com/hc/en-us
https://www.dropbox.com/support
https://www.accessbankplc.com/pages/customer-support.aspx
https://www.airnewzealand.co.nz/help-and-contact
https://www.rbs.co.uk/support-centre.html#cora
https://www.singaporeair.com/en_UK/sg/support/kris-the-chatbot/
https://www.singaporeair.com/en_UK/sg/support/kris-the-chatbot/
https://www.buoyhealth.com/symptom-checker/
https://www.benefitcosmetics.com/en-us/contact-us
https://www.gov.sg/
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like the NASA Task Load Index which consists of six items (Hart & Staveland, 1988). 

Thereby, the overall number of questions that the participants had to answer was reduced. 

Although a one-item scale has limitations like it not being possible to measure its 

reliability, using it to assess cognitive workload was deemed acceptable. For every one of the 

five chatbots, each participant had to fill in the BUS-11, UMUX-LITE, as well as a measure 

of cognitive workload. It was chosen to keep the scale to assess workload short to keep the 

motivation of the participants and prevent them from dropping out of the study.  

Previous experience was measured using the item “Please indicate how often you use 

chatbots”. It was assessed on a five-point Likert scale ranging from 0 (Never) to 5 (Daily). 

To measure a disposition to trust, subscales developed by McKnight et al. (2002) were 

used. Their main scale measures four constructs: disposition to trust, institution-based trust, 

trusting beliefs, and trusting intentions. This study used the scales for disposition to trust 

which are further divided into the four subconstructs of benevolence, integrity, competence, 

and trusting stance (McKnight et al., 2002). The reliability of the subconstruct items is high 

and Cronbach’s alpha varied from 0.82 to 0.9. The concurrent validity of the four 

subconstructs with lambda coefficients ranged from 0.71 to 0.92 (McKnight et al., 2002). The 

items are rated on a 5-point Likert scale ranging from 0 (Strongly disagree) to 5 (Strongly 

agree).  

 

2.3. Task 

There was one task for each chatbot. It was written in English and the participant 

needed to use the chatbot to complete the task (see Appendix B). The task sometimes 

included background information regarding what the product was about or regarding a 

context. For example, “Figma is a digital prototyping and brainstorming tool” or “You will fly 

directly from Amsterdam to Singapore in three days” (see Appendix B). Thereby, the 

participants received sufficient information to complete the task without having to search for 

information about the product. The participant had to search for the chatbot on the website 

and then complete the task through interaction with the chatbot. 

 

2.4. Procedure 

Participants accessed the link to the study via the University of Twente Sona-Systems 

platform, a platform that is used by researchers to gather participants (University of Twente, 

2022). Then they were directed to the online platform Qualtrics where the data was collected 

(Qualtrics, 2022). They were presented with information about the study and a consent form. 

If the participant did not consent, the study was stopped. If the participant consented, they 
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were asked to fill in the information regarding their demographic data (age, gender, 

nationality) as well as about familiarity with chatbots and disposition to trust. After that, the 

participant was randomly shown one of the ten chatbots.  

For each chatbot, the participant was first shown the task and the link to the chatbot. 

They were instructed to open the link in an incognito mode in their browser as sometimes 

some chatbots did not appear otherwise. Once the participant found the chatbot, they 

interacted with it until they completed the task or decided that it was not possible to complete 

it. The participant then went back to the browser tab in which they had the survey open. Here, 

they first were asked if they were able to finish the task. Then they filled in the RSME, BUS 

11, and UMUX-LITE scales. With that, they have completed all actions for this chatbot. 

After that, they were randomly redirected to the next chatbot. In total, each participant 

interacted with five chatbots to be able to conduct a designometric analysis (Schmettow, 

2021). After the fifth chatbot, the participant got the message that the study was finished, and 

they were thanked for their participation. 

 

2.5. Data Analysis 

The data was cleaned and analyzed by using Excel and R (Microsoft, 2022; R Core 

Team, 2022). The data was downloaded from Qualtrics. Due to the data format given by 

Qualtrics, the data was rearranged in Excel and unnecessary empty cells were deleted. 37 

observations were excluded as the participant could not find the chatbot, for example, by 

indicating “could not find chatbot” in the question of whether or not they could complete the 

task. Then, the data was exported to R for further analysis.  

For the factor analysis, two different datasets were created: one for the psychometric 

perspective and one for the designometric analysis. From the designometric perspective, the 

responses were averaged per chatbot to create an item-by-design response matrix. This 

reduced the cuboid of participants, chatbot, and items to a chatbot and item matrix 

(Schmettow, 2021).  

To answer the first research question, a confirmatory factor analysis (CFA) was 

conducted. This analysis was conducted once with a designometric dataset and once with the 

psychometric dataset. The R package “lavaan” was used for this analysis (Rosseel, 2012). 

Previous validation studies, for example, by (Borsci et al., 2021), to assess the factor structure 

of the BUS-11 used the following criteria by Hu and Bentler (1999) to determine if the model 

is acceptable:  
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- Tucker-Lewis Index (TLI) ≥ 0.95 

- Comparative Fit Index (CFI) ≥ 0.95 

- Standardized Root Mean Square Residual (SRMR) ≤ 0.08 

- Root Mean Square Error of Approximation (RMSEA) ≤ 0.06 

 

Previously, the factorial structure of the BUS-11 was evaluated based on these criteria. 

As the goal of this research is to further validate the factorial structure, the same criteria are 

used again for the data collected in this study. That makes it possible to compare the results.  

To answer the second research question about the reliability of the BUS-11, 

Cronbach’s alpha was calculated. The criteria for good reliability was set to ≥ 0.7 (Cortina, 

1993; Taber, 2018). 

To answer the remaining research questions, the scores of the BUS-11, UMUX-LITE, 

RSME, disposition to trust, and previous experience were re-scaled to a scale of 0 – 1 using 

the R package “bayr” (Schmettow, 2022). This way all responses were scaled to a uniform 

interval. The existing CFA model was extended to a Structural Equation Model (SEM) by 

adding regressions. To answer the third research question about scale validity, a regression 

between the UMUX-LITE and BUS-11 scores was calculated. To answer the fourth research 

question regarding the relationship between cognitive workload, disposition to trust, and 

previous experience with satisfaction, regressions were used. 

The remaining relationships between cognitive workload, disposition to trust, and 

previous experience with satisfaction were assessed using regressions as part of the SEM. The 

relationship was assessed by looking at the parameter estimate, as well as the upper and lower 

bounds of the confidence interval. As cognitive workload, disposition to trust and previous 

experience concern individuals and do not compare designs, only a psychometric model was 

used for this part. 

 

3. Results 

3.1. Descriptive Statistics 

The sample consisted of 137 participants (Mage = 20.71, SDage = 2.58, 92 female). 

About 27.74 % of the participants were Dutch, 48.18% were German, and 24.09 % had 

another nationality. On average, they reported being familiar with chatbots (Mfamiliarity = 3.47, 

SDfamiliarity = 1.08), knew how chatbots work (Mknowledge = 3.27, SDknowledge = 1.12), and felt 

confident to use a chatbot (Mconfidence = 3.36, SDconfidence = 1.02). Regarding how often they use 

chatbots, 20.44% reported never using chatbots, 73% reported using them seldomly, and 7.3% 

reported using them more than one time per week. 
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3.2. Confirmatory Factor Analysis: Psychometric perspective 

A confirmatory factor analysis was performed to test the five-factor structure of the 

BUS-11 from a psychometric perspective. The Comparative Fit Index and Tucker-Lewis 

Index are higher than .95 and thus indicate a good fit (CFI = .978, TLI = .966). The 

Standardized Root Mean Square Residual is lower than .08, indicating a good fit (SRMR = 

.26). The Root Mean Square Error of Approximation is higher than .06, thus indicating an 

insufficient fit (RMSEA = .066). The factor loadings range from 0.77 to 1. For factors 

consisting of more than one item, the factor loadings vary, but are smaller than 1. For 

example, for factor 3 the factor loadings of item 1 and item 2 are 0.95 and 0.95 respectively. 

In contrast, factor loadings for factor 2 are slightly lower. Here, the factor loadings for items 

3, 4, and 5 are 0.84, 0.83, and 0.77 respectively. Generally, all items explain at least 77% of 

the variance in each factor (see Figure 1).  

 

Figure 1 

Visualization of the BUS-11 factor structure from a psychometric perspective 

 

 

The correlations between the factors range from 0.096 to 0.863 (see Table 2). The 

strongest correlation can be observed between factors 2 and 3. Moreover, factors 1 and 2 are 

moderately correlated.  
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Table 2 

Correlation between the factors of the BUS-11 under the psychometric model 

Factor Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 

Factor 1      

Factor 2 .526**     

Factor 3 .328** .863**    

Factor 4 .096* .214** .312**   

Factor 5 .330** .441** .429** .136**  

Note. *p < .05. **p < .01. 

 

3.3. Confirmatory Factor Analysis: Designometric perspective 

A confirmatory factor analysis was performed to test the five-factor structure of the 

BUS-11 from a designometric perspective. The Comparative Fit Index and Tucker-Lewis 

Index are lower than .95 and thus indicate a poor fit based on these criteria (CFI = .885, TLI = 

.85). The Standardized Root Mean Square Residual is lower than .08, indicating a good fit 

(SRMR = .024). The Root Mean Square Error of Approximation is higher than .06, thus 

indicating an insufficient fit (RMSEA = .275). The factor loadings range from 0.98 to 1.01. 

For every factor, there is at least one item that has a factor loading of 1. Moreover, all items 

explain at least 98% of the variance in each factor (see Figure 2).  

 

Figure 2 

Visualization of the BUS-11 factor structure from a designometric perspective 
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The correlations between the factors range from -0.381 to 0.049 (see Table 3). 

Correlations between factors 1, 2, and 3 are strong. Moreover, factors 1, 2 and 3 are strongly 

correlated with factor 5. Although not significant, factor 4 is negatively correlated with factors 

1,2 and 3. 

 

Table 3 

Correlation between the factors of the BUS-11 under the designometric model 

Factor Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 

Factor 1      

Factor 2  .949**     

Factor 3  .862**  .965**    

Factor 4 -.381 -.370 -.334   

Factor 5  .930**  .949**  .889**  .477*  

Note. *p < .05. **p < .01. 

 

When using the outcome criteria to compare the psychometric perspective with a 

sample of 137 participants and the designometric perspective with a sample of 22 chatbots, 

the psychometric perspective indicates a better fit of the previously found five-factor structure 

of the BUS-11 (see Table 4).  

 

Table 4 

Outcome criteria of the confirmatory factor analysis of the BUS-11 using a psychometric 

dataset with 137 participants and designometric dataset with 22 participants 

Perspective CFI TLI SRMR RMSEA 

Psychometric .978   .966 .026 .066 

Designometric .885 .850 .024 .275 

 

3.4. Reliability 

The internal consistency of BUS-11 as measured by Cronbach’s alpha is high from the 

psychometric perspective (α = .89) and the designometric perspective (α = .93).  

An inter-item correlation matrix was produced for both the psychometric and 

designometric datasets. In the psychometric dataset, the correlations varied from 0.094 (item 1 

and item 10) to 0.852 (item 1 and item 2). In the designometric dataset, the correlations varied 

from 0.082 (item 10 and item 11) to 0.981 (item 1 and item 2). In the psychometric dataset, 

the correlations of items that belong to the same factor are stronger compared to correlations 
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of items that do not belong to the same factor. For example, scores of items 1 and 2 are 

strongly correlated, whereas scores of items 1 and 10 are weakly correlated (see Table 5). 

In the psychometric dataset, item scores belonging to the same factor tend to be 

strongly correlated. Contrastingly, in the designometric dataset some item scores which do not 

belong to the same factor are highly correlated. For example, the scores of item 5 which 

belongs to factor two are strongly correlated with the scores of items 6 and 7 which both 

belong to factor 3 (see Table 6).  
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Table 5 

Correlation of the BUS-11 from a psychometric perspective 

 

Item 1 2 3 4 5 6 7 8 9 10 11 

1** 
           

2** .852** 
          

3** .441** .438** 
         

4** .352** .327** .718** 
        

5** .439** .392** .666** .598** 
       

6** .290** .269** .622** .686** .605** 
      

7** .227** .206** .566** .590** .578** .661** 
     

8** .248** .245** .593** .651** .563** .732** .758** 
    

9** .300** .286** .588** .653** .546** .702** .711** .766** 
   

10** .094** .081* .164** .203** .157** .287** .368** .257** 267** 
  

11** .308** .304** .340** .343** .375** .329** .391** .370** .373** .136**  

Note. *p < .05. **p < .01.  
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Table 6  

Correlation of the BUS-11 from a designometric perspective 

 

Item 1 2 3 4 5 6 7 8 9 10 11 

1** 
           

2** .981** 
          

3** .752* .747* 
         

4** .626* .587** .940** 
        

5** .500** .501** .864* .857** 
       

6** .525** .530** .916** .914** .850** 
      

7** .136** .150** .678* .718* .757* .833** 
     

8** .369** .390** .751* .720* .607** .912** .890** 
    

9** .409** .413** .765** .800** .639* .916** .882** .956** 
   

10** .431** .420* .372** .351** .549** .450** .407** .364** 356** 
  

11** .485** .541** .450** .320** .209** .432** .376** .531** .536** .082**  

Note. *p < .05. **p < .01.  
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3.5.  Concurrent Validity 

A regression as part of the SEM from the psychometric perspective was conducted 

between the scores of the BUS-11 and UMUX-LITE. It showed that BUS-11 and UMUX-

LITE scores in this dataset were positively related (Estimate = 0.42, 95% CI [0.33, 0.51]) (see 

Figure 3). This indicates that BUS-11 and UMUX-LITE measure the same construct. Out of 

all five factors of the BUS-11, only factor 3 was significantly related with the UMUX-LITE 

scores (see Table 7). 

 

Figure 3 

Visualization of the relationship between BUS-11 and UMUX-LITE scores 

 

 

Table 7 

Estimates of the regression between the five factors of the BUS-11 and UMUX-LITE scores 

 Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 

UMUX-

LITE 

.014 .034 .144** -.017 .015 

Note. *p < .05. **p < .01. 
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3.6. Other Factors affecting Satisfaction 

 Regressions of the cognitive workload, experience, and disposition to trust scores were 

conducted on the BUS-11 score as part of the SEM (see Table 8). A negative relationship 

between workload and BUS-11 scores was found (Estimate = -0.13, 95% CI [-0.19, -0.07]) 

(see Figure 4). Although the upper bound of the confidence interval is close to 0, this still 

indicates that there is a slight negative relationship between the two variables. None of the 

factors of the BUS-11 were significantly related to cognitive workload. A positive 

relationship was found between previous experience and BUS-11 (Estimate = 0.49, 95% CI [-

-1.54, 2.51]) (see Table 8). However, the confidence interval includes the value zero. 

Therefore, it cannot be certainly concluded that there is a positive relationship between 

previous experience and the BUS-11 score. Finally, a positive relationship was found between 

the disposition to trust and the BUS-11 score (Estimate = 0.04, 95% CI [-0.05, 0.13]). 

However, the confidence interval also includes the value zero. Therefore, it cannot be 

certainly concluded that there is a positive relationship between the disposition to trust and the 

BUS-11 score. 

 

Table 8 

Estimates and upper and lower bounds of the confidence intervals (CI) of the regressions 

between additional factors which might influence satisfaction 

 Estimate CI lower bound CI upper bound 

Cognitive workload -.13   -.19  -.07 

Previous experience  .49 -1.54 2.508 

Disposition to trust  .04   -.05   .13 
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Figure 4 

Visualization of the relationship between BUS-11 and RSME scores 

 

 

 

Table 9 

Estimates of the regression between the five factors of the BUS-11 and RSME 

 Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 

RSME -.001 -.029 -.059 .014 -.011 

Note. *p < .05. **p < .01. 

 

4. Discussion 

 The main purpose of this study was to further validate the factorial structure of the 

BUS-11. A CFA was conducted with a psychometric and designometric dataset. The five-

factor structure was confirmed from a psychometric perspective, but not from a designometric 

perspective. Further, BUS-11 was confirmed to be a reliable and valid measurement 

instrument. Finally, a negative relationship between satisfaction measured by the BUS-11 and 

cognitive workload was found. 
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4.1. Factorial Structure 

The first research question was “Is the construct of the BUS-11 composed of five 

factors, in line with previous research by Borsci et al. (2021), when tested from the 

psychometric and designometric perspective?”. The results suggest that from a psychometric 

perspective, the factorial structure is in line with previous research. The five-factor structure 

was shown to be a good fit. Moreover, the factor loadings are high and correlations between 

factors are moderate. The strongest factor correlations were found between factor 2 and factor 

3. This might be because although the factors are different, they measure similar constructs. 

Factor 2 measures the “Perceived quality of the chatbot”, whereas factor 3 measures the 

“Perceived quality of conversation and information provided” (see Appendix  A). For 

example, compared to factor 4 “Perceived privacy and security”, they are more similar to each 

other. Generally, the findings suggest that from a psychometric model, there are five different 

factors. 

The results of this research did not support the previously found five-factor structure 

from a designometric perspective. First, factor loadings are high, but the correlations between 

factors are strong. A low to moderate correlation between factors could be expected as they 

all measure variables related to the theme of user satisfaction. However, very strong 

correlations between factors suggest that they measure the same construct and could be 

grouped into common factors. Therefore, a model with less than five factors might be more 

fitting from the designometric perspective. As all five factors are strongly correlated with 

each other, this points towards a one-factor model.  

Second, the model fit of the designometric model is worse than that of the 

psychometric model. This might be because the factorial structure from a designometric 

perspective is generally different from this perspective. Moreover, one criterion that differed 

greatly was the RMSEA. In the designometric model, it was a lot higher. According to Kenny 

et al. (2015), the RSMEA has difficulties with models that have less complexity and a few 

degrees of freedom. Thus, the high RSMEA might also be explained by the small sample size 

in the designometric model and might improve if the sample size is bigger. According to 

Schmettow (2021), there are complications when using these criteria. Although a smaller 

sample size of chatbots can lead to these results, it might also be due to the fact that the 

factorial structure of the BUS-11 simply differs between the psychometric and the 

designmetric perspective. 
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4.2. Reliability and Validity 

The second research question was “How reliable are the items of BUS-11?”. 

Generally, the internal consistency of the BUS-11 from both the psychometric and 

designometric perspectives was high. Therefore, it can be concluded that the scores of BUS-

11 are reliable. Further, item scores belonging to the same factor were more strongly 

correlated compared to those not belonging to the same factor in the psychometric dataset. 

This is because they measure the same latent variable and are also more conceptually related. 

However, for the designometric dataset, also item scores not belonging to the same factor are 

strongly correlated. This might be because the factorial structure from the designometric 

perspective is generally different from the five-factor structure from the psychometric 

perspective. It is a similar trend to the strongly correlated factors in the designometric model. 

There, a strong correlation between factors indicates that they might measure similar latent 

variables. Therefore, it makes sense that also many items, including those not belonging to the 

same factor, are strongly correlated.  

The third research question was “Are the BUS-11 and UMUX-LITE correlated 

(concurrent validity)?”. It was found that there is a strong positive correlation between BUS-

11 and UMUX-LITE. This means that they measure a similar construct which is in line with 

previous research (Borsci et al., 2022). This means that BUS-11 is a valid instrument to 

measure user satisfaction. This solves the previously identified gap in available instruments to 

measure elements that are specific to chatbot interaction, for example, the conversational 

aspect. Other instruments currently available do not encompass all aspects satisfactorily and 

researchers often had to use mixtures of different scales (Chung et al., 2020; Joosten et al., 

2016). With the BUS-11, this problem is solved. This is especially relevant in times when 

chatbots and artificial intelligence (AI) are becoming more and more important in the digital 

world. 

 

4.3. Other Factors affecting Satisfaction 

The fourth research question was “What is the relationship between the three 

individual factors of cognitive workload, previous experience, and a disposition to trust, and 

satisfaction with chatbots measured by the BUS-11?”.  

A negative relationship between satisfaction measured by the BUS-11 and cognitive 

workload was found. This means that there was higher satisfaction in interactions where the 

workload was low. This is in line with previous research (Kokini et al., 2012; Schmutz et al., 

2009). This means that if a designer wants to create a chatbot that users are satisfied with, 

they have to consider the cognitive workload. In their design process, they need to make sure 
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that the workload remains low for the user. For example, this could be achieved by having a 

simple screen design, chunking information, and avoiding that the user must multi-task 

(Grunwald & Corsbie-Massay, 2006). 

No relationship was found between satisfaction measured by the BUS-11 and previous 

experience. This is not in line with previous research (Borsci et al., 2015; McLellan et al., 

2012). This might be due to using an unstandardized way of measuring previous experience. 

Moreover, the sample contained mainly university students. This population tends to be more 

experienced with technology and the world wide web in general. Thus, while they might not 

interact with chatbots a lot, they might have a technology affinity. However, as this study 

measured the previous experience with chatbots and not technology affinity or competence in 

general, this might have led to non significant results. 

No relationship was found between satisfaction measured by the BUS-11 and a 

disposition to trust. This might be due to several factors. First, in this research, the decision 

was made to research the disposition to trust and not other trust-related factors. This was 

because the literature also suggested that a disposition to trust might affect satisfaction 

(McKnight et al., 2002; Nordheim et al., 2019). Moreover, participants already had to spend 

much time responding to several scales after every chatbot interaction. Adding several trust-

related items to this would have made the participants even more tired and might have 

resulted in dropouts. 

While a disposition to trust was not related to satisfaction in this study, there might be 

another relationship between trust and satisfaction. One angle could be that there might be 

certain features which make the chatbot more trustworthy. It was found that visual and textual 

features of the chatbot can affect how trustworthy a chatbot is perceived (Følstad et al., 2018; 

Toma, 2010). This concerns especially how human-like the chatbot is (Følstad et al., 2018). 

Additionally, Przegalinska et al. (2019) suggest three new dimensions of trust, for example, 

honest and transparent communication. More research into these aspects is needed. 

Researching trust in chatbots remains crucial because of its relevance for new users to start 

using chatbots and for established users to continue using them (Corritore et al., 2003). 

  

4.4. Limitations 

There are two main limitations to this study. First, the sample size for the 

designometric model was small. This means that the results must be viewed with caution. 

Creating a large sample for a designometric study is difficult. It requires a bigger time 

commitment from human participants as they have to interact with more chatbots. In this 

study, additional data from Huijsmans (2022) was used. The data collected for this study 
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included ten chatbots, and an additional sample of 12 chatbots from a previous study was 

added. Letting one participant interact with and rate more than five to six chatbots will 

increase tiredness and potentially lead to more dropouts. Therefore, the choice was made to 

not include more chatbots and instead, use the data collected in this study for potential future 

studies. 

Second, the previous experience was measured using an unstandardized way. This 

means that the results need to be viewed with caution. 

 

4.5. Future Research 

4.5.1. Factorial Structure from the Psychometric and Designometric Perspective  

 In this research, the five-factor structure of the BUS-11 was confirmed from a 

psychometric, but not a designometric perspective. The results suggest that the factorial 

structure of the BUS-11 is different from a designometric perspective, for example, it could 

be a one-factor structure. To find out what the factorial structure is from the designometric 

view, future research must focus on collecting data for more chatbots and combining it with 

previous data so that future designometric models can be more accurate.  

 Moreover, going back to the original 42-item BUS and performing an exploratory 

factor analysis (EFA) instead of a CFA would be ideal. As the reduction from 42 to 11 items 

was done from a psychometric view, this might be different from a designometric point of 

view. For example, the types and numbers of items the BUS could be reduced to from the 

original 42 items might not be the same as the current BUS-11. However, the same problem 

of data availability applies here. Collecting the data for the BUS-11 is already a huge time 

commitment from the participant side. Doing this again for 42 items would cost lots of time. 

Ideally, old datasets from earlier research with the 42 items could be used.  

4.5.2. Other Factors affecting Satisfaction 

 Future research could focus on technology or experience with conversational systems 

rather than experience with chatbots specifically. In this research, the following two persons 

would have been grouped into the same category if they both do not use chatbots often: 

Person A who uses a computer once a month and person B who uses it daily and has lots of 

experience with technology. While they both do not interact with chatbots often, they would 

still differ in their level of experience with technology which might affect satisfaction. For 

example, a person with little technology experience might encounter difficulties when 

navigating the chatbot. On the other hand, a person with more technology experience can fall 

back on their general technology knowledge to navigate the chatbot. In previous research, it 

was shown that users with different levels of internet competency needed different types of 
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assistance to perform well on a task with conversational agents (Chattaraman et al., 2019). 

Moreover, students with higher internet competency have also been found to give higher 

usability ratings to websites (Meiselwitz & Trajkovski, 2006). Thus, instead of focusing on 

previous experience with chatbots, future research should investigate the relationship between 

satisfaction and computer or internet competency. 

 Second, the BUS-11 should be tested with diverse users. Currently, most research is 

done with university student samples as they are more easily available and large samples are 

needed to validate the BUS-11. Next to that, the BUS-11 is being tested in different languages 

(Borsci et al., 2021; Huijsmans, 2022). However, the BUS-11 has not yet been tested with 

users who have disabilities. This group could be included in future research. 

 Third, future research should be conducted regarding the relationship between trust 

and satisfaction. As described previously, research could focus on which features make a 

chatbot trustworthy and how the trustworthiness of a chatbot affects satisfaction. However, 

this should be separated from research into the factorial structure of the BUS-11. The reason 

is that users would have to respond to even more items after each chatbot interaction. This 

would be tiring and likely lead to dropouts. Therefore, at least the data collection should be 

split between research into the BUS-11 factorial structure and research into the relationship 

between trust and satisfaction. 

 Fourth, future research could control for the task description complexity. For all 

chatbots, the task description was of similar length. However, some chatbots required a more 

elaborate explanation and potentially more complex task description. If a task could not be 

completed, it was mainly because the participant could not find the chatbot. This means it was 

not about the task itself, but finding the chatbot on the web page. Still, some chatbots needed 

more attention than others. For example, Chatbot 3 (Dropbox) required less task complexity 

and information compared to Chatbot 8 (Health Checker) where the participant had to 

remember and fill in lots of information about their (in this research fictional) symptoms. 

While this is the nature of the chatbot and it likely had an effect on satisfaction, it could be 

valuable to control for task complexity in future research. For example, this could be done by 

adding an item which measures this complexity or by defining the minimum and maximum 

number of interactions that the participant must perform with a chatbot that is used in the 

study. 

 

4.8. Conclusion 

This research provided new insights into the factorial structure of the BUS-11 from a 

psychometric and designometric perspective. It validated the previously found five-factor 
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structure from a psychometric point of view and showed that there likely is a different 

factorial structure from a designometric perspective. Thus, it provides a first step towards 

establishing a BUS from a designometric perspective. Moreover, it provides a starting point 

for designometrics to be more often used in the development of scales. Overall, this research 

contributed to having a solution for the growing demand for a singular scale that can assess 

satisfaction with a chatbot – in a world in which chatbots and conversational agents are 

becoming more and more prevalent in everyday life.  
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6. Appendices 

Appendix A: BUS-11 and its five factors (5-point Likert scale ranging from strongly 

disagree to strongly agree) 

 

Factor Item 

1. Perceived accessibility to chatbot 

functions 

1. The chatbot function was easily 

detectable 

 2. It was easy to find the chatbot 

2. Perceived quality of chatbot 

functions 

3. Communicating with the chatbot was 

clear 

 4. The chatbot was able to keep track of 

context 

 5. The chatbot’s responses were easy to 

understand 

3. Perceived quality of conversation 

and information provided 

6. I find that the chatbot understands 

what I want and helps me achieve 

my goal 

 7. The chatbot gives me the appropriate 

amount of information 

 8. The chatbot only gives me the 

information I need 

 9. I feel like the chatbot’s responses 

were accurate 

4. Perceived privacy and security 10. I believe that the chatbot informs me 

of any possible privacy issues 

5. Time response 11. My waiting time for a response from 

the chatbot was short 
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Appendix B: Chatbots with the respective URL and task description 

 

Chatbot 1: Adobe 
https://helpx.adobe.com/support.html 

You are considering a monthly subscription for Adobe Creative Cloud. Your goal is to find 

out how much the monthly subscription costs for Adobe Creative Cloud. You need to use the 

chatbot to complete this task. 

 

Chatbot 2: Figma 

https://help.figma.com/hc/en-us 

Figma is a digital prototyping and brainstorming tool. You have inserted a picture in the 

online environment, but it is not loading, even after 10min. Your goal is to find out 

possibilities why the image is not loading. You need to use the chatbot to complete this task. 

 

Chatbot 3: Dropbox 

https://www.dropbox.com/support 

Dropbox is a platform where you can store files. Your files have now disappeared from the 

web version of Dropbox, but they are still available on your desktop. Your goal is to find out 

possibilities why the files are gone. You need to use the chatbot to complete this task. 

 

Chatbot 4: Access Bank 

https://www.accessbankplc.com/pages/customer-support.aspx 

Access Bank is a commercial bank. You want to buy an expensive item online and need to 

increase your transfer limit. Your goal is to find out how you can increase your transfer limit. 

You need to use the chatbot to complete this task. 

 

Chatbot 5: Air New Zealand 

 https://www.airnewzealand.co.nz/help-and-contact 

You would like to know what the flight departures are for all Air New Zealand flights. For 

that you need to access the flight information tool. You do not have a specific flight number. 

Your goal is it to be redirected to the website where you can look up all flight departures. You 

need to use the chatbot to complete this task. 

 

Chatbot 6: Royal Bank of Scotland 

https://www.rbs.co.uk/support-centre.html#cora 

You have a loan at the Royal Bank of Scotland. As you recently inherited a lot of money, you 

could pay off the loan all at once now. You are looking for an online form where you can 

request that. You do not own a smartphone, but a laptop. Your goal is to find the site where 

you can request to pay your loan all at once. You need to use the chatbot to complete this task. 

 

Chatbot 7: Singapore Airlines 

https://www.singaporeair.com/en_UK/sg/support/kris-the-chatbot/ 

You will fly directly from Amsterdam to Singapore in three days. You will fly with Singapore 

Airlines in the economy class. You are wondering how much your checked luggage is 

allowed to weigh. Your goal is to find out what the maximum weight for the checked luggage 

on your flight is. You need to use the chatbot to complete this task. 

 

Chatbot 8: Buoy Health Checker 

https://www.buoyhealth.com/symptom-checker/ 

https://www.dropbox.com/support
https://www.accessbankplc.com/pages/customer-support.aspx
https://www.airnewzealand.co.nz/help-and-contact
https://www.rbs.co.uk/support-centre.html#cora
https://www.singaporeair.com/en_UK/sg/support/kris-the-chatbot/
https://www.buoyhealth.com/symptom-checker/
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Two days ago, your throat started hurting. Now you have a fever of 39.5 °C. You think that 

you might have the COVID-19 virus. Your goal is to find out if you might have COVID-19. 

You need to use the chatbot to complete this task. 

 

Chatbot 9: Benefit cosmetics 

https://www.benefitcosmetics.com/en-us/contact-us 

You have ordered cosmetics to your home address, but they have not shown up yet. It has 

been 1 month since you placed the order. Your goal is to find out how long it normally takes 

for Benefit Cosmetics to process an order. You need to use the chatbot to complete this task. 

 

Chatbot 10: Singapore Government 

https://www.gov.sg/ 

You are a long-term resident in Singapore. Your goal is to find out if you have to pay for a 

COVID-19 vaccine shot in Singapore. You need to use the chatbot to complete this task. 

 

 

https://www.benefitcosmetics.com/en-us/contact-us
https://www.gov.sg/

