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Abstract

Introduction: Facial feminization surgery (FFS) is an underdeveloped surgical field
in need of objective methods to plan, execute, predict and evaluate FFS and its
outcomes. If the desired postoperative facial shape is known, a method to translate
that soft tissue shape into matching hard tissue shape will make objective surgical
planning possible. A proof of concept for translating facial soft tissue shape towards
matching hard tissue shape is provided in this research.

Methods: Principal component analysis was performed on 252 facial soft and
hard tissue meshes with 1:1 vertex correspondence. The soft and hard tissue prin-
cipal component scores were used as input and output, respectively, for a dense
autoencoder. The training, validation and test sets consisted of 200, 31, and 21
subjects respectively. The predicted hard tissue principal component scores were
reconstructed to meshes and compared to the true meshes.

Results: The reconstructed meshes had a median error in the x, y and z coor-
dinates below 1.5 mm with median absolute deviation below 1.2 mm. The regions
with errors above the third quartile corresponded with inaccurately predicted princi-
pal components.

Conclusion: This study provides a proof of concept for the predictive value of
facial soft tissue shape for facial hard tissue shape through a combination of PCA
and a dense autoencoder applied to 3D meshes. Along with more data of subjects
with comparable demographics and a stricter exclusion on image quality, the results
should improve and the true possibilities for objective FFS methods should become
clear.
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Chapter 1

Introduction

In recent decades, the number of people seeking professional help for gender iden-
tity related issues has increased tremendously [1]-[3]. A perceived incongruity be-
tween a person’s gender identity and their gender assigned at birth is defined as
gender dysphoria, which often causes emotional and mental distress [4], [5]. Treat-
ment of gender dysphoria is individualized and may or may not involve hormonal
and surgical interventions. Gender confirming surgical interventions include bottom
surgeries (genital reconstruction or removal of sex organs), top surgeries (breast
removal or augmentation) and facial surgery. In male to female individuals,
otherwise known as transgender women, facial gender confirming surgery has been
found to generally be the surgery of highest priority for transitioning [6], where it is
also called facial feminization surgery (FFS).

In FFS, masculine facial features are feminized to reduce dysphoria and in-
stances of misgendering. In the Netherlands, most oral and maxillofacial surgery
training programs have little to no exposure to FFS. The relative novelty
along with a lack of evidence-based protocols and guidelines are the main reasons
why FFS is an underdeveloped surgical discipline that is difficult to execute sys-
tematically. The knowledge to perform FFS is acquired mainly through experience,
and at the time of writing there is no gold standard of pre-operative planning. This
makes it difficult to train new surgeons as the precise adjustments depend a subjec-
tive analysis of an individual patients’ facial features. [9], [7], [8]

Furthermore, patients do not know what they will look like after surgery as there
is no accurate way of visualizing the post-operative changes in facial features of
individual patients [9], [10]. This can lead to unrealistic expectations and patient
dissatisfaction. Meanwhile, evaluation of FFS results are currently based on such
subjective measures as patient satisfaction or the surgeon’s perception of femininity.
In short, there is a need for objective methods to plan, execute, predict and evaluate
FFS and its outcomes to ensure clinical reproducibility of procedures, predictable
outcomes with realistic patient expectations and improved training of surgeons.
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1.1 Framework

This research has been conducted at the OMFS department of Amsterdam UMC
and the 3D lab of Radboudumc in the Netherlands and proposes a method for pre-
diction of facial hard tissue shape based on facial soft tissue shape. Knowledge of
the predictive properties of these tissue shapes can be deployed towards surgical
planning of FFS and other OMFS procedures to improve patient care.

1.2 Research aim

Due to the aesthetic component of FFS, surgical planning is based around the post-
operative facial shape. To accurately and objectively plan FFS, an approximation of
surgical hard tissue adjustments that result in the desired facial shape is needed.
The necessary hard tissue adjustments can be obtained by analyzing the difference
between the preoperative and postoperative hard tissue shape. Therefore, if the
desired postoperative facial shape is known, a method to translate that soft tissue
shape into matching hard tissue shape will make objective surgical planning possi-
ble. Such a method for translating facial soft tissue shape towards matching hard
tissue shape is explored in this research.

This thesis aimed to provide a proof of concept for the method of using principal
component analysis in combination with a dense autoencoder to predict facial hard
tissue shape based on soft tissue shape in adult individuals of the general popula-
tion.

1.3 Outline of thesis

This thesis describes the process of the proposed method for facial hard tissue
prediction and provides early results obtained with this method. In Chapter 2, a
clinical and technical background will be given. The clinical background provides
insight into FFS and the current clinical workflow and its limitations. In the technical
background the principles of the Meshmonk algorithm, autoencoder models and
principal component analysis are explained. Chapter 3 states the methods
executed in this research, divided in data preparation and processing. Chapter 4
contains the obtained results which are later discussed in Chapter 5. Finally, in
Chapter 6, conclusions and recommendations are given.



Chapter 2

Background

This chapter contains background information which will provide clinical context and
explanation of principles behind technical aspects of this thesis. This chapter is
divided in a clinical and technical section.

2.1 Clinical background

In this section, a general introduction to FFS is given and literature on the relation
between soft and hard tissue is reviewed.

2.1.1 Facial feminization surgery

Successful FFS provides patients with the ability to align their facial appearance
and gender expression with their gender identity, thus decreasing their gender dys-
phoria and related mental health issues. [11] A number of different procedures and
approaches are possible in FFS, which should always be tailored to the individ-
ual patient. These procedures include hard tissue alterations such as frontal bone
cranioplasty, zygoma osteotomy, mandibular reduction, and genioplasty. Soft tis-
sue alterations are also an important part of FFS and include rhinoplasty, brow lifts,
hairline lateration, lip augmentation, Adam’s apple contouring and face and neck
lifts. [8] [12] Hard and soft tissue altering procedures are often combined into the
treatment of the patient.

Patient satisfaction is one of the most important factors of treatment, which de-
notes whether patients are content with the received health care. This measure is
affected by patient expectations, independent of quality of care, with realistic ex-
pectations resulting in a higher patient satisfaction. [13]-[15] Unfortunately, realistic
expectations are difficult to manage in facial surgeries such as FFS due to the aes-
thetic aspects and inability to simulate the surgical outcome pre-operatively. [9], [10]
A surgical outcome simulation would help manage expectations and is expected to
result in more realistic expectations and a higher patient satisfaction.
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Value in surgical care is maximized when the desired outcome is highly likely
to be realised, and the incidence of adverse outcomes is low. [16] Through imple-
mentation of surgical planning, the accuracy and reproducibility of FFS will increase
which is expected to result in an increase in value in surgical care.

2.1.2 Relation between soft and hard tissue

The shape of the face and its features is determined by hard tissue, which is com-
prised of the cranial and facial bones, and soft tissue such as skin, muscle, and fat.
The relationship between facial hard and soft tissue has been the subject of numer-
ous studies in the field of OMFS, with the aim to be able to predict postoperative fa-
cial appearance changes. When looking at the predictive value between facial hard
and soft tissue, most research has been conducted within orthognathic surgery and
has been focused on soft tissue prediction [17]. Not unlike FFS, the objective of or-
thognathic surgery is twofold: a functional and aesthetic result. Research is focused
on postoperative soft tissue changes, which is a generally unpredictable component.
Proposed methods for prediction of soft tissue changes include cephalometric analy-
sis [18] [19], mass tensor models (MTM) [20], finite element models (FEM) [21] [22],
machine learning (ML) [23] and deep learning (DL) [24].

Cephalometric analysis uses angles and distances between facial soft and hard
tissue landmarks. This method lacks in three dimensional accuracy [21], especially
in the upper lip and nose area [25]. The MTM and FEM algorithms are volumetric
models and have provided promising results, but studies still have their limitations
such as a small number of patients [26] [22] [21]. The trained DL model was com-
pared to and more accurate than MTM, but this was performed exclusively on the
lower face [24].

No notable research has been conducted the other way around, on predicting
hard tissue shape based on soft tissue shape. As orthognathic surgery prioritizes
functionality over aesthetics, surgical planning is generally built around occlusion.
Taking the desired soft tissue shape as starting point and working back towards
hard tissue changes is opposite to current orthognathic planning methods and may
not result in the desired functionality. However, considering the main purpose of FFS
is to achieve a specific aesthetic outcome, this could prove to be a suitable method
for surgical planning for FFS.



2.2 Technical background

In this section, a background is provided on the technical aspects on this thesis.
The MeshMonk toolbox, autoencoder network and principal component analysis are
explained.

2.2.1 MeshMonk

MeshMonk is an open-source customizable toolbox created for phenotyping of 3D
meshes. A facial soft tissue template is provided for analysis of facial images,
through registration of the template on target images. The MeshMonk registration
method has been validated for 19 facial landmarks on n=41 facial 3D images, with
an average error of 1.26mm when compared to manual observers. [27], [28]

A readily available validated facial soft tissue registration method combined with
supported customisation makes MeshMonk well suited for the purpose of this the-
sis. Facial soft and hard tissue can be registered in a similar way which allows for
analysis of the predictive value of facial shape.

The facial soft tissue template consists of 7 160 vertices, or quasi-landmarks,
each defining three coordinates. This template is fitted to the target’s shape through
two registration steps: a scaled rigid and a non-rigid transformation. During registra-
tion, the vertex coordinates form towards the accompanying landmarks of the target
face. As each target is registered in the same way by the MeshMonk algorithm, the
resulting meshes, or MeshMonk models, have a 1:1 vertex correspondence. The
vertex number which denotes the nasion landmark in one target, will also denote
the coordinates for the nasion in the other targets.

A facial hard tissue template needed to be created specifically for this research,
to be applied to hard tissue targets. Afterwards the resulting hard tissue MeshMonk
models will have a 1:1 vertex correspondence as well. The vertex correspondence
in addition to applying generalized procrustes analysis (GPA) with scaling, makes it
possible to analyse soft and hard tissue model shapes.

2.2.2 Autoencoder

Autoencoders are a type of neural network that can be used for unsupervised learn-
ing, where the network learns to represent the input data in a latent, often lower-
dimensional, space and to reconstruct the data from the latent space. This can be
useful for reducing the dimensionality of high-dimensional data, data compression
or checking relations between data. One type of autoencoder is the dense autoen-
coder, which consists of a series of fully connected layers.
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For this thesis, a dense autoencoder was created. The principals of this type of
autoencoder and the way it was used will be explained in this chapter.

Autoencoders are made up of two parts: an encoder and a decoder, which en-
able self-supervised learning. The encoder takes the input data and maps it to
a lower-dimensional representation, the latent space, while the decoder takes this
representation and reconstructs the original input. The latent space serves as a bot-
tleneck for information flow between the encoder and decoder, forcing the network
to learn a compressed representation of the input. Dense layers are fully connected
layers, meaning that every input neuron of the layer is connected to every output
neuron.

One way to use a dense autoencoder to explore relationships between different
types of data is to first pre-process the data using Principal Component Analysis
(PCA) to reduce the dimensionality of the data.

The pre-processed data can then be fed into a dense autoencoder, which can
map the data to a higher-dimensional space, allowing for the exploration of relation-
ships between different types of data. The main benefit of using PCA in this way
is that it can help to remove noise and irrelevant information from the input data,
which can improve the performance of the autoencoder in smaller data sets. In
essence, by letting the autoencoder train only on important information the chances
of it recognizing relationships specific to the smaller data set which are not neces-
sarily true for the general population will be significantly reduced. Additionally, by
feeding the autoencoder a low dimensional input and increasing the dimensional-
ity in the encoder to the latent space, it can capture more complex relationships
between different types of data.

Training the autoencoder involves minimizing the difference between the desired
output and the output of the decoder. This is done by defining a loss function that
measures the difference between the input and output, and then optimizing this loss
function using backpropagation. An often used loss function is the mean squared
error (MSE), where larger errors are punished more harshly than smaller errors. On
contrary, the mean squared logarithmic error (MSLE) function does not punish larger
errors as harshly as MSE and is more robust to outliers.

The gradients of the loss function with respect to the weights of the network are
then computed using backpropagation, and the weights are updated using an opti-
mization algorithm, such as adaptive moment estimation (Adam). The advantage of
Adam is that it computes individual adaptive learning rates for different parameters
and updates them. [29]

Batch normalization can be used to normalize layer inputs within the autoen-
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coder, to counter the changes in distribution of inputs during training. This allows
for a higher learning rate and faster learning. [30] Another way to improve the per-
formance is dropout, where neurons of the layer on which it is applied are randomly
omitted with a set probability. This is a method designed to reduce overfitting. [31]
Another way to limit overfitting is to add Gaussian noise to the input of layers as
a regularizing method. These methods were all used in this thesis to improve the
performance of the autoencoder.

2.2.3 Principal Component Analysis

Principal Component Analysis (PCA) is a method to extract dominant patterns, or
important information, from multivariate datasets that are difficult to interpret. The
main objectives of PCA are to retrieve important information from the data and to
reduce the size of the data set by omitting the less important data. [32], [33]

The extracted information is represented as a set of new, orthogonal, variables:
principal components (PCs). These principal components are linear combinations
of the original variables. The first principal component has the largest possible vari-
ance, while the second principal component is computed orthogonal to the first com-
ponent with the largest possible variance. All following components are computed in
the same way. The result is that each principal component will always be orthogonal
to, and account for a lower percentage of the variance than the previous compo-
nents. The values of these new variables, the principal components, are called
scores. These scores describe the projections of the observations on the principal
components. [32]

Datasets should be sorted into rows of observations and columns of variables
before performing PCA. The principal components can be computed with the co-
variance method, which is used when variables have similar scale. As the number
of observations is smaller than the number of variables in this thesis, the singular
value decomposition (SVD) algorithm is used. The following steps give an example
of computing the principal components of dataset A with dimensions n x p, contain-
ing n observations and p variables. [34] [35]

1. Subtract the empirical mean u of each column of A and store the mean-
subtracted data in n x p matrix X

2. Calculate the n x n left singular vector matrix U, the n x p diagonal singular
values matrix S and the p x p right singular vector matrix V through SVD of
matrix X:

X = USV” (2.1)

7



3. Sort the diagonal singular values matrix S in descending order, and permute
the matrices U and V correspondingly

4. Determine the percentage of variance explained by each component, and re-
turn these values in vector e:

_ 100 (S*/(n—1))
%(8%/(n—1))

(2.2)

5. Determine amount L of principal components needed to account for a desired
percentage of the variance through cumulative summing of e

6. Let Q = VT and only keep the first L columns, to obtain p x L matrix Q
7. Compute n x L scores matrix S by multiplying the matrices X and Q:

S = XQ (2.3)

In matrix S, the first column corresponds to the first principal component, the sec-
ond column corresponds to the second principal component and so on. These com-
ponents can be plotted against each other in 2D or 3D plots to show the distribution
of the data. Every value of the principal components represents one observation.
Therefore, when plotting the components, each dot corresponds with one observa-
tion. When differences between classes of the observations within the data account
for variances, it will also be visible which components represent these variances as
the classes will cluster or be distributed differently. [32] [34]

Matrix Q is also called the coefficient matrix. The coefficients of the matrix are
used to compute the scores matrix S. By design, this matrix can also be used to
compute scores of observations not included in the PCA. The new observations
X.,.... need to be centered in the same way as the original observations included in
the PCA (Step 1), after which they can be projected on the principal components by
multiplication with Q to obtain the scores S,....:

Snew = Xner (24)

One of the main advantages of PCA is the possibility of reversing the analysis
to obtain the original data. By reversing the mathematical computations listed be-
fore, the original data can be reconstructed provided all principal components are
included. However, when using less principal components, or when using all princi-
pal components in an analysis with a larger number of variables than observations,
the reconstructed original data will not be exactly the same [32]. This can also be
used to reverse the autoencoder output in this thesis, which will consist of scores
matrices, to be able to compare the output to the original data. Here it is important to
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reconstruct the output as well as the original data, with the same amount of principal
components, to be able to compare the two.

In this thesis, existing functions within Matlab (Mathworks) will be used to calcu-
late PCA, instead of manually coding the steps explained above.



Chapter 3

Methods

This chapter states the methods used to explore the predictive value of facial soft
tissue (ST) shape for hard tissue shape. The methods are divided in data
preparation and processing and analysis of the results.

As this study focused on the shape of the facial tissues, 3D meshes of soft and
hard tissue were used. To scale and align all meshes, the MeshMonk algorithm
was used. MeshMonk is centered around facial soft tissue shape, which means
that a hard tissue template needed to be created for the application of the algorithm
on hard tissue meshes. After alignment all facial meshes were split through the
median plane, mirroring the left side to the right. The vertex indices were updated
on the mirrored half to ensure vertex correspondence between each ST mesh, and
between each HT mesh. This eliminates profound asymmetrical components from
influencing the PCA and increased the amount of single subjects for the study.

Before implementing the autoencoder model, PCA was applied. Usage of au-
toencoder model was chosen due to the ability to recognize non-linear relations
between data, however it may be overpowered for use on limited data set size. To
prevent it from learning relations which are incidentally true for the data set but not
necessarily true for the actual general population, PCA was added to extract the
most important shape information. The scores of the principal components (PCs)
were used as input and output for the autoencoder. After the autoencoder predicted
HT PCA scores to match the input ST PCA scores, the HT mesh was reconstructed
from the predicted PCA scores and compared to the real HT mesh.

3.1 Data preparation

The data consists of facial 3D photos (.TSB) and Cone Beam Computed Tomography
(CBCT) scans (DICOM), which were retrospectively retrieved from the database of
the OMFS department of Radboudumc. The data was preprocessed with 3DMedX
(Radboudumc) and MATLAB (MathWorks), a HT template needed for processing
with MeshMonk was created with Materialise Mimics (Materialise) and Meshmixer
(Autodesk).
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3.1.1 Data selection

The data set was compiled of matching facial ST and HT data (i.e. ST and HT of the
same subject) acquired within a one year time frame. The criteria were chosen to
obtain a data set which was balanced between the number of subjects and homo-
geneity between them. Male and female adult Caucasian individuals with a healthy
BMI (> 18 and < 28) and matching ST and HT data were included. Individuals with
genetic or acquired craniofacial disfigurements, ST images made within one year of
OMFS and low quality images were excluded.

In total, 105 individuals with a mean age of 27.4 years and standard deviation of
7.9 were included. Of these individuals, 26 were included twice and 9 were included
three times due to more than one ST and HT set being available; one preoperative
and (multiple) postoperative. A total of 149 ST and HT images were included, of
which one was used to create the HT template, leaving 148 matching sets.

3.1.2 Creation and simplification of 3D meshes

The data was converted to 3D meshes in Wavefront .obj format. ST data was con-
verted using a .TSB to .obj converter from the 3D lab of Radboudumc. The DICOM
files were loaded into 3DMedX to create meshes which were then exported as .obj
files.

Unlike the ST .TSB files which were already meshes, the required information
still had to be extracted from the DICOM files. One by one, the DICOM files were
imported and the right tissue was visualized by setting the Hounsfield Unit (HU)
lower threshold to approximately -600 for soft tissue and to 276 for hard tissue.

As discussed in [2.2.7] MeshMonk requires five facial landmark coordinates for
the initial rough alignment of meshes. In order to align the ST and HT meshes in
the same way, additional ST meshes were created from the DICOM files. These
meshes were used in the next step to determine the facial landmarks, since they
share the same orientation as the HT meshes.

Facial landmarks

Five facial landmarks were determined on all ST images from both the 3D photos
and the DICOM files: left and right endocanthion, nasal tip and left and right cheilion.
This was done in 3DMedX by importing the meshes and assigning the landmarks
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manually by using the MeshMonk batch landmark workflow. The landmark coordi-
nates were saved in .csv files.

Pre-processing hard tissue 3D meshes

Unlike the 3D photos, the hard tissue meshes created from DICOM files were com-
plex meshes comprised of multiple surfaces. The DICOM files also had differing
values for the Image Position Patient variable, meaning the meshes were scattered
around the 3D space. To perform MeshMonk, meshes need to be in vicinity of each
other to be processed and preferably have a simple surface. To improve the result-
ing MeshMonk models the hard tissue meshes were pre-processed.

In MeshLab, Laplacian smoothing was applied and the meshes were reduced to
30 000 faces through quadratic edge decimation with preservation of normals.

Then, in Matlab, an ellipsoid volume was removed from the inner structures of
all HT meshes. Hard tissue meshes and corresponding soft tissue landmarks were
loaded into Matlab. To ensure ellipsoid location and dimensions which would work
for a large number of meshes, the ellipsoid was defined based on the mesh dimen-
sions. The center and axes sizes were found through trial and error, an example can
be found in figure [3.1] The ellipsoid center coordinates needed to be posterior on
the median plane and were computed as follows:

1. Calculate 3D midpoint between endocanthion landmarks

2. Subtract 0.2 times total length of the mesh in the Y-axis to the midpoint Y-
coordinate

The size of the X and Y semi-axes were defined as being 0.3 times the total length
of the mesh in the X and Y axes, respectively. The Z semi-axis was defined as 0.8
times the total length of the mesh in the Z-axis. Once the ellipsoid was defined, the
vertices and corresponding faces within the ellipsoid volume needed to be identified
and removed. To identify these vertices and faces, the standard ellipsoid equation
was used:

Er+Er+E)r=1 (3.1)

where X, y and z are the coordinates of the vertices minus the ellipsoid center coor-
dinates and a, b, and c are the lengths of the semi-axes. For every vertex where the
equation is smaller than 1, the corresponding faces and vertices were removed and
the remaining indices updated.
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By removing most of the inner vertices and faces not needed for the surface
mesh, MeshMonk was less likely to wrongfully match surface points to points of the
inner skull structures.
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Figure 3.1: Visualisation of an ellipsoid within a hard tissue mesh. Red dot indi-
cates the center of the ellipsoid, blue dots indicate the endocanthion
landmarks. (a) lateral view of the hard tissue mesh and ellipsoid. (b)
Cranial view of the hard tissue mesh and ellipsoid. (c¢) Cranial view of
the hard tissue mesh with ellipsoid volume removed.

3.1.3 Hard tissue template

In order to use MeshMonk on the HT data, a HT template was needed which is
not provided by MeshMonk. From the dataset, one HT image with a symmetrical
shape and good image quality was selected to serve as template. In Materialise
Mimics, the hard tissue was segmented and the inner skull structures and dentures
removed. Meshmixer was used to remove double surfaces and fill surface holes in
the maxilla of the mesh. In MeshLab, a Laplacian smoothing filter was applied to
reduce unevenness and the mesh was simplified to 12 000 faces using quadratic
edge decimation with preservation of normals.

Finally, in Meshmixer the template was mirrored in the median plane, resulting
in a symmetrical template with 6 785 vertices and 12 724 faces depicted in Figure
8.2l In comparison, the ST template provided by MeshMonk (Figure consists of
7 160 vertices and 14 050 faces.
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Figure 3.2: Posterior, lateral and anterior view of hard tissue template created for
use on CBCT data with MeshMonk.

Lateral view Anterior view

Figure 3.3: Lateral and anterior view of the soft tissue template from MeshMonk.

3.1.4 MeshMonk

The MeshMonk algorithm was applied in Matlab, using the available open-source
code which was edited for batch processing and for application on hard tissue
meshes. The meshes were translated towards the origin (0,0,0) by applying a trans-
lation to the mesh vertices. The translation vector was calculated by subtracting the
Image Position Patient value, defined in the DICOM info, from the origin.

Then, MeshMonk was performed on ST and HT meshes with the ST and HT tem-
plate, respectively. The initial rigid transformation was set at 30 iterations, the non-
rigid transformation was set at 400 iterations. Both rigid and non-rigid transformation
had scaling and use of surface normal direction to determine outliers enabled. The
full parameter settings can be found in the used Matlab script in ?2?.
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3.1.5 Split meshes and final exclusion

To prevent asymmetry from being recognized as the most important component by
PCA, the ST and HT meshes were split in two through the median plane. Of the re-
sulting left and right half meshes, the left side was mirrored. The vertex indices were
then updated to guarantee vertex correspondence between meshes of the same tis-
sue type. This resulted in a uniform data set of right half ST and HT facial meshes,
which enlarged the data set size and eliminated the asymmetrical component.

The soft and hard tissue meshes were split separately in Matlab. Defining the
left and right side was determined by the templates, since these are symmetrical the
median plane is exactly defined and vertices belonging to either side can be easily
identified. Through vertex correspondence between meshes due to MeshMonk, left
and right sides of all meshes could then be extracted and saved separately.

First, the vertex corresponding with the nasion landmark was identified in the
templates. The vertices were translated so that the nasion vertex corresponded with
the origin (0,0,0), ensuring the median plane was defined as the YZ-plane through
x = 0. Vertices with x-coordinates below or equal to 0 corresponded with the right
half. By identifying and removing faces and their corresponding vertices with x-
coordinates higher than 0, the right half was calculated. By default, the leftover
faces and their corresponding vertices defined the left halves.

The left template halves were mirrored by multiplying the X-coordinates of the
vertices with -1. The left half vertices coordinates were then identical to the right
half vertices, through nearest neighbor search function in Matlab the matching ver-
tex indices were found and adjusted to guarantee vertex correspondence. Finally,
after copying the faces from the right half to the mirrored left half, the meshes were
identical. The soft tissue meshes had 3633 vertices, compared to 3420 for the hard
tissue meshes. The ST and HT templates which were cut in half through the median

can be found in figures [3.4]and[3.5

The vertex indices were saved and used to mirror all left half meshes. Each half
mesh was individually visually inspected for large errors of the Meshmonk algorithm,
only meshes with errors that would reasonably not show up in PCA were saved and
used further on. The final data set consisted of 252 right half matching soft (3363
x 3 x 252) and hard (3420 x 3 x 252) tissue mesh sets, 133 preoperative and 119
postoperative sets of a total of 104 individuals.
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Figure 3.4: Posterior, lateral and anterior view of the median split hard tissue tem-
plate.
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Figure 3.5: Lateral and anterior view of the median split soft tissue template.
3.2 Data processing

A PCA was performed on hard and soft tissue meshes to obtain the scores matrices.
These were normalized and then used to train, validate and test the autoencoder.
The resulting predicted hard tissue scores of the test set were then reconstructed
to hard tissue meshes and compared to the original meshes. To measure the per-
formance of the autoencoder and not of the PCA, the original meshes were recon-
structed with the same number of principal components as were used as input and
output of the autoencoder. The general methods of the data processing are visu-

alized in Figure with a more detailed workflow included in Figure on page
23.
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Figure 3.6: Data processing workflow. With L the chosen number of principal com-
ponents for the lower dimensional representation of the data (see2.2.3).
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3.2.1 Principal component analysis

The PCA was performed in Matlab according to the principles explained in section
to calculate the scores matrices. The methods for ST and HT meshes were
similar, but not identical and will be elaborated upon separately. The supporting
scripts can be found in Appendix [A.1]

Hard tissue

The input for the analysis were the vertex coordinates of the meshes, stored in 3420
x 3 x 252 data matrix A. This gives a total of 3420 vertices (v) each with three
dimensions (d) for 252 subjects (n). First, a generalized procrustes analysis (GPA)
was performed and the transformation matrix from the GPA was used to transform
the meshes towards the mean of A over all subjects n, resulting in 3420 x 3 x 252
data matrix X. The 1 x 252 scaling factor f for each subject was saved, to be able
to scale the vertices back to their original size later. This was necessary to be able
to approximate the error in mm, as 1 unit in the 3D photos and 1 unit in the CBCT
images equals 1 mm.

The PCA itself was based on preoperative meshes, to reduce influence of im-
plants in the postoperative meshes on the analysis. First, matrix X was reshaped
to the size of 133 x 10260, where each row n represented one subject and each
column j represented one dimension of one vertex. The mean v of every column of
X was calculated and subtracted from X and returned in matrix Y.

1
vi=-> (X)) (3.2)
n=1
ij - Xn,j - th (33)

With h a n x 1 column of ones. Vector v was saved for PCA of postoperative
meshes and reconstruction later on. With the PCA function in Matlab, the analysis
was performed on Y. For the exact computation used in this function, see[2.2.3] The
10260 x 132 coefficient matrix C, the 133 x 132 scores matrix S,,.,, and vector e with
the percentage of variance explained per component with length 132 were saved.
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Through cumulative summing of e, the number of principal components needed to
account for 80% of the variance was found to be seventeen. The amount of vari-
ance explained per component has dropped to 1.2% in the seventeenth component.
Higher components will each explain a decreasing amount of variance and will add
less and less information. The first seventeen principal components were therefore
chosen to represent the soft and hard tissue models in the autoencoder.

The scores of the 119 postoperative meshes were calculated using C. The 3420

x 3 x 119 data matrix M of postoperative meshes was reshaped to the size of 119 x

10260, where each row m represented one subject and each column j represented

one dimension of one vertex. Vector v was subtracted from M and returned in vector
Z.

Z,; =M, ;—hy; (3.4)

With h a n x 1 column of ones. Then, the 119 x 132 scores matrix S,,s,, was
calculated by multiplying Z with C,

Spostop = Zm,j * Cj,n—lm (35)

Before using the scores matrices as input for the autoencoder, the preoperative and
postoperative scores matrices were concatenated to m+nx n-1, or 252 x 132, matrix
S,y and normalized by subtracting the 1 x 132 column mean s,,,, and then dividing
by the 1 x 132 column standard deviation vector s;:

132

1
Simu = n—1 ;(Sorig) (36)
S, = \/Z(Sorig - Smu) (37)
n
o Sorig — Sy
S,ig = B — (3.8)

All rows and the first seventeen columns of S, s.,, and s, were saved to use
with the autoencoder and the reconstruction of data later on.

"Note that C has n-1 columns, as there are more variables (v*d = 10 260) than observations (n =
133) included in the PCA
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Soft tissue

The PCA for the soft tissue meshes followed the same method, with the exception
of the scaling factor of the GPA. The scaling factor of the soft tissue mesh of each
subject equalled the scaling factor of the matching hard tissue mesh.

The number of dimensions and subjects was identical, but the number of soft tis-
sue vertices v was 3633. The analysis was performed on 133 preoperative subjects,
the 119 postoperative subjects’ scores were calculated through multiplication of the
mean-centered data matrix with the coefficient matrix of the soft tissue PCA. The
preoperative and postoperative scores matrices were concatenated and normalized
through subtraction of the mean and division by the standard deviation. To create a
dataset with equal dimensions between soft and hard tissue data, the first seventeen
columns of this matrix were saved to use with the autoencoder.

3.2.2 Autoencoder

The autoencoder was created in Python (version 3.9.13, Python Software Founda-
tion) using Keras (version 2.12.0, F. Chollet et al). The Python scripts can be found
in[A.2] Table [3.1]provides an overview of the demographic variables of the included
subjects.

Table 3.1: Demographic variables of included subijects.
Number (mean + SD)

Variable All subjects Test subjects
Female 77 13
Male 27 8

Age at time of 3D image 27479 25.5+£8.5
Included meshes per subject 2+ 1 1

Two PCA scores matrices, 252 x 17 ST and 252 x 17 HT, with rows of subjects
and columns of principal components were used as input and output of the autoen-
coder. ST scores were used as input and HT scores as output, to force the network
to learn the relation between the two. The data sets were divided into training, vali-
dation and test sets of 200 x 17, 31 x 17 and 21 x 17, respectively. The test set was
chosen from individuals which had only one half face mesh included, so no resem-
bling other halves were present in the training or validation set. The architecture of
the encoder and decoder were as follows:

* Input layer, specifying the input shape as a vector of length 17
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» Encoder, using several dense layers to transform the input data into a higher-
dimensional representation

1. Dense layer with 51 neurons and ReLu activation function

— Batch normalization with momentum of 0.8
— Dropout rate of 0.35

2. Dense layer with 51 neurons and RelLu activation function

— Add Gaussian noise with standard deviation of 1
— Batch normalization with momentum of 0.75
— Dropout rate of 0.3

3. Dense layer with 68 neurons and ReLu activation function

— Add Gaussian noise with standard deviation of 1

» Decoder, using two layers to transform the encoded data back to the input
shape

1. Dense layer with 68 neurons and ReLu activation function

— Batch normalization with momentum of 0.75
— Dropout rate of 0.3

2. Dense layer with 51 neurons and RelLu activation function

— Batch normalization with momentum of 0.75

« Output layer, returns vector of length 17 with linear activation function which
gives the transformed input data

The autoencoder was trained with early stopping with a patience of 30 and a
maximum of 1000 epochs. The class weights were set equal to the variance ex-
plained by the corresponding principal component. The batch size was set at 16.
An adaptive moment estimation (Adam) optimizer was used with a learning rate of
0.001 and a 5, and 3, of 0.9 and 0.999, respectively. The loss function was set as
mean squared logarithmic error:

N

Loss = %Z(Zog(yi +1) — log(9; + 1))? (3.9)

n=1
With y the real score value, y the predicted score value and N the number of
subjects. The training and validation losses were tracked and plotted. After training,
the autoencoder predicted the output for the test set, the hard tissue scores matrix,
which was saved.
A 5-fold cross validation was performed to ensure that the performance of the
autoencoder did not depend on the selected validation subset.
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3.2.3 Reverse principal component analysis

With the predicted hard tissue score matrix of the autoencoder available, this needed
to be transformed back to vertex coordinates to be able to compare it to the true coor-
dinates, which were the desired result from the PCA and autoencoder combination.
The PCA was reversed by performing the inverse of the steps performed in
in reverse order. The reconstructed meshes from the autoencoder generated PCA
scores were compared to the original 17 PC reconstructed meshes by calculating
the mean absolute error between every vertex coordinate in the x, y and z axes. Let
n be 252 total subjects, v 3420 vertices, d three dimensions, x 21 test subjects, k
17 principal component columns and j 10260 variables.

1. Load variables

+ Autoencoder predicted 21 x 17 hard tissue scores matrix S,,cq . «
+ Vertex coordinates mean 1 x 10260 vector v;
+ PCA computed 10260 x 17 hard tissue coefficient matrix C; »

* PCA computed 252 x 17 hard tissue scores matrix S, and 1x17
mean vector s,,,,,, and 1 x 17 standard deviation vector s j,

» GPA computed 1 x 21 scaling vector f,
2. Reverse normalization to obtain the reconstructed 21 x 17 hard tissue scores

matrix S, ..
Srec,x,k = Spred,x,k * ss,k + smu,k (31 0)

3. Calculate the mean absolute error (MAE) and mean error (ME) between every
test subject for each PC

22(:1 |St7‘ue,az,k — Srec,a:,k|

MAE, = = (3.11)
X
MEk _ Zx:l Strue,)a;,k - Srec,x,k (31 2)

with X the total number of test subjects, 21.
4. Approximate 21 x 10260 data matrix X,.. ., and add mean vector v;:
Xicewj = Sreca ¥ Cjy (3.13)
Xieewj = Xree,j + DV (3.14)
5. Reshape X,... ; 10 3420 x 3 x 21 and reverse GPA scaling by dividing by f:

Xrec,v,d,a:

Xrec,v,d,w - f (31 5)
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6. Reconstruct 3420 x 3 x 21 true mesh data matrix X, . With 17 principal
components by repeating steps 3 and 4 with S, . &

Xtrue,x,j = Strue,x,k * C;7k; (31 6)

Xtrue,x,j = Xtrue,x,j + hvj (31 7)
X rue,v,d,r

Xtrue,v,d,:p - t‘|;—7d7 (318)

7. Calculate the mean absolute error (MAE) and mean error (ME) between every
vertex coordinate in the x, y and z axes for each test subject x

Zvvzl |Xtrue,v,d,:n - Xrec,v,d,z|

ZV:I Xtrue v,dx Xrec v,d,x
ME,, = &= e i (3.20)

with V the total number of vertices, 3420.
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Figure 3.7: Data processing workflow.
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Chapter 4

Results

In this chapter, results of the PCA, the autoencoder model and the final hard tissue
reconstruction are stated.

4.1 Principal component analysis

Table [4.1] shows the percentages and cumulative percentages of variance explained
by the first twenty soft and hard tissue PCs. The values of the seventeenth PC,
the last PC included, is shown in bold. Figure shows the plotted cumulative
percentages of Table

Table 4.1: Percentages and their cumulative of variance explained by the first twenty
PCs of the PCA on soft and hard tissue vertices vertices.

Percentage (cumulative) Percentage (cumulative)
PC | Softtissue | Hard tissue PC | Soft tissue | Hard tissue
1 38.7 (38.7) | 17.4 (17.4) 11 |11 (90.3) | 2.0 (71.6)
2 21.6 (60.3) | 13.9 (31.3) 12 |1.0 (91.3) | 1.9 (73.6)
3 8.5 (68.8)| 9.7 (41.0) 13 | 0.7 (921) | 1.7 (75.2)
4 5.6 (744)| 6.8 (47.8) 14 | 0.7 (92.7) | 1.5 (76.7)
5 42 (786)| 5.1 (53.0) 15 | 0.5 (93.3) | 1.4 (78.1)
6 3.3 (81.9)| 4.7 (57.6) 16 | 0.5 (93.8) | 1.2 (79.3)
7 29 (84.8)| 4.2 (61.7) 17 | 0.4 (94.2) | 1.2 (80.5)
8 1.8 (86.6) | 3.1 (64.8) 18 | 0.4 (946) | 1.1 (81.6)
9 1.4 (88.0)| 2.9 (67.6) 19 | 0.3 (94.9) | 1.0 (82.5)
10 | 1.2 (89.2)| 2.0 (69.7)| 20 |0.3 (95.2) | 0.8 (83.4)
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Figure 4.1: Plot of the cumulative percentage of variance explained per principal
component.

Table shows the standard deviation of the true PC scores, next to the mean
absolute error and the mean error of the predicted PC scores per PC, which are also
expressed as percentage of the standard deviation.

Table 4.2: PC scores standard deviation and error summary measures, expressed
as mean absolute error, mean error and as percentage of the PC scores
standard deviation.

PC | Scores SD MAE (% SD) | ME (% SD) | PC | Scores SD MAE (% SD) | ME (% SD)
1 +829 738 (89)| 56 (7)| 10| +295 288 (98)| -9.1 (31)
2 +726 683 (94)|-235 (32)| 11| +26.7 272 (102)| -3.9 (14)
3 +64.3 316 (49)| 23 (4| 12| 279 222 (79)| -95 (34)
4 +50.1 496 (99)| 8.6 (17)| 13| 299 246 (82)| -5.6 (19)
5 +452 439 (97)| 6.4 (14)| 14| 250 224 (90)| 7.6 (30)
6 +458 305 (66)| 8.4 (18)| 15| 244 162 (66) | -4.7 (19)
7 +426 412 (97)|-142 (33)| 16| +21.6 221 (102) | -14.9 (69)
8 +349 307 (88)|-115 (33)| 17| +239 229 (9)| -8.3 (35)
9 +33.8 240 (71)| 27 (8)

Figures 4.2 through 4.7 show colormaps of the component of the three SD scaled
transformation of the x, y and z coordinates in the direction of the vertex normals
for PCs 1, 2, 4,5, 7 and 9. These colormaps are displayed on a mesh of the mean
vertex coordinate of all subjects.

These figures were deemed the most relevant to be displayed here, the figures
for all first twelve principal components can be found in Appendix [A.1]
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Figure 4.3: Transformation of x, y and z in PC 2 in the direction of the vertex normals.
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Figure 4.2: Transformation of x, y and z in PC 1 in the direction of the vertex normals.
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PC-4: x coordinates
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Figure 4.4: Transformation of x, y and z in PC 4 in the direction of the vertex normals.
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Figure 4.5: Transformation of x, y and z in PC 5 in the direction of the vertex normals.
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Figure 4.6: Transformation of x, y and z in PC 7 in the direction of the vertex normals.
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Figure 4.7: Transformation of x, y and z in PC 9 in the direction of the vertex normals.
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4.2 Autoencoder

The loss plot displaying the training and validation loss can be found in[4.8| Training
was stopped after 687 epochs by the early stopping callback. The validation losses
of the 5-fold cross validation had a mean of 0.12 with a standard deviation of 0.01 at
the end of training.

Training and validation loss

1.4 1 —— Training loss

— Validation loss
1.2 4
1.0 4
0.8

0.6 1

0.4 1

0.2 1

ﬁ““‘“ﬂa___
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Figure 4.8: Training and validation loss plot of the autoencoder.
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4.3 Reconstruction

The orientation of the axes with x in the lateral direction, y in the coronal direction
and z in the vertical direction is depicted in Figure [4.9]

L /'

X

Figure 4.9: Hard tissue template with the direction of the coordinate axes.

Figure shows the histograms of the absolute errors in three dimensions of
the from PCA scores reconstructed vertices of 21 test subjects. Summary metrics

of these absolute errors are provided in Table 4.3 The mean errors approximated
zero in every dimension for each test subject.

X coordinates
30.0% ¥ coord?nates
Z coordinates

25.0%

20.0%

15.0%

Normalized count [%]

10.0%
50%

0.0%

00 05 10 15 20 25 30 35 40 45 50 55 60 65
Absolute error in x, ¥ and z coordinates [mm]

Figure 4.10: Histograms of the mean absolute errors in the vertex coordinates of 21
test subjects.
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Table 4.3: Summary metrics of absolute errors in vertex coordinates of 21 recon-
structed hard tissue images in millimeters.

Variable x-coordinates (mm) y-coordinates (mm) z-coordinates (mm)
Median 0.8 1.2 1.4
Median absolute deviation 0.6 1.0 1.1
Third quartile 1.4 2.2 2.4

Distance maps of the mean absolute error of every vertex over each subject in
the x, y and z coordinates can be found in figures [4.11] [4.13 and [4.15] Additionally,
the mean absolute error of coordinates that showed absolute errors above the third
quartile in ten or more reconstructed meshes are highlighted in figures 4.12]
and [4.16 These mean absolute error values include a total of 342, 367 and 414
errors in the x, y and z coordinates, respectively.
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Figure 4.11: Distance map of the mean absolute error in the x coordinates.
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Figure 4.12: Distance map of mean absolute error above third quartile in the x co-
ordinates of at least 10 test subjects.
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Posterior view Anterolateral view 35
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Figure 4.13: Distance map of the mean absolute error of all test subjects in the y
coordinates.
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Figure 4.14: Distance map of mean absolute error above third quartile in the y co-
ordinates of at least 10 test subjects.
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Figure 4.15: Distance map of the mean absolute error of all test subjects in the z
coordinates.
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Figure 4.16: Distance map of mean absolute error above third quartile in the z co-
ordinates of at least 10 test subjects.
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Figures [4.17] through [4.19] show the difference in shape between the recon-
structed and true hard tissue meshes of three patients with average, high and low
MAE values, respectively. Patient 1 had an average MAE value of 1.5 mm over all
vertices and dimensions, patient 2 had the highest MAE value of 2.2 mm and patient
3 had the lowest MAE value of 0.8 mm.

(a) Lateral view (b) Cranial view

Figure 4.17: Overlay of reconstructed mesh in blue over true mesh in gray, of patient
number 1 with average MAE values.
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(a) Lateral view (b) Cranial view

Figure 4.18: Overlay of reconstructed mesh in blue over true mesh in gray, of patient
number 2 with highest MAE values.
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(a) Lateral view (b) Cranial view

Figure 4.19: Overlay of reconstructed mesh in blue over true mesh in gray, of patient
number 3 with lowest MAE values.
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Chapter 5

Discussion

In this study a combination of PCA and autoencoder model was used to research
a proof of concept for the possibility to predict facial hard tissue shape based on
facial soft tissue shape. Accurate predictions of facial hard tissue shape would aim
to assist OMFS surgeons in surgical planning of FFS.

5.1 Interpretation of the results

In this section, the results of the previous chapter will be reviewed.

5.1.1 Principal component analysis

In Table [4.1]the cumulative percentages of the variance explained by each principal
component for both the soft and hard tissue PCA are shown. It is apparent that the
variance of the soft tissue data is less complex and the same amount of variance
can be represented by a lower amount of PCs. Where seventeen PCs are needed to
explain 80 percent of the hard tissue data variance, only six are needed for the soft
tissue data. It was chosen to include seventeen PCs of both groups, ST and HT, to
provide symmetrical input and output for the autoencoder. However, the information
represented by these principal components is asymmetrical, as there is more infor-
mation enclosed in the soft tissue input. It is difficult to assess the exact implications
of this asymmetry without a comparison to a model trained on six ST PCs and 17
HT PCs. Having more information in the input may make it easier for the model to
train if the information is relevant, however if the information is not relevant for the
prediction of the hard tissue PCs it will add noise to the data which will make training
harder for the autoencoder.

Table shows the MAE and ME values expressed as percentage of the SD
of the predicted hard tissue PC scores. The MAE values are generally higher in
the lower PCs, but as the SD of the scores is also higher in lower PCs, this is not
unexpected. When comparing the MAE expressed as percentage of PC scores SD,
the errors are comparable in the higher and lower PCs.
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The ME values show a tendency of the autoencoder to underestimate the scores
of PCs 1 and 3 through 6, and to overestimate PCs 2 and 7 through 17. The chosen
loss function of mean squared logarithmic error could have been on influence on
this, as this function punishes underestimates more harshly than overestimates. It
is also important to note that the earlier PCs contain the most information and are
therefore the most important to predict correctly. A symmetrical loss function, mean
squared error for example, could correct the overestimates but may simultaneously
worsen the underestimates in five of the first six PCs.

Figures 4.2 through 4.7 depict the areas and transformation of three SDs in mm.
The component of the transformation in the direction of the vertex normals is shown
as opposed to the transformation in the direction of the axes, as the components
of the three coordinates cannot be calculated separately. The PCA is performed
on all vertex coordinates at once, and the variance in the data is a combination of
the three dimensions. These figures will be reviewed in section [5.1.3|alongside the
reconstructed meshes.

5.1.2 Autoencoder

The loss plot in shows a lower validation loss at the start of training than the
training loss. As the number of epochs increases, the training loss converges to-
wards the validation loss, indicating that the model is capable of learning on the
provided data. As the input consists of soft tissue PC scores and the output of hard
tissue PC scores, this shows that soft tissue shape has a predictive value for hard
tissue shape. Due to the combination of PCA and an autoencoder, the exact rela-
tions between soft and hard tissue are difficult to assess. In the future, with a larger
dataset and an improved MeshMonk algorithm, it should be possible to train a model
on original data of full ST and HT meshes instead of on PC scores of half ST and
HT meshes. This will provide the possibility to train on both linear and non-linear
relations between the data, instead of being limited to the linear relations due to the
linear dimensionality reduction of PCA.

5.1.3 Reconstruction

The histograms in figure show a right-skewed distribution of the absolute er-
rors. As the errors were not normally distributed, the median and median absolute
deviation were calculated for each dimension. The errors in the x coordinates were
significantly lower than in the y and z coordinates, with the z coordinates displaying
the highest errors. As seen in 4.3, the median of the errors is lowest for x coordi-
nates with 0.88 + 0.56 mm, highest in y coordinates with 1.51 £ 0.87 mm and 1.35
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+ 0.88 for z coordinates.

As the z axis has the largest dispersion and the x axis the lowest due to half
facial mehes being used, it seems logical that the errors would generally be higher
in the z coordinates and lower in the x coordinates. More insightful is, however, to
look at where in the meshes the higher errors occur.

The top 25% of errors in each coordinate dimensions occurred in specific areas
in at least ten of the 21 test subjects. These areas of a total of 342 vertices for
the x coordinates can be seen in Figure and are located in the mandibular
angle, temporal bone and fossa, zygomatic process of the temporal bone, alveolar
and zygomatic process of the maxilla and the biggest errors in the sphenoid bone
area. In Figure 4.2a and 4.2d, a transformation in the x coordinates in the maxilla
and zygomatic process of temporal bone can be seen. With the MAE of the first
PC representing a high percentage of the scores SD (89), this would have been of
influence. In figures 4.3a and 4.3d, the influence of the second PC on the x coordi-
nates of the mandibular angle can be seen. The ninth PC in figures 4.7a and 4.7d
also has an influence on the mandibular angle, however as the variance explained
by this PC is smaller, the influence will also be smaller. Figures 4.4a, 4.4d, 4.5a and
4.5d show that the variance of the sphenoid in the x direction is largely determined
by the fourth and fifth PC. These PCs all have a large error percentage as displayed
in Table 4.2

For the y coordinates, 367 vertices had errors above the third quartile in ten or
more subjects. Figure shows these vertices grouped together in the zygomatic
process of the temporal bone, sphenoid bone, frontal process of zygomatic bone
and mandibular ramus. The mandibular ramus is influenced by the first, second and
seventh PC in figures 4.1b, 4.1e, 4.2b, 4.2e, 4.6b and 4.6e. The zygomatic process
of the temporal bone, the sphenoid bone and the frontal process of the zygomatic
bone are all represented in the fourth PC in figures 4.4b and 4.4e. These last two
areas are also determined by the fifth PC as seen in figures 4.5b and 4.5e. The zy-
gomatic process of the temporal bone and the sphenoid bone are also represented
by the seventh and ninth PC in figures 4.6b, 4.6e, 4.7b and 4.7e.

For the z coordinates in Figure [4.16], a large part of total of the 414 erroneous
vertices is located in the chin, with smaller areas in the mandibula, zygomatic pro-
cess of the temporal bone, sphenoid bone and frontal process of the maxilla. The
first and second PC as depicted in figures 4.1c, 4.1f, 4.2c and 4.2f show variance in
the chin region, with the frontal process of the maxilla also being represented by the
first and fourth (figures 4.4c and 4.4f) PC. The zygomatic process of the temporal
bone is influenced by multiple PCs; 1, 2, and 5 in figures 4.1c, 4.1f, 4.2c, 4.2f, 4.5¢
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and 4.5f.

The overlay images of the reconstructed meshes of three patients in figures [4.17]
through shows how the errors in the vertex coordinates influence the overall
hard tissue shape. While the reconstructed mesh in Figure 4.19 follows the true
shape rather well, it is obvious that the reconstructed mesh in Figure is not an
accurate depiction of the actual shape.

5.2 Strengths and limitations

To the best of our knowledge, this is the first study in which the predictive value of
soft tissue shape for hard tissue shape is explored. The reverse, hard to soft tissue
shape, has been researched with main focus on predicting orthognathic surgery
outcome. However, the combination of PCA with a dense autoencoder like in this
study has not been proposed.

The main advantage of combining PCA with autoencoder is the possibility to ex-
tend the dimensionality in the autoencoder instead of reducing it. PCA ensures a
low dimensional input which does contain the most important information, which al-
lows an increase in dimensionality towards the latent space without compromising
training time. By creating this higher dimensional latent space, non-linear complex
relations between the input and output can be trained more effectively. Simultane-
ously, the PCA protects the process by omitting less relevant, or subject specific,
information. This prevents the autoencoder from learning connections that may be
true for the train set, but may not be true for the general population. This is especially
useful for smaller data sets such as that used in this study.

Furthermore, the proposed combined method has promising feasibility. A trained
autoencoder model can be used to create a prediction within minutes and does not
require specific hardware or software to be purchased, and is easy to understand
and use with little training needed. The part that will require the most time and effort
is the data preparation steps, which requires each observation to be pre-processed
in the exact same way, but this can be done efficiently with the use of scripts.

5.2.1 MeshMonk

MeshMonk was used in this study to create standard sized meshes with vertex cor-
respondence between the meshes. The vertex correspondence allows for compar-
ison of separate quasi-landmarks between multiple meshes and of face and skull
shapes. A soft tissue template is provided by MeshMonk, which was used to create
the soft tissue models based on 3D photo images. A hard tissue template was not
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available, and was created in this study by selecting a clean CBCT image from the
data set and simplifying it towards a template. This template is based on a single
patient’s hard tissue shape, while the MeshMonk soft tissue template is an average
of over 8000 facial scans. The validation of the MeshMonk toolbox with the soft tis-
sue template over 19 landmarks on 41 facial images was described as a 1.26 mm
average error. [27] The accuracy of MeshMonk in combination with the hard tissue
template is not measured in this study. It is expected that due to the hard tissue
template not being averaged over multiple scans, the performance of the template
will be suboptimal when applied to scans with highly differing shapes from the tem-
plate. This needs to be validated, however, and could be improved by averaging the
template shape over as many scans as available in multiple iterations.

A comparison of the lateral view of the soft and hard tissue template in pro-
vides a possible explanation for some areas displaying larger errors as stated in ??.

Lateral view Lateral view

/'{
g
o ¢

y

Figure 5.1: Lateral view of the hard and soft tissue templates.

The hard tissue areas of the mandibular angle, ramus and condyle as well as the
posterior part of the zygomatic arch and the temporal bone and fossa are missing
their overlying soft tissue areas in the template. Since the PCA extracts the most
important information regarding general shape and variance in shape of the supplied
subjects and the autoencoder was trained on these scores, the general shape of
these areas could be produced. However, since there is some of the information of
the soft tissue shape of these areas missing, this could explain the generally larger
errors.

The zygomatic process of the temporal bone and temporal fossa that display
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larger errors in the x and y directions and the chin with errors in all dimensions
are regions that often showed errors in MeshMonk. The template was not applied
correctly to these areas in multiple subjects, resulting in incorrect correspondences
being found. While this was known to happen in other areas of the skull as well, it
was rarely in the exact same place and could be filtered out by PCA. It is expected
that the chin, zygomatic process and temporal fossa had incorrect template applica-
tion in too many subjects. This would be returned in the PCA scores matrices and
would influence the training of the autoencoder trying to discern relation between
soft and hard tissue scores. These faulty meshes were chosen to include as the
importance of more data was deemed greater than the influence of these errors on
the PCA. With a larger data set available, meshes being incorrectly processed by
MeshMonk could be more strictly evaluated and removed to improve the quality of
the data provided to PCA and the autoencoder.

5.2.2 Principal component analysis

The PCA was based on preoperative scans only, to reduce the influence of implants
in the postoperative meshes on the analysis. The scores of the postoperative sub-
jects was calculated with the coefficient matrix of the preoperative PCA. Ideally, a
large number of healthy non-operated scans would be used to determine the vari-
ance of hard tissue shape in the general population. As CBCT images require radi-
ation and medical indication to be made, nearly all available scans are of subjects
who had an indication for OMFS.

5.2.3 Autoencoder

The autoencoder was evaluated using a 5-fold cross-validation procedure to ensure
that its performance did not depend on the selected validation subset. The validation
losses at the end of training had a mean of 0.12 with a standard deviation of 0.01,
indicating that the autoencoder performed well in learning the relationship between
the ST and HT scores. There was no analysis performed on the latent features
generated by the autoencoder. The use of PCA scores as input results in a more
abstract and difficult to interpret representation, but knowing what connections are
learned by the autoencoder could provide more insight.

This dense autoencoder worked reasonably well with the data it was provided,
but with more available data other autoencoder models may be more suited. The
use of a variational autoencoder (VAE) with a probabilistic distribution in the latent
space may be more effective to discern complex non-linear relationships than a
dense autoencoder. The probabilistic nature would allow for modeling of uncertainty
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in the data that would give insight in which specific areas may have more complex
relationships between soft and hard tissue shape.

5.2.4 Demographics

A large number of variables are of importance in facial morphology and the relation
between soft and hard tissue shape. The most important variables are BMI, age,
race and sex. Fat distribution, influenced by BMI and hormones, changes the facial
shape and relation between soft and hard tissue shape. With increasing age, soft
tissue firmness decreases and changes shape. [36] In this study, a trade off had to
be made between data set size and homogeneity. All subjects were of Caucasian
race, but age ranged from 18 to 55 years. BMI was not accurately documented
and not all 3D photos were made according to the correct workflow. Good quality
matching soft and hard tissue images of healthy individuals with comparable demo-
graphics are needed in a large number to be able to properly train models on the
relation between tissue shapes.

5.3 Clinical relevance

Errors within the range of 2 mm are generally deemed acceptable [21], [37], [38],
the MAE of 19 of the 21 reconstructed meshes fall within this range. However, it is
important to note that the comparison of the vertex coordinates is done by calculat-
ing the MAE between the reconstructed vertices from autoencoder generated PCA
scores with 17 PCs and the true vertex coordinates that were also reconstructed
with 17 PCs. The true error to the full mesh cannot be calculated because of the
use of PCA, and will need to be evaluated on a model which is trained on whole
meshes without any limiting pre-processing such as PCA. It is however very likely
that the true errors will be higher than represented in this paper.

At the time of writing, a perfectly working model that can accurately predict facial
hard tissue shape based on soft tissue shape would not make an immediate impact
on the workflow of FFS. It is important to realize that to be able to use such a model
for preoperative planning and postoperative evaluation, a method to simulate desired
postoperative soft tissue shape needs to be in place. This may very well be realised
in the time it will take to further research the prediction of facial HT shape from facial
ST shape, but it is an important aspect for the clinical usefulness of such a predictive
model.
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Chapter 6

Conclusion

This study provides a proof of concept for the use of principal component analysis
in combination with a dense autoencoder to predict facial hard tissue shape based
on soft tissue shape. The autoencoder mean squared logarithmic error loss approx-
imated a value of 0.1 after training and median errors below 1.5 mm were found in
each vertex dimension of the reconstructed hard tissue meshes, which proves the
predictive value of facial soft tissue shape. The combination of multiple process-
ing steps makes it hard to pinpoint the origins of errors, and we suggest each step
should be individually evaluated on accuracy to be able to understand and improve
the process further. Along with more data of subjects with comparable demograph-
ics and a stricter exclusion on image quality, the results should improve and the true
possibilities for objective FFS methods should become clear.
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Appendix A

Appendix

The principal component visualizations and the script used to create the autoen-
coder model are included in this appendix.

A.1 PC visualizations

Figures A.1 through A.12 show the three standard deviation sized transformation of
the x, y and z coordinates in PCs 1 through 12, respectively.
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Figure A.1: Transformation of x, y and z in PC 1 in the direction of the vertex normals.
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PC-2: x coordinates
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Figure A.2: Transformation of x, y and z in PC 2 in the direction of the vertex normals.
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Figure A.3: Transformation of x, y and z in PC 3 in the direction of the vertex normals.
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Figure A.4: Transformation of x, y and z in PC 4 in the direction of the vertex normals.
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Figure A.5: Transformation of x, y and z in PC 5 in the direction of the vertex normals.
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Figure A.6: Transformation of x, y and z in PC 6 in the direction of the vertex normals.
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Figure A.7: Transformation of x, y and z in PC 7 in the direction of the vertex normals.
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Figure A.8: Transformation of x, y and z in PC 8 in the direction of the vertex normals.
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Figure A.9: Transformation of x, y and z in PC 9 in the direction of the vertex normals.
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Figure A.10: Transformation of x, y and z in PC 10 in the direction of the vertex normals.
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Figure A.11: Transformation of x, y and z in PC 11 in the direction of the vertex normals.
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Figure A.12: Transformation of x, y and z in PC 12 in the direction of the vertex normals.
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A.2 Autoencoder script

# import needed libraries and functions

import keras

from keras import layers

import tensorflow as tf

import tensorflow.keras as keras

from tensorflow.keras.layers import Dense, Input, Flatten,\
Reshape, LeakyReLU as LR,\
Activation, Dropout

from tensorflow.keras.models import Model, Sequential

from matplotlib import pyplot as plt

from sklearn.model_selection import KFold, StratifiedKFold
import numpy as np
import matplotlib.pyplot as plt

import scipy.io

# Load hard and soft tissue scores matrices from .mat files

scores_skull = scipy.io.loadmat(r'D:\M3 data\Final\PCA\Scores_Skull_samen_norm.mat',
— struct_as_record=False)

scores_skull = scores_skull['N']

scores_softtissue = scipy.io.loadmat(r'D:\M3

< data\Final\PCA\Scores_ST_samen_norm.mat', struct_as_record=False)

scores_softtissue = scores_softtissue['N']

# Use only the first 17 principal components, columns 1 through 17
scores_skull = scores_skull[:,0:17]

scores_softtissue = scores_softtissuel[:,0:17]

# Divide into train, validation and test subsets
trainInput = scores_softtissue[0:200,:] # train on soft tissue input of 200
— subjects

valInput = scores_softtissue[200:231,:] # validate on 31 subjects

trainDesOutput = scores_skull[0:200, :] # train on desired output of hard tissue
— scores of 200 subjects
valDesOutput = scores_skull[200:231,:]

testInput = scores_softtissue[231:252,:] # test input of subject numbers 231
— through 252

# Define architecture of the autoencoder
input = keras.Input(shape=(17,))

encoded = layers.Dense(51, activation='relu') (input,)

encoded = layers.BatchNormalization(momentum=0.99) (encoded)
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encoded = layers.Dropout(rate=0.1) (encoded)

encoded = layers.Dense(51, activation='relu') (encoded)
encoded = layers.GaussianNoise(1) (encoded)

encoded = layers.BatchNormalization(momentum=0.99) (encoded)

encoded = layers.Dense(68, activation='relu') (encoded)

decoded = layers.Dense(68, activation='relu') (encoded)
decoded = layers.BatchNormalization(momentum=0.99) (decoded)
decoded = layers.Dense(51, activation='relu') (decoded)
decoded = layers.BatchNormalization(momentum=0.99) (decoded)

decoded = layers.Dense(17, activation='linear') (decoded)

# Create the autoencoder
autoencoder = keras.Model(input, decoded)

callback = keras.callbacks.EarlyStopping(monitor="'1loss', patience=40)

# Define the optimizer

step = tf.Variable(0, trainable = False)

boundaries = [399, 699]

values = [0.001, 0.001%0.2, 0.001%0.1]

learning_rate_fn = keras.optimizers.schedules.PiecewiseConstantDecay(boundaries,
— values)

learning_rate = learning rate_fn(step)

opt = keras.optimizers.Adam(learning_rate= learning_rate, beta_1=0.9)

autoencoder.compile(optimizer=opt, loss = 'mean_squared_logarithmic_error')

# Load column wetghts from .mat file
weights = scipy.io.loadmat(r'D:\M3 data\Final\PCA\pctExplained_Skull_preop.mat',
<« struct_as_record=False)

weights = weights['pctExplained']

# Define weights per column

column_weight = {0: weights[0], 1: weights[1], 2: weights[2], 3: weights[3],

— 4:weights[4], 5: weights[5], 6: weights[6], 7: weights[7], 8: weights[8], 9:
weights[9], 10: weights[10], 11: weights[11], 12: weights[12], 13: weights[13],
14: weights[14], 15: weights[15], 16: weights[16], 17: weights[17]} #18:
weights[19], 19: weights[20], 20: wetights[21], 21: weights[22]

i

# Set number of epochs for training and train the autoencoder

n_epochs = 2000

autoencoder_train = autoencoder.fit(trainInput, trainDesOutput, epochs = n_epochs,
— batch_size = 16, class_weight = column_weight, shuffle = True,

— validation_data=(valInput,valDesOutput), callbacks = [callback], verbose = 1)

# Track and plot the training and validation loss

loss = autoencoder_train.history['loss']
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val_loss = autoencoder_train.history['val_loss']

plt.figure()

plt.plot(loss, "b", label='Training loss')
plt.plot(val_loss, "r", label='Validation loss')
plt.title('Training and validation loss')
plt.legend()

plt.savefig('loss.png')

plt.show()

val_loss = {'val_loss':val_loss}

loss = {'val_loss':loss}

# Use autoencoder to predict outcome of test set
decoded = autoencoder.predict(testInput)

decoded = {'decoded':decoded}

# Save prediction to .mat file
scipy.io.savemat ("decoded.mat",decoded)
scipy.io.savemat("val_loss.mat",val_loss)

scipy.io.savemat("loss.mat",loss)
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