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Abstract— Fault Detection and Diagnosis (FDD) in Low-Speed
Ball Bearings (LSBBs) is vital for ensuring the reliability and
performance of radar systems. This comparative study examines
approaches for FDD of LSBBs by collecting vibration and
acoustic emission data using sensors on a test bench containing
artificially induced bearing defects. Collected data was processed
using pre-processing and feature extraction methods, the per-
formance of which was evaluated using Random Forests and
Principal Component Analysis.

Results indicate that vibration sensing, at a 40 Hz sample rate
with one sensor, conveys more information about LSBB defects
than acoustic emissions measured between 100 and 450 kHz.
Using vibration analysis, defects were successfully detected and
identified. While all tested pre-processing methods performed
comparably, root mean square and peak frequency magnitude
were found most informative for feature extraction on bear-
ing defects. The best-performing combination of methods was
matched filter pre-processing combined with root mean square
feature extraction. Using lower sample rates and fewer vibration
sensors offers potential cost savings and increased computational
efficiency.

Important to consider is the use of test bench data with
artificial defects, which may not fully represent real-world radar
systems. Therefore, data from real-world systems and bearing
statuses is necessary to confirm the generalizability of the
recommended approach. Despite these limitations, the findings
provide valuable insights into FDD for LSBBs in radar systems,
as well as in similar systems. These insights contribute to the
improvement of radar system maintenance and reliability and
ultimately to a safer, more secure and more efficient maritime
environment.

Index Terms—fault detection and diagnosis, low-speed ball
bearings, sensing techniques, pre-processing, feature extraction

I. INTRODUCTION

Without bearings, many systems and machines would not
be able to function. Ensuring the proper functioning of these
crucial components is important in a world where industries
aim for maximum efficiency, uptime and safety. Because the
antennas of radar systems used for maritime traffic services ro-
tate, bearings are a critical component. Sudden bearing failure
leads to costly downtime, resulting in dangerous situations. By
exploring the field of predictive maintenance, and in particular

that of Fault Detection and Diagnosis (FDD) of Low-Speed
Ball Bearings (LSBBs), this research addresses the concern of
unexpected failure.

This research contributes to the field of predictive mainte-
nance through the analysis and comparison of sensing tech-
niques, pre-processing methods and feature extraction meth-
ods. This comparative study aims to find and recommend the
best approach for FDD of bearing faults. The research is built
on a dataset acquired from a test bench with various bearing
defects running at low speeds, simulating the behaviour of
LSBBs in the turning unit of a radar system.

A. Background & Context

For over 30 years, Saab Technologies B.V. has specialized
in deploying radar systems worldwide to assist in maritime
traffic services. Maritime traffic services aim to ensure safety,
security and efficiency of transport over water [If]. Radar
systems detect and identify vessels to enable tracking.

To capture radar video footage of the water surface, an
electric turning unit rotates the antenna at a constant speed
of 15 or 20 rpm, depending on the system requirements. The
turning unit is a rotary torque motor, also referred to as the
direct drive, with two bearings attached to a vertical shaft.
Bearings are fundamental in rotating machinery because they
allow for smooth rotation of a component. A cross-section
sketch of the radar system is shown in

Ball bearings consist of the following components:

« Steel balls, to reduce rotational friction and support radial

and axial loads.

o Inner and outer raceway with a groove, to offer the steel

balls a fixed track to roll in.

o Lubricant, to reduce friction and wear, and to protect

against corrosion and contamination.

o Cage, to keep the steel balls in place.

o Sealing/shielding, to preserve the lubricant inside the

bearing and protect against contamination.

The bearings used in some radar systems at Saab Technolo-
gies B.V. are 6022-2RS1 bearings from SKF [2]]. A partial
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Fig. 1: Cross section of the main components of the concerned
radar systems.

cross-section of the bearing is shown in displaying
the aforementioned components. These bearings are single-

row deep groove ball bearings and are able to accommodate
loads in both axial and radial directions.
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Fig. 2: Deep groove ball bearing with a seal. Adapted from
[2].

Bearings are responsible for 40% to 70% of failures in
rotating machinery [3[]-[5]. About one-third of bearings fail
due to fatigue, another third due to lubrication problems and
one-sixth as a consequence of contamination [6]]. Improper
handling, mounting or loading of the bearing generally causes
the remaining failures.

The radar systems are required to operate 24/7 and to have
a lifespan of 10 years or more, with minimal maintenance,
while enduring harsh environmental conditions. Environmental
conditions include salt, sand or chemicals in the atmosphere,
wind gusts, lightning strikes, humidity or exposure to water
and extreme temperature fluctuations. These environmental
conditions negatively influence the longevity of a radar system
and in particular its bearings.

Repairing a radar system requires planning because parts
that can break down when a failure occurs are seldom in stock,
such as the drive. To make things more complicated, radar

systems are usually located on remote sites on top of a tower,
meaning the broken-down system has to be hoisted to ground
level for repair. Equipment has to be rented and personnel, a
scarce asset at the time of writing, have to be available.

Downtime of a radar system means that surveillance of mar-
itime traffic services may not cover a specific area, increasing
the chance of catastrophic accidents while also reducing search
and rescue capabilities on the sea. The components requiring
replacement following a failure are expensive. Coupled with
the associated costs of equipment rental and hiring personnel
for system repairs, the financial consequences of bearing fail-
ure are emphasized. Therefore, the importance of predicting
maintenance for the bearings of turning units in radar systems
cannot be overstated.

Predictive maintenance is one of four types of maintenance
commonly found in literature [7], [8]:

o Reactive maintenance, at defect occurrence.

« Preventive maintenance, periodically scheduled.

« Condition-based maintenance, performed according to
monitored defect features.

o Predictive maintenance, predicting defect occurrence
based on monitored defect features.

These types of maintenance can also be considered as steps;
where at every subsequent step maintenance is planned earlier,
reducing the overall downtime of a system by preventing a
catastrophic failure. The currently applied maintenance strat-
egy is reactive maintenance with planned maintenance once
after ten years. The status of bearings is currently not moni-
tored and maintenance is performed when a failure occurs.

Predicting defect evolution in bearings is complex due to
nonlinear development influenced by various factors and the
low amount of energy released at early stages. The P-F curve,
shown in illustrates the degradation of a bearing over
time, where the P-F interval represents the time from detecting
a Potential failure (P) up to the Functional failure itself (F).
The P-F curve highlights the complexity of prediction because
it shows that at any point in time, a potential failure can occur
and the time to actual failure is not constant or certain. The
aim of predictive maintenance is to extend this interval while
accurately estimating a bearing’s lifespan [9].
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B. Problem statement

A reactive maintenance strategy is currently employed,
despite the critical importance of bearings in radar systems
and the high costs and potential risks resulting from bearing
failure. A more proactive strategy for bearing maintenance is
necessary, given the harsh environmental conditions a radar
system is exposed to and the unpredictable nature of bearing
defects.

At present, Saab Technologies B.V. has no insight into
the status of the LSBBs and does not collect relevant data.
Although a predictive maintenance strategy is effective in
mitigating the risk of unexpected failures, it requires the
availability of historical data on the system behaviour, failure
modes and failure causes.

Based on the aforementioned background, context and prob-
lems, the following problem statement has been derived:

The unpredictable nature of imminent bearing failure of
LSBBs in radar systems being exposed to harsh environ-
mental conditions, combined with a reactive maintenance
strategy with no insight into the bearing status, results in
high costs and safety risks when a failure occurs.

C. Research Objective

To prevent high costs and safety risks due to bearing failure
of LSBBs in radar systems, one would ideally transition from
a reactive to a predictive maintenance strategy. Rome was not
built in a day, and likewise, a condition-based maintenance
strategy precedes a predictive strategy. That is why this re-
search focuses on condition-based maintenance by studying
FDD for LSBBs.

The goal of this research is to collect, process and analyse
data, compare analysis results and give recommendations for
an effective sensing and processing combination for FDD of
LSBBs in operation under both axial and radial loads. This
goal is accomplished by exploring, analysing and compar-
ing the effectiveness of sensing techniques, pre-processing
methods and feature extraction methods based on evaluation
metrics from existing literature. In this study, the combination
of sensing and processing is referred to as the approach.

The results will contribute to bearing FDD research of
systems with similar properties. In particular, the results will
be valuable to organizations that are aiming to reduce mainte-
nance costs and maximize the uptime of their radar systems to
ensure safety, security and efficiency in their respective field.

D. Research Questions

The context provided by the research objective, problem
statement and the analysis of related work, enables the formu-
lation of the research questions. Identifying the most effective
approach to FDD for LSBBs is the focus of the main research
question:

What is the most effective fault detection and diagno-
sis approach for low-speed ball bearings used in radar
systems?

To answer the main question, it was split into multiple sub-
questions (SQ):
SQ1 What evaluation methods and metrics can be used to
assess and compare the effectiveness of different fault
detection and diagnosis approaches?
What are the common faults and failure modes of low-
speed-ball bearings used in radar systems?
Which sensing techniques are most effective for fault
detection and diagnosis of low-speed ball bearings?
Which pre-processing methods are the most effective in
improving the quality of collected data for fault detection
and diagnosis of low-speed ball bearings?
Which feature extraction methods are the most effective
for fault detection and diagnosis of low-speed ball bear-
ings?

SQ2
SQ3

SQ4

SQ5

E. Outline

The following section is which identifies gaps
and provides insights from related work. The processes of

collecting, processing and analysing data are discussed in
[Section III} [Section IV| and [Section V| respectively. Next,

presents the results of this study. In

the results are interpreted before summarizing the key findings

and conclusions in [Section VIII| Finally, gives

recommendations and suggests future research possibilities.

II. RELATED WORK

This section discusses the literature and previous studies in
the context of FDD of LSBBs. Existing literature helped in for-
mulating the sub-questions for this study. Through analysis of
related work, SQ1 and SQ?2 are addressed, covering evaluation
methods and metrics used to assess different FDD approaches,
as well as common LSBB defects in radar systems.

A. Defects

To understand how sensing techniques can be used to detect
bearing defects, what can be measured on defects is first
discussed.

Faults serve as a general term including not only defects
but also any other system malfunction or failure. For instance,
defects such as cracks in the bearing can lead to a fault,
eventually resulting in a failure. The different types of defects
can be categorized into Single Point (SP) or Generalized
Roughness (GR) defects [4]]. These types of defects are caused
by various factors [11]-[13].

An SP defect, also known as spalling, is generally caused
by improper handling before installation or electrical current
passing through the bearings from lightning.

The GR defect is also known as general wear or micro-
spalling. GR defects result from metal-to-metal contact, caused
by misalignment, or lubricant that is starved or contaminated.
GR defects generally lead to an increase in friction. The area
around indentations in the raceways, created by over-rolled
contaminants, becomes subject to cyclic stress resulting in
surface fatigue and metal breakage. From this point damage
progresses [14].



Both types of defects can be caused by misalignment of the
shaft and excessive loads. Even though radial bearings that are
analysed in this study can also handle some axial load, such
load remains a weak point [6].

Because all rotating machines vibrate, mechanical problems
are generally accompanied by an increase in vibration levels
[6]]. Defects are usually first manifested in changes in peaks
and later in the overall energy of vibrations [15]. High
and low-frequency acoustic emission waves in the ultrasonic
spectrum travel through a structure when a defect forms or
increases in size [[16]]. Due to increased friction from a bearing
defect, an increase in temperature, sound noise levels and
stator current may occur [17|]. Lastly, temporary rotational
resistance is caused depending on the size of a spall. This
may result in an inconstant rotational speed [18]].

B. Sensing Techniques

Vibration analysis is the industry standard for bearing FDD
[17], [19]). This is due to its proven sensitivity to detect defects
from vibration patterns and non-intrusive nature allowing real-
time monitoring.

The existing vibration datasets mentioned before are gen-
erated by three accelerometers in orthogonal axes (XYZ).
These sensors commonly measure vibrations between 0 Hz
and 20 kHz. The literature did not mention the accuracy of
their results when using less than three sensors. This either
indicates that all three dimensions are equally important for
accurately characterizing the defect vibrations, or that this
could be an area of study with an aim to reduce the cost
and complexity of analysis. However, one paper did mention
researching lower sample rate accuracy for low-speed systems
to reduce computational time and memory space [20]. A lower
sample rate might prove beneficial for radar systems in remote
locations where the data bandwidth to a base station is limited.

Acoustic Emission (AE) analysis is another, but less com-
mon, sensing technique measuring elastic waves in the ultra-
sonic spectrum [[15]—[17], [21]]. High-frequency AE waves are
generally more sensitive to small developing defects, whereas
low-frequency AE waves can propagate further and may be
more effective at detecting larger defects and the current status
of the system.

Piezoelectric sensors attached to a system are able to detect
these high-frequency AE waves above 100 kHz [[15]. These
waves are generated due to changes in the material properties
of a bearing, such as when a defect forms or develops [16].
For early detection of a defect to increase the P-F interval,
detecting high-frequency AE waves may prove more effective
than vibration analysis for LSBBs [16]], [22]-[24].

Ultrasound microphones are able to detect low-frequency
AE waves in the structure or in the air, depending on the noise
and strength of the wave from a defect. Ultrasound sensing
may bridge the gap between an AE sensor and vibration sensor
working ranges between 20 kHz and 100 kHz [15]. These
microphones can both be placed on the monitored structure
or more conveniently at a distance such that the waves are
transferred via air to the sensor.

Whereas papers based on vibration analysis often only look
at an increased value in time domain features, AE analysis
may be able to indicate the defect type and size better [21]].
Another advantage of AE analysis is its high SNR in a
noisy environment [17]]. Disadvantages are that an AE sensing
system is expensive, produces vast amounts of data because of
its high sample rate and requires specialized expertise for setup
and management [15]], [[17]. Two papers researched both AE
and vibration analysis but did not compare the performance
of both techniques [21]], [25].

Other ways of monitoring a bearing are via stator current,
bearing temperature, lubrication status or the rotary encoder in-
stantaneous acceleration [13], [17], [25], [26]. Specifically for
the direct drive which does not contain a gearbox, monitoring
the stator current might prove useful. By increased friction due
to a defect, different power usage may be required as opposed
to a bearing in perfect conditions. Another paper looked at
the effectiveness of using the rotary encoder for bearing FDD,
but did not compare its performance to more common sensing
techniques such as vibration analysis or AE [18].

Combining data from several sensing techniques can prove
useful, as some techniques are better at indicating certain
specific defects than others. An example of this is that the
stator current might be able to detect a bearing cage defect, in
contrast to a rotary encoder-based sensing technique [5]], [[18]].

C. Datasets

Lack of data is a common theme in the field of predictive
maintenance for bearings. Published papers have been re-
using already existing run-to-failure datasets from test benches
30, 1210, [27]-[33]. The issue with these datasets is that
the test benches on which the data is collected vary greatly
from the properties of the radar systems with LSBBs. One
paper also expresses concerns that most research is based on
the same dataset [7]. Common properties of existing datasets
researching predictive maintenance or FDD of bearings are:

o Vibration data, collected by three orthogonally placed
accelerometers.

e Lab environment with minimal environmental noise, but
with mechanical noise from a gearbox.

« Artificially introduced SP defects.

« High rpm, often 2,000 rpm or higher.

« Radial loads, due to a horizontally placed shaft.

« Loads between 4 and 70 kN.

Because the lifespan of a bearing is longer than the scope of
most research projects, degradation is accelerated by operating
at a high rpm and introducing artificial defects. Artificial
defects are usually SP defects, whereas another realistic defect
type in a radar system is a GR defect [4], [6], [11]. Developed
methods may not perform as well with data collected by field
experiments where a bearing has undergone realistic wear.

The radar systems which this research focuses on, do not
contain a gearbox and rotate at low rpm (15 or 20) with low
mixed direction loads (2.5 kN from the antenna weight). Wind
gusts generate random changes in load in both axial and radial
directions. This means that the high rpm and high radial load



of the laboratory datasets are different from the speeds and
loads in radar systems. The load zone of a horizontal shaft
of existing datasets is more predictable [16]. This difference
in properties might render existing methods less effective. At
lower rpm and lower load, less energy is released making the
signal-to-noise ratio (SNR) low and a defect harder to detect,
especially in its incipient stage [12]], [23].

One solution to a lack of data is to create a realistic model
of a system and simulate it [25]], [34]. This requires advanced
mechanical engineering insights and expertise, which is not
widely available. Papers that use generated data from simula-
tions recommend acquiring data from a real-life scenario [[7],
[25]1, [34]l.

Some papers do collect data from field experiments, like a
wind turbine [20]], [26]. But the approaches in these papers
then lack pre-processing, use a different type of bearing such
as a slewing bearing, have higher speed or load, varying rpm,
or already have an advanced model available simulating the
system to train ML algorithms [4]], [34]

D. Pre-Processing

The purpose of pre-processing is to enhance the ability to
detect a defect by either transforming data, manipulating data
or both.

Transforming data is a pre-processing type where data is
converted between domains with minimal loss of information.
This means that a piece of data can be transformed back to
its original form and still being mostly similar. One example
is transforming angular positions to angular velocity or accel-
eration.

Another example is by transforming data between time,
frequency or time-frequency domain. Between the time and
frequency domain, the transformation can be done by applying
a Fourier Transform (FT), or its inverse. Some time-frequency
transformation methods include Short-Time Fourier Transform
(STFT) or the Wavelet Transform (WT) [11f], [35]. STFT
allows for a trade-off between time and frequency resolution
by analysing a signal in small windows of time, whereas
Wavelet Transform uses a variable time-frequency resolution
that depends on the scale of the wavelet function.

Manipulating data is commonly used to remove noise.
Existing literature applies filters, such as a high-pass filter,
low-pass filter, band-pass filter, wiener filter or matched filter
in order to remove noisy frequencies [13]], [16], [36], [36],
[37]. Basic averaging of multiple signals was also applied
using a tachometer pulse to indicate the start of a rotation
[14].

FDD techniques often use the frequency domain for
analysing a bearing but can suffer from frequency smearing,
which happens when the rotational speed fluctuates too much.
A promising pre-processing method against frequency smear-
ing is Time Synchronous Averaging (TSA) [22], [34]. TSA
can be applied to a measurement where tachometer pulses
were recorded in parallel to compute the instantaneous angular
velocity. This method looks to be promising against frequency
smearing, especially in the frequency domain [3§].

Other advanced pre-processing methods, like wavelet de-
noising, were also proposed [30]. Wavelet denoising is used in
image and audio processing but can be applied in the analysis
of vibration signals for bearings for removing unwanted noise.
One paper effectively applies wavelet denoising before apply-
ing TSA [39]. Applying order tracking has been looked at
by [11]], but was mainly used to separate interference from
the gearbox for identifying a defect which a direct drive does
not contain. Nevertheless, related work usually sticks to more
basic forms of pre-processing to remove gearbox noise or
applies no pre-processing at all.

By not performing pre-processing some publications utilize
raw data, meaning that the data potentially contains unwanted
noise [3[], [31]. One paper states that pre-processing is impor-
tant to increase the accuracy and timeliness of FDD [35]).

E. Feature Extraction

Feature extraction is the process of deriving descriptive
defect information from a large dataset. The purpose of feature
extraction is to make the data easier to be interpreted by
a human, algorithm or ML model, while still containing
relevant information to what it tries to describe. This is
called dimensionality reduction. The benefits of dimensionality
reduction by using features as training data for an ML model
are increased accuracy, lower complexity and less computation
time for training and classifying.

Vibration signals have a high dimensional nature, making
the feature extraction stage after the pre-processing stage
necessary, and is often seen as the most crucial part of FDD
[11], [31], [40]]. Papers that apply feature extraction to signals
from sensing techniques mentioned in do so in
the time, frequency or time-frequency domain [[19].

Most common features used in related work in the time
domain are for example RMS, kurtosis, skewness, peak value
and crest factor [13], [[16], [21]]. Frequency domain features
applied in literature are characteristic defect frequencies, peak
frequency and peak frequency magnitude [S], [11f], [20], [36],
[41]. Time-frequency domain analysis is usually done by eye
or image processing. Most time-frequency domain features
produce multi-dimensional plots that result in information
loss [42]]. More advanced feature extraction methods are for
example entropy-based, measuring the randomness or disorder
in a signal [[15]], [20].

Often, papers try to perform real-time diagnosis [27]], [41]].
Increasing diagnosis speed comes at the cost of the quality of
the diagnosis itself. The low speed and load nature of a radar
system makes real-time diagnosis unnecessary.

F. Data Analysis

Reviewed literature uses Random Forests (RF) to classify
defects or to compute the Remaining Useful Life (RUL) of a
bearing based on historical data [27]], [34], [43]. RF can also
be applied to determine the best pre-processing and feature
extraction method. This can be done by looking at how much
a certain combination of pre-processing method and feature



extraction method was useful for determining a defect type,
also known as the predictor importance.

Principal Component Analysis (PCA) is a method of linear
dimensionality reduction and, like RF, can also be used to
indicate feature importance. In related work, it has been used
mainly for dimensionality reduction where ML was applied
for computing the RUL [42], [44].

Support Vector Machines (SVM) and Autoencoders are
additional methods that could be used for classification, re-
gression, and dimensionality reduction. However, they may
not be as effective for predictor importance as RF or PCA.
SVM is primarily a binary classifier and does not inherently
provide measures of feature importance [44]. Autoencoders,
on the other hand, are unsupervised neural networks used for
dimensionality reduction or denoising which do not naturally
indicate feature importance either. [29], [42]

G. Predictive Maintenance

Currently, existing work predicts maintenance for bearings
based on estimating the RUL of a bearing, which is the time
left until the bearing reaches a critical point at which it breaks
(30, 300, [42], [45].

The RUL can be computed by training a model on large
amounts of historical data of multiple defects. In literature,
there are three main categories of RUL prediction: [7]], [45]:

« Physical model-based: a physical model of the system is
created and used to predict its behaviour by simulating
different operating conditions.

« Knowledge-based: expert knowledge and experience ap-
plied to observations and analysis of previous failures and
then used to identify possible defects in the system.

o Data-driven: statistical models and machine learning al-
gorithms are used to analyse large amounts of generated
data from the system.

The data-driven category is useful when there is a large amount
of data available and when there are no physical models
or expert knowledge available to understand the system’s
behaviour.

The data from the data-driven category comes from an
implemented FDD approach. This data is collected over time
and contains the development of features leading to different
defects. The health indicator can be constructed based on this
FDD data and is commonly used to train a RUL prediction
model on [30], [33]], [37], [44]]. To construct the health
indicator, a model needs to be trained on FDD data of multiple
run-to-failure scenarios.

Machine Learning (ML) has gained popularity for RUL
prediction, because of its ability to identify patterns in com-
plex data. Techniques like recursive neural networks (RNN),
deep neural networks (DNN), and long short-term memory
networks (LSTM) are commonly used, with LSTM showing
promise due to its ability to manage long-term dependencies
(31]], [42]].

Using ML for computing the RUL does come with chal-
lenges, such as optimal feature selection and efficient feature
compression. A recent paper manually selected features that

are used to predict the RUL out of a larger set, instead of
selecting the optimal features based on a method that is more
prone to human error [44f]. Solving these challenges prevents
information redundancy and thus prevents model training
difficulty and overfitting [42]. Some papers state that their
RUL prediction approach is promising, but fail to compare
their results to others [43]]. Another problem existent in RUL
prediction is being too optimistic in predicting, and therefore,
too late [44f]. It is more desirable to have a pessimistic RUL
to replace a bearing before it breaks down.

The main gap in related work is that the most suitable sens-
ing techniques, pre-processing and feature extraction methods
for FDD of LSBBs are not clear for a system with the
properties of a radar system. To accomplish this, generating a
new dataset is especially important.

The following three sections explain the process of going
from research objectives to results. Acquisition of datasets
with a test bench using sensors, pre-processing and feature
extraction methods and analysis methods.

III. DATA COLLECTION

Considering the scope of the research project, simulating a
radar system or acquiring data from an actual radar system
was not possible. In cooperation with CHL Netherlands B.V.,
a test bench was adapted to collect representative data. The
sensing techniques used to acquire data are discussed later in
this section.

A. Test Bench

As seen in the main difference between the test
bench and a real radar system is the lack of a 250 kg weighing
and 6-meter long antenna. In it can be seen that a
flanged pulley is located where normally an antenna would
be placed. On the bottom side of the test bench,
where the drive is located, is shown during the replacement of
the bottom bearing. This difference was resolved by applying
a pre-load, which is internal mechanical load, to the bearing.
For example by tightening up the spring and bolts holding the
bearing in place vertically by an extreme amount. Furthermore,
the drive used in the test bench is the same type as is used
in the radar systems, a DD2 direct drive. It was set up to
rotate at 0, 15, 20 and 60 rpm. Noise from wind could not
be simulated in the lab. A secondary drive and toothed belt
could provide rotational resistance. However, it was decided
not to use this method because it would generate substantial
amounts of artificial unrealistic noise in the data.

The types of bearings defects that were simulated are a SP
defect and GR defects. The SP defect was created by using
heavy machinery to damage the surface of the outer raceway.
Because the bearing could not be disassembled and assembled,
the outer raceway was the only part of the bearing to which
damage could be applied. An attempt to generate a GR defect
was made by removing all lubricant from the bearing, causing
more friction and metal-to-metal contact during rotation. By
mixing sand from a CNC cutting machine with glue and
injecting it into the bearing, the bearing was contaminated with



(b) Bottom side

(a) Top side

Fig. 4: Test bench (pictures taken during bearing replacement)

particles, leading to two more datasets of a GR defect. One
GR defect dataset was recorded 10 minutes after adding sand,
the other after letting the system run overnight for 18 hours
at a speed of 60 rpm. Data from a perfect bearing was also
collected as a reference. The GR defect with sand is shown
in which indicates the groove in which the ball
bearing ran and the contaminant that was pushed to the sides
over time. In we can see the SP defect damage that
was inflicted on the outer race.
To summarize, the bearings statuses of which data was
collected are:
1) Perfect bearing
2) SP defect, local damage to the outer raceway.
3) GR defect, without lubricant.
4) GR defect, without lubricant with contaminant after 10
minutes of running.
5) GR defect, without lubricant with contaminant after 18
hours of running.

Leftover
contaminant
7

(a) GR defect with contaminant

(b) SP defect

Fig. 5: Bearing defects

The lower bearing was replaced with a bearing containing
the defects as it is the most accessible of the two. This is the
reason the data analysis is applied to data acquired from the
lower bearing.

Data was collected when the system was fully turned off
and when the drive was set to rotate at 0, 15 and 20 rpm. The
reason for collecting data when the system is turned off is to
see what the default noise level is in the data. Data from 0

rpm can be useful because it might show the noise introduced
by the drive without rotating. This noise can come from the
motor controller (PID control) which uses power to keep the
drive at O rpm. Both 15 and 20 rpm are speeds seen in radar
systems for maritime traffic management. The remainder of
this study focuses on the dataset collected at 15 rpm.

B. Sensing Techniques

As mentioned in[Section II] vibration analysis is the industry
standard, making it a straightforward decision to analyse this
sensing technique. The other sensing technique to which it
was compared is AE. Mainly because related work showed
that it should be effective for LSBBs due to the low amount
of energy present in the system at low rpm and load. The stator
current and rotary encoder data have not been used as sensing
techniques because of the influence of the PID control, af-
fecting the collected data. Besides that, these techniques were
difficult to integrate and collect data from within the scope of
the research project. However, collecting stator current data
from the DD2 might prove to be an effective sensing technique
if the influence of PID control and environmental noise on
the data are studied in more detail, to compansate for these
influences with pre-processing.

(b) One AE sensor

(a) Three vibration sensors

Fig. 6: Vibration and AE sensors on the bottom side of the
test bench

Vibration data was collected using SKF’s CMSS 2200
general-purpose sensor in combination with their IMx-8 Data
Acquisition System (DAS) [46], [47]. The sensor is an ac-
celerometer with a sensitivity of 100mV/g, a £3 dB frequency
range of 0.7 to 10,000 Hz and a resonant frequency above 22
kHz. The vibration sensors could remain in place whenever
changes to the system, such as replacing the bearing, were
made. Three sensors were placed per bearing, as shown in
each in an orthogonal direction to measure all
vibrations in all directions. The setup and configuration of the
sensors were done using SKF’s @ptitude Observer Monitor
software. The X and Y-axis sensors, located in the radial
direction of the bearing, were set up to collect data at a
sample rate of 1,280 samples per second. In [Figure 7] the time
domain data for all measurements of the X-axis sensor can be
seen. The recordings consist of 16,384 samples, equal to 12.8
seconds or a little over 3 rotations at 15 rpm. The vibration
sensors do not have a sensitivity to a specific frequency.
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Fig. 7: Time domain data for all measurements of the X-axis
Sensor.

Changes in configuration negatively affected the usability
of the Z-axis data. As a result, the analysis is focused on
the X and Y-axis data, which were collected consistently
throughout the experiment. Nonetheless, the collected data still
provides valuable insights into the vibration characteristics
of the bearings and makes a comprehensive analysis of the
system’s performance possible.

For logging the rpm together with the vibration data, an
IG5597 inductive sensor was used and connected to the IMx-8
DAS. In the @ptitude Observer Monitor software the detection
of a metal protrusion by this sensor was converted to rpm. The
vibration monitoring software was configured to only capture
vibration data whenever the rpm value was constant and not
Zero.

For collecting AE data, the VS150-RSC sensor in com-
bination with the linWave 1002 DAS from Vallen Systeme
GmbH was utilized [48]], [49]. The VS150-RSC sensor is a

bidirectional piezoelectric sensor with a built-in pre-amplifier,
able to capture inaudible ultrasonic waves between 100 and
450 kHz. Its resonant frequency, where it performs best, is
at 150 kHz. One side of the sensor contains a ceramic wear
plate, over which silicon grease is smeared to act as a coupling
agent. This makes sure that the transfer of the acoustic waves
to the sensor is done with minimal loss. One sensor per bearing
is sufficient to capture the information about bearing defects.
shows one of the AE sensors connected to the
bottom side of the bearing near the lower bearing.

The AE sensor had to be removed and placed again every
time the lower bearing was replaced since it was connected
to the structure holding the bearing in place. To make sure
the process of placing the AE sensor did not affect the
measurements a pencil break test was performed. Every time
something changed on the test bench and at the start and end
of a day of collecting data the calibration test was done. A
pencil break acts as a stimulus for acoustic waves, standing
out above the other measurements. Multiple pencil breaks are
performed around the AE sensor for every calibration test, at
about 5 cm. When the average results of a calibration test fall
within 3 dB of one another, the sensor is as sensitive as it
was in the previous calibration test. This was the case for all
measurements.

The software used to acquire data from the linWave DAS is
VisualAE. In this software, it is possible to set the configura-
tions of the DAS and analyse the data. The main parameters to
be configured are the high-pass and low-pass filter settings in
kHz, the hit threshold, and the length of a measurement when
the hit threshold was reached. This configuration collects the
data continuously and only stores it when a hit threshold was
reached, which is called a hit in AE terms. The configuration
parameters used are HPF at 100 kHz, LPF at 600 kHz and
the threshold at 40 dbAE with a reference voltage of 1uV
referred to the pre-amplifier input U,. The dbAE scale is
used to measure the intensity of acoustic emissions in decibels
because this is a way of expressing the ratio between a sound
wave and electrical energy. Expressing intensity of sound in
decibels based on voltage is computed using 0
dbAE is the intensity of sound when the voltage U is equal
to the reference U, of 1xV, meaning 40 dbAE corresponds
to 100 V. With an HPF of 100 kHz, the direct drive control
frequencies of 8 and 16 kHz are automatically filtered.

dBAFE = QOlogU2 )

r

The AE sensing technique excels in detecting the occurrence
or development of a defect, as opposed to vibration analysis,
which is fit for detecting if a defect is currently present in the
bearing. When an AE sensing technique did not detect any
hits during a recording, it is safe to say no defect occurred or
developed in that time period. Nothing can be said about the
presence of a defect. The remainder of this study discusses
the analysis of vibration data because AE data did not contain
hits, as will be restated in



IV. DATA PROCESSING

Due to the absence of hits collected in AE data, the focus
of pre-processing and feature extraction is on vibration data.
An attempt was made to apply these techniques to AE data
too, which confirmed that no hits were collected and thus no
information was overlooked.

A. Pre-Processing

Before data is pre-processed, it has been prepared by
labelling the datasets per defect and sensor, making sure there
are no empty values in a dataset and the alternating current
hum of 50 Hz is removed by using a Butterworth notch filter.
A Butterworth filter is also referred to as a maximally flat
magnitude filter because it is designed to have a frequency
response that is as flat as possible in the passband. In short, a
Butterworth filter should have uniform sensitivity for wanted
frequencies while completely rejecting unwanted frequencies.
After preparing the datasets, three methods of pre-processing
were applied individually, creating three additional datasets.

The first is a system filter, where the noisy frequencies of
a system with a perfect bearing were analysed. Then using a
Butterworth notch filter the noisy frequencies are attenuated.
The frequencies that exist in the perfect bearing spectrum
which are filtered out are 11, 22, 24, 33, 39, 44, 48, 61, and
77 Hz. Frequencies coming from the direct drive control are
8 and 16 kHz but are not recorded due to the sample rate of
1,280 Hz of the vibration sensors.

The second is a matched filter. This involves making a
template from a certain window of the perfect bearing dataset
and convolving its conjugated time-reverse with the unknown
signal. The result is a signal with the signal-to-noise ratio
(SNR) maximized when the template perfectly described the
known unwanted signal. Such a filter is commonly used in
radar systems for comparing the received signal with the
known emitted signal. The template window size was set at
the sample rate, meaning a template of one second.

Wavelet denoising is the third pre-processing method, con-
centrating signal features into a few large-magnitude wavelet
coefficients. The smaller value coefficients are typically noise.
They are removed without affecting the signal quality. After
that, the remaining coefficients are used for the inverse wavelet
transform to reconstruct the wavelet-denoised signal. The
default level of wavelet decomposition is used, which is based
on the size of the input dataset. For a dataset size of 5,120,
the level is nine and for a size of 1,280, the level is seven. If
computing the wavelet denoise takes too much time because
the dataset is too large, the level of wavelet decomposition can
be reduced to lower than the default. This was not necessary
in this case.

Finally, the raw dataset without pre-processing was retained
to compare to the pre-processing methods.

B. Feature Extraction

Selected features from the literature are extracted in the
time and frequency domain. Changes in the health status of

a bearing may be seen in changes in these features extracted
from vibration signals.

The selected time domain features are now discussed with
their respective formula. Where N is the size of dataset x
over which the feature is extracted. In more detail, x; is the
individual data point in the dataset and 7 is the sample mean
of the dataset.

The RMS value, calculated using is a common
way to represent the effective amplitude of a vibration signal
over a given time period, with higher values indicating higher
levels of vibration or energy.

RMS = )

1 N
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The kurtosis value indicates the length of the tails of a signal

distribution, calculated using An increase in the
number of outliers can show the development of a defect.
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The asymmetry of a signal distribution is indicated with

the skewness value using The asymmetry can be
influenced by a defect.
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indicates the highest value of the input signal,
which is the peak value. Defects are usually first manifested

in changes in the peaks of a signal, and later in the overall
energy of the signal.

Sk = “)
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When the peak value is divided by the RMS (level of
vibration), an early warning of a defect can be seen. This

is called the crest factor and is computed with

PV
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Frequency domain features are also extracted, for example,
the characteristic defect frequency amplitude. When an SP
defect occurs, energy is released at a certain frequency when
the rpm is constant. This frequency depends on the location
of the SP defect (inner/outer raceway, ball or cage). The
ball pass frequency of the outer race (BPFO), one of four
bearing characteristic defect frequencies, can be calculated
using [11). Here N is the number of balls, By
is the ball diameter in millimetres, Py is the pitch diameter in
millimetres and [ is the contact angle in radians between the

ball and bearing.

BPFO = — 14+ — -cosp

N, RPM By
260 ( Py ) M



Given that N, 14, RPM = 15, Bg = 18.62, Py =
139.54 and 8 = 7 x 7, and given that the SP defect that
is simulated with the test bench is an outer raceway defect,
BPFO = 1.58 Hz was computed.

The peak frequency is another frequency domain feature,
which gives the frequency at which the amplitude is highest.
This feature may be interesting when a defect is present at a
certain frequency, but not at the computed characteristic defect
frequencies. The peak frequency magnitude is the magnitude
at that frequency. The result of a defect, either SP or a GR
defect, may be seen in a rise in the peak frequency magnitude.
For example when there is metal-to-metal contact, the natural
frequencies already present in a system with a perfect bearing
will increase in amplitude.

Time-frequency domain features are not analysed. Because
the time-frequency domain is displayed in an image-like plot
and requires image processing to extract features. Commonly,
a time-frequency plot is analysed manually by eye.

AE-specific features also exist, describing the properties of
a specific hit. These features are dependent on the occurrence
of a hit and can only then be extracted. Examples of these
hit-specific features are: rise time, time duration, counts and
shape.
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V. DATA ANALYSIS

Vibration data was processed in MATLAB. Random Forest
(RF) was chosen as the main analysis method for predictor
importance, because of its computation efficiency and its
ability to capture complex relationships between input data
and a defect. Principal Component Analysis (PCA) was chosen
as a means of validation. To not get confused with feature
extraction methods, the input data for RF and PCA are called
RF and PCA features, which are all possible combinations of
pre-processing and feature extraction methods, labelled with
the bearing status.

A. Random Forest

RFs can be used for classification problems, which apply to
the current research, and regression problems. A classification
problem is about predicting a discrete class label based on an
observation. An observation contains a set of RF features, also
known as the predictors, and a corresponding target variable,
also known as the class label, that the model tries to classify.
RF was used for determining RF feature importance, also
known as predictor importance, by looking at how much an
RF feature contributes to classifying a bearing status.

An RF model is trained on random RF features per observa-
tion in the training set and consists of multiple decision trees.
A decision tree is a visual representation of a set of conditions
that decide how to split RF features of observations into
smaller subsets to classify a label. The classification of each
tree is averaged to give the final classification of the RF model.
The interaction curvature split prediction test was used for the
model because it gives accurate unbiased predictor importance
results. This test analyses the curvature of the predicted labels
for each RF feature and then identifies which RF features

have an impact on the model. The test is unbiased because it
considers all possible split points meaning it is able to identify
important predictors and interactions in the presence of many
irrelevant ones. Split points are the RF features that are used
during training to split a node in a decision tree.

To train the RF model on more than one value per vibration
dataset, a moving window with a size equal to one rotation was
used. This is equal to 5120 samples at 15 rpm. Larger moving
window sizes did not affect the accuracy, which was already
100% at a window size equal to one rotation. All datasets of
all bearing statuses are combined and shuffled and 80% of
that dataset is stored as the training set, 10% as the testing
set and the remaining 10% as the validation set. The datasets
are balanced to prevent majorities or minorities from certain
defects. Balancing was done by determining the amount of
the smallest defect category samples and then reducing the
number of samples in the other defect categories to match
that amount.

The RF feature subset size on which the model was trained
is the square root of the amount of the total amount of RF
features: v/64 = 8. The minimum amount of leafs a tree can
have is set at 1. Increasing the minimum amount of leaves
has no impact on the accuracy. The max depth is configured
by setting the max number of splits to seven to prevent the
tree from overfitting. It must be mentioned that without a
split number limit, most trees would not be larger than 15
splits. Classification accuracy is the percentage of accurate
classifications made with the test set as input to the model.
The amount of trees is set at 128, to give all RF features
a chance to be used in a decision tree in order to extract
their predictor importance. It must be noted that increasing
the number of trees in the forest has little to no influence
on classification accuracy and will result in higher training
and computation time. It was observed that after 20 trees, the
classification accuracy reaches 100%.

Out-of-bag predictor importance was applied to get the best-
performing pre-processing method and feature combinations.
The out-of-bag set consists of the RF features that were not
used during training.

The predictor importance is computed by measuring the
decrease in accuracy when predictions are made using out-of-
bag samples while randomly permuting the value of a specific
RF feature. RF features with larger decreases in accuracy
indicate greater importance in the model’s prediction process,
providing insights into the relative significance of each feature
without the need for a separate validation set. It is not possible
to give predictor importance for one type of defect. The reason
is that one RF feature that discriminates defect A against defect
B is also doing the opposite, meaning that the importance of
that RF feature is equal for both defects.

The RF models are trained for various sample rates on all
combinations of pre-processing and feature extraction methods
for the X and Y sensors individually and combined. 1,280 Hz
is the highest sample rate that was analysed. Lower sample
rates were analysed by down-sampling the datasets. The lowest
sample rate for which the accuracy is still 100% is used for



further analysis of predictor importance.

During data analysis, it was observed that the overall RF
predictor values rise when the training dataset size decreases,
even with equal RF features. This may have to do with the
dataset becoming less complex, resulting in decision trees
becoming less robust with fewer split points. The decision
trees then rely more on a subset of features for classification,
leading to an increase in predictor importance values for
those features. Relative normalization is applied to compensate
for this effect by dividing the individual importance by the
total importance for all pre-processing methods or all feature
extraction methods. This ensures that the normalized values
are expressed as a relative representation of the original values
in terms of their contribution to the total.

B. Principal Component Analysis

As mentioned in PCA can be used not only
for dimensionality reduction but also for indicating predictor

importance. The PCA feature set is the same as for RF
predictor importance because the RF training set was used
for PCA analysis.

For dimensionality reduction, PCA extracts the most rele-
vant information while minimizing the impact of less impor-
tant PCA features. Principal components are new variables that
represent linear combinations of the input PCA features. PCA
obtains these principal components and ranks them based on
the amount of variance they capture, which is indicated by
their eigenvalues. A subset of the highest-ranking principal
components can reduce the dimensionality of the data to
simplify further analysis and computational efficiency. That is
why dimensionality reduction is often used in ML applications.

For indicating predictor importance, the coefficients provide
valuable insights. The coefficients reflect the relationship be-
tween the original PCA features and the principal components.
The largest absolute coefficients suggest a strong influence
of a particular PCA feature on the corresponding principal
component. One can identify the PCA features that contribute
the most to the principal components and thus see the relative
predictor importance in the dataset.

Before applying PCA, the data has to be standardized
because PCA is sensitive to the scales of the input features,
unlike RF. Thus all features have to be in the same scale
to prevent bias towards features with larger scales. This is
done by subtracting the mean of each feature from its values
and then dividing it by its standard deviation, also known as
computing the z-score. After standardization, all columns with
zero variance are removed to prevent the matrix from being
linearly dependent.

MATLAB’s PCA function from the Statistics and Machine
Learning Toolbox was used. First, the coefficients for all PCA
features were computed per principal component as a matrix.
Each column contains coefficients for one principal component
in the order of descending component variance. By taking the
absolute of the coefficients and then taking the total of all
principal components per PCA feature, the total weight per
PCA feature is determined. The PCA features were sorted

based on these total weights to identify the most important pre-
processing method and feature extraction method combination,
as was done with RF too.

To check if the PCA results are valid, the cumulative sum
of the explained variance by each principal component is
plotted. The explained variance indicates how much of the total
variance in a dataset is explained by a particular PCA feature.
A scree plot should have a clear elbow point that shows the
optimal number of principal components, which it does as can
be seen in In this context, the elbow point is the point
where the explained variance begins to level off. The scree
plot shows a high proportion of the total variance explained
by the first couple of principal components, the first nine
components are already able to explain at least 80% of the total
variance in the data. The best-performing principal component
has been used to train an RF model again, resulting in 100%
accuracy. When briefly looking at the performance without
dimensionality reduction when using only one RF feature to
train, 100% accuracy was not achieved. This indicates the PCA
can effectively reduce dimensionality.
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Fig. 8: Visible elbow point in the cumulative explained vari-

ance.

The results of the RF and PCA analysis will be presented for
the pre-processing and feature extraction methods separately,
after selecting a suitable sample rate by looking at the accuracy
per sample rate. In a heat map, the results of each combination
of the methods are shown for RF predictor importance. After
that, having selected the best-performing pre-processing and
feature extraction methods and the suitable sample rate, the
RF accuracy is again computed versus the window size on
which the RF model is trained.

VI. RESULTS

In this section, the results and findings of the study are
presented. Since no hits were recorded, no results can be
presented on AE analysis. Additional analysis using pre-
processing, feature extraction and training an RF model on



continuously recorded AE data was inconclusive. That is why
this chapter is aimed at the performance of vibration analysis.

To find out if analysis with a lower sample rate would also
be able to detect a defect, the vibration datasets of both sensors
individually and combined are down-sampled from 1,280 Hz
to 640, 320, 160, 80, 40, 20 and 10 Hz. Low-pass filtering
is done before decimating the signal to prevent aliasing. The

results can be seen in
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Fig. 9: RF Accuracy per sample rate for vibration X, Y and
X+Y axis sensors.

We can see that 80 Hz is the last result where all datasets
give 100% RF accuracy. 40 Hz shows the first decreased
performance for the Y-axis sensor. 20 Hz shows a decreased
performance for all three datasets. The remainder of the
analysis of the results is done with a dataset of 40 Hz sample
rate using both X and Y sensors to make the results more
generalizable.

In the RF predictor importance of the pre-
processing methods for all feature extraction methods is
shown. The PCA coefficients are plotted to confirm the RF
results. The results are normalized to prevent the effects of
different dataset sizes on the RF predictor importance and
PCA coefficients. The 25% line indicates the average score
when all methods are equally as important. Results above this
line mean this method has a higher than average importance,
and vice versa for below the line. We can see that no pre-
processing performs slightly better than the others, but no
major differences in performance are measured. Adding noise
to the signal after feature extraction methods were selected,
gave the same results where not one pre-processing method
stood out above the rest

The same is plotted for the feature extraction methods in
This time with a horizontal baseline at 12.5%, the
outcome of one divided over eight methods. RMS and peak
frequency magnitude perform best, followed by the peak value
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Fig. 10: Normalized RF predictor importance and PCA coef-
ficients of pre-processing methods.
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Fig. 11: Normalized RF predictor importance and PCA coef-
ficients of feature extraction methods.

and skewness. Kurtosis, crest factor and characteristic defect
frequency score low, with peak frequency scoring worst of
all feature extraction methods. PCA again validates the RF
predictor importance results, except for kurtosis, where the
PCA coefficient indicates that kurtosis might contain more
information than RF predictor importance is indicating.

To get a better insight into the performances of pre-
processing and feature extraction method combinations, [Fig-|
displays a heat map based on the RF predictor im-
portance. Red indicates higher predictor importance, whereas



blue colour indicates lower performance. In the top row and
rightmost column, the mean performance of each method is
also shown. These mean results are similar to RF predictor
importances in [Figure 10| and [Figure 11} In the top right,
the baseline value of 3.125% can be seen. The baseline is
the result of 100% divided by the 4 tested pre-processing
and 8 feature extraction methods. Summing all method im-
portances results in 100%. The best-performing combination
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Fig. 12: Heat map of RF predictor importance to compare in-
dividual combinations of pre-processing and feature extraction
methods.

is a matched filter before the RMS feature. Interestingly, the
performance of no pre-processing before the skewness feature
performs significantly better than the other pre-processing
methods for the same feature. Also noteworthy is how the peak
value performs best with matched filter pre-processing, but
worse with other pre-processing methods. The same goes for
applying wavelet denoising before extracting the characteristic
defect frequency amplitude. Applying the matched filter before
the peak frequency feature gives the worst performance.

By selecting the two best-performing feature extraction
methods from the results, RMS and peak frequency magnitude,
the RF accuracy was computed for different sample rates and
window sizes on which the RF model is trained. No pre-
processing was applied, as none stood out from the results.
The outcome of the computations is shown in
where yellow is a higher accuracy and blue/purple means
lower accuracy. It can be seen that 100% accuracy is reached
for 80 Hz and a smaller window size of 1280 samples. 100%
Accuracy is also reached for a sample rate of 40 Hz at a
window size of 5160 samples, which is equal to one rotation
of the shaft. This is similar to the results shown in
The mesh plot also shows that there is an increase in accuracy
for 10 and 20 Hz when the window size increases.

VII. DISCUSSION

This section interprets the results and addresses challenges
in FDD of LSBBs. Sub-questions 3, 4, and 5 are addressed
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Fig. 13: Mesh plot of RF accuracy with sample rate versus
window size.

by analysing the results and drawing conclusions based on
the findings. The effectiveness of different sensing techniques
for detecting defects in low-speed ball bearings are discussed
(SQ3), as well as the most effective pre-processing methods for
improving data quality (SQ4), and the most effective feature
extraction methods for detecting and identifying defects in
LSBBs (SQ5).

A. Sensing Technique

Opposed to AE data, vibration data did contain information
on defects as was shown in the results and is thus the most
effective. The high RF defect classification accuracy implies
that there were differences between the defects that can be
captured by accelerometers and are distinguishable.

In the context of current global trends of edge computing
to enhance efficiency and lower cost, it was also shown that
one sensor could capture sufficient information, instead of the
more commonly used three sensors in existing work. Besides
that, a low sample rate of 40 Hz proved to be the lowest sample
rate with high RF accuracy, again indicating that vital defect
information is captured in the lower frequency spectrum.

After analysis of the pre-processing and feature extraction
methods, the best-performing methods were selected and the
results of comparing sample rate and window size are in-
terpreted. The lower the sample rate, the larger the window
size needs to be and vice versa. This can be explained by
that a lower sample rate acts as a low-pass filter. To extract
low-frequency data at higher accuracy, longer measurements
are required, hence the larger window size. For sample rates
below 40 Hz, an increase in window size also increases the RF
accuracy, meaning that bearing defect information is stored in
lower-frequency components.

A limitation of the collected data is its resolution at lower
frequencies being low due to the sample rate and dataset size.
This poses the necessity for further detailed research to bearing
defect-related information stored in the lower frequencies. In-



creasing the accuracy in the lower frequencies can be achieved
with longer recordings at a low sample rate.

With a low amount of sensors, low sample rate and lim-
ited required window size the amount of data that needs
to be collected and processed is reduced, also reducing the
cost of hardware. Remote radar sites have a limited data
bandwidth which is mainly used for radar footage so using
less data is also advantageous in this regard. This opens up
research possibilities to use cheaper off-the-shelf hardware
to accomplish bearing FDD. Simplicity of the system while
also reducing cost, increases scalability options for multiple
installations. With data collected from more systems, RUL
prediction capabilities can also be improved. One disadvantage
of vibration analysis is that a sensor must physically be
connected to the structure.

A limitation of this study is that test bench data may not
fully represent a real radar system and corresponding bearing
defects because of differences in conditions and operating
environment. For the initial comparison of FDD approaches,
valuable insights are provided by the test bench in a controlled
environment.

B. Pre-Processing Methods

In contradiction to existing research, the importance of pre-
processing is not shown in this work as no pre-processing
method stands out in performance. Applying no pre-processing
performed as well as the other pre-processing methods, possi-
bly because the raw vibration data already contains sufficient
information about a defect or the system contains a low
amount of noise. When data is collected from a real radar
system with realistic noise, pre-processing might prove useful.
This coincides with the aforementioned limitation of using a
test bench to collect data.

C. Feature Extraction Methods

From the results of the feature extraction methods, we can
see that amplitude-related features perform well. RMS and
peak frequency magnitude stand out as the most effective. This
means that the energy and dominant frequency components
of the vibration signal contain information about the bearing
status. The peak frequency magnitude performing well can
also be interpreted as the amplitude of the natural frequencies
in a system conveying information on the bearing. This is fur-
ther demonstrated by the amplitude-based peak value feature
performing third best.

Less bearing defect-related information can be found in fea-
tures related to signal distribution because skewness performed
below average and kurtosis was second to worst. The feature
that performs worst is the peak frequency, meaning that the
dominant frequency is not prone to changes when the bearing
status changes.

It was expected that the characteristic defect frequency
feature should perform better than the results indicate, because
it focuses on changes in the amplitude given by the SP defect
on the outer raceway. The low performance could be due
to it only helping with detecting an SP defect and does not

contain information on GR defects. Other reasons for the low
performance are due to the sample rate being too low resulting
in too wide frequency bands or that the Z-axis vibration sensor
was the one recording most information on this defect.

The performances of pre-processing and feature extraction
methods are confirmed by PCA. Only the kurtosis feature
extraction method performance differs between RF and PCA.
Two possible factors contributing to this difference are that
PCA assumes high-variance features are more informative,
while RF considers predictive power, resulting in variations
in feature importance rankings. Combined with that kurtosis’s
performance in PCA may be due to capturing unique variance-
contributing information, but its significance in the RF model
may be minimal when similar information is captured by other
features.

The selected feature extraction methods were proven to be
the appropriate ones because the RF accuracy is still high
when analysing the sample rate and window size effects
for these features. The high accuracy of the RF means the
model does not generalize well to datasets of other situations.
Nevertheless, the predictor importance is indicative of factors
that contribute to such performance and can be used.

D. Combinations Of Methods

The heat map in shows the importance of com-
paring the performance of a certain pre-processing method

with a certain feature extraction method. One cannot assume
that a certain pre-processing method works well for all feature
extraction methods. This is emphasized by applying no pre-
processing before skewness, matched filter before peak value
and wavelet denoising before characteristic defect frequency
feature extraction.

The combination of a matched filter pre-processing before
extracting the RMS feature was found to be the most effec-
tive. When only looking at the two best-performing feature
extraction methods, RMS and peak frequency magnitude, the
matched filter seems to perform best. Another two amplitude-
related features that performed better with the matched filter
than other pre-processing methods are the peak value and
crest factor. This indicates that the matched filter was effective
in filtering out expected noise based on the template signal
of a system with a perfect bearing to maximize the SNR,
making amplitude-related feature extraction methods perform
better. Coincidentally, the matched filter also performs worst
in combination with the peak frequency feature. When looking
at the data behind this combination, the same frequency was
seen which logically gives zero information on different types
of defects.

Having examined the performances of sensing techniques
and processing methods, and their importance in the context
of the research objectives and questions, the insights gained
from this analysis form the basis for drawing conclusions and
highlighting the implications of the findings.

VIII. CONCLUSION

The primary objective of this research was to identify the
most effective approach for FDD of LSBBs used in radar



systems. The findings derived from this study provide valuable
insights that address the main research question.

This study shows that different LSBB defects result in
distinguishable differences in the vibrations of a system with
similar properties to a radar system, as demonstrated by
vibration analysis. It was also shown that it is possible to
use one vibration sensor instead of three orthogonal sensors,
with a low sample rate of 40 Hz, while still extracting relevant
information on bearing defects.

After a comprehensive assessment, it was observed that
no pre-processing was necessary and that amplitude-related
feature extraction methods, such as RMS and peak frequency
magnitude, generally performed best in detecting defects.
Particularly, the combination of applying a matched filter
before extracting the RMS feature is the most effective in the
context of this research. Although other pre-processing and
feature extraction methods also performed well, one should
keep in mind that not every combination of methods achieves
the same level of performance.

The insights gained from this research contribute to the
broader field of radar system maintenance, as they enable
radar system maintainers to effectively monitor the health of
bearings and implement condition-based maintenance strate-
gies. Condition-based maintenance helps ensure the reliable
operation of radar systems, ultimately contributing to a safer,
more secure and more efficient maritime environment.

IX. RECOMMENDATIONS

Being the final section of this thesis, recommendations are
made for future research possibilities based on the findings
and knowledge gained throughout this research.

Collecting data from radar systems will allow future re-
search to use more realistic data than that of a test bench,
which is why that is the main recommendation of this study.
Maintenance events need to be recorded if the system changes
because a change in data can then be explained by certain
maintenance events. Once enough data is collected on vari-
ous radar systems with various bearing statuses and defects,
condition-based maintenance can be implemented and steps
towards predictive maintenance can be made.

With that in mind, future research recommendations towards
predictive maintenance that advance and extend the current
research findings are made:

e One recommendation is to study the effectiveness of
pre-processing techniques in real-world settings. Raw
data seemed to contain enough information to detect
defects. However, data from a real in-use system instead
of a test bench might contain more noise, requiring
pre-processing. For example, because a matched filter
is based on a template at one specific speed, speed
fluctuations might affect its pre-processing performance.
To compensate for rotational speed fluctuations from
wind gusts affecting feature domain features, TSA may
be an effective pre-processing method.

« This also poses the necessity to further research in which
information is stored in the lower frequencies. Increasing

the accuracy in the lower frequencies can be achieved
with longer recordings at a low sample rate to also prevent
the hardware buffer from overflowing. Such research
could be accommodated with research towards feature
extraction methods not handled throughout this study.

o ML networks for health indicator construction and RUL
prediction are getting more popular, a study to which net-
works can best be applied for the context of the research
would be useful. LSTM appears to be a particularly
promising ML network because of its ability to capture
long-term dependencies in time-series data.

Other, more exploration-oriented, future research recom-
mendations are also made:

« If the PID control influence and environmental noise can
be filtered out, stator current might prove as a useful
sensing technique since the direct drive does not contain
a gearbox. This gives a near-linear relation between
stator current and rotational resistance, making it more
suitable for detecting bearing defects. Stator current has
the advantage that its data can be collected from all
functioning radar systems with changes to the software,
meaning no hardware needs to be purchased and installed.

o The last recommendation is to explore the potential of
utilizing inexpensive off-the-shelf hardware as opposed
to expensive proprietary hardware. Because this research
shows that a low sample rate and low amount of vibration
sensors work for FDD, it could be possible to use cheaper
and more available hardware. This can offer opportunities
for cost reduction, wider accessibility scalability and
adaptability to pave the way for broader implementation.
With these factors in mind, this future work should focus
on edge computing and non-contact sensing.
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