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Abstract:
The field of artificial intelligence (A.I.) has grown significantly. Businesses and individuals are increasingly utilizing
A.I. chatbots like ChatGPT to enhance efficiency and manageability, as finding novel business ideas is becoming more
and more challenging due to market saturation. It is getting more interesting to use A.I. in business idea evaluation
to give instantaneous and constructed feedback. This study examines business idea evaluations from an innovation
tournament for novel business ideas. This thesis compares the evaluations made by humans and an A.I. chatbot.
The evaluations on the applications were based on five criteria: Alignment, Excellence, Impact, Implementation, and
Team. The study incorporated two distinct scenarios involving the A.I. chatbot. In one scenario, the chatbot received
solely the evaluation form and the application, while in the other it was equipped with supplementary project infor-
mation (prompting). This allowed for an assessment of the impact of prompting on the chatbot’s evaluations. The
results were then compared to human evaluations to assess the effectiveness and accuracy of the A.I. chatbot. This
comparison was conducted using the T-test and the Man-Whitney U test to determine whether there were significant
differences between the A.I. chatbot and human evaluations. According to these test there is a significant difference
between humans and ChatGPT, with the exception of the evaluation from the more strict evaluating ChatGPT.
This evaluation was not significantly different from the evaluation given by humans. It therefore suggests that given
the right prompting ChatGPT is able to replicate the human evaluations. The findings of this study therefore have
implications for the use of A.I. chatbots in evaluating business ideas and could streamline the evaluation process,
making it more efficient and less reliant on human resources.
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2 Introduction
The field of artificial intelligence (AI) is rapidly ex-
panding, and the emergence of AI chatbots like Chat-
GPT has enabled businesses and individuals to en-
hance efficiency and manageability in their lives. In
the context of entrepreneurship, a crucial aspect of
AI development lies in idea evaluation. Providing
accurate and sufficient feedback during the idea de-
velopment process can contribute to the creation of
successful and innovative business ideas. The scope
of this thesis is to find out how feedback given by
A.I. compares to feedback given by humans. This is
important because structured and fast feedback will
greatly improve the idea generation process. It is
getting more and more difficult to find novel ideas.
This is due to the increasing number of new goods
and services brought on by the speed of technolog-
ical advancement, which has saturated the market
and raised competition (Porter, 2008). Because many
niches are already crowded with established busi-
nesses, this saturation makes it more challenging for
entrepreneurs to identify untapped market opportu-
nities (Kim & Mauborgne, 2009). More and more
businesses are hosting tournaments to create novel
ideas. With the rise of A.I. and the fast-growing in-
terest in chatbots, especially ChatGPT, idea evalua-
tion might become easier and easier with the use of
A.I. chatbots. It would save lots of time and effort if
feedback could be automated or partially taken over
by A.I. As an A.I. chatbot can give feedback instan-
taneously and is less likely to make mistakes when
given the right instructions (Haleem, Javaid, & Singh,
2023).

2.1 Research objective and research
question

The objective of this research is to do a quantita-
tive comparison between feedback provided by arti-

ficial intelligence(A.I.) chatbots and human experts
concerning evaluating and improving business ideas.
This research aims to identify the strengths and lim-
itations of both A.I.-generated and human-generated
feedback, while also analyzing the possible advan-
tages when combining these two sources of input.
The main goal is to provide scientific recommenda-
tions to those involved in the entrepreneurial ecosys-
tem, including business consultants, investors, and
entrepreneurs, on how to best combine A.I. and hu-
man ability to speed up the development and success
of business ideas. To analyze this, the following re-
search question is formulated and will be answered in
this thesis:

How do evaluations of business ideas given by A.I.
chatbots and human evaluators compare?

2.2 Relevance

2.2.1 Academic relevance

This thesis is academically relevant and this is
demonstrated by the use of multiple theories such
as the Power of Feedback theory (Hattie and Tim-
perley, 2007) and the Social Information Processing
Theory (SIP) (Walther, 1992), the proposed research
design holds the potential to contribute to the exist-
ing body of knowledge in multiple fields, including
human-computer interaction, entrepreneurship, and
organizational behavior.

The Power of Feedback theory highlights the cru-
cial role that feedback plays in shaping individu-
als’ learning and performance (Hattie and Timperley,
2007). This theory is used in the research design to
give useful feedback to business ideas that were gen-
erated through surveys and idea competitions. It has
the potential to raise the quality of business ideas and
promote entrepreneurial success.

The proposed research design is also academically
significant because it compares the feedback given
by human experts versus A.I. chatbots. The goal
is to find out whether the feedback given by both
is significantly comparable. This research extends
the knowledge on this topic. It gives more knowl-
edge on whether feedback given by A.I. can be in-
terchanged already. The benefits and drawbacks of
using A.I. systems for delivering feedback can help
significantly affect the creation of more effective and
efficient methods of reviewing business ideas as A.I.
continues to develop.

In conclusion, the results of this study can help
improve the knowledge of feedback processes, and
technological adoption, as well as show how close
technology comes to human evaluation scores.
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2.2.2 Practical relevance

This research aims to find out whether the feedback
provided by Artificial Intelligence (A.I.) is compara-
ble to that given by human evaluators, and whether
any observed similarities or differences are statisti-
cally significant. This gives insight into whether feed-
back given by A.I. can be perceived as similar when
compared to feedback given by humans. Should the
feedback provided by A.I. be found to be comparable
to human feedback, it would suggest that A.I. has the
potential to replicate human-like feedback in future
applications and when A.I. will be able to give feed-
back that is as clear and as good as humans or even
better. Giving good feedback will greatly improve
the motivation and capabilities of people to improve
their work to make it better suited to their needs.
By using data from surveys and creating a framework
for giving feedback, A.I. will be able to use these re-
sources in future idea generation tournaments or in
future studies to make giving feedback more efficient
and instantaneous.

3 Literature review

This research will explore the comparison between
feedback provided by artificial intelligence (A.I.)
chatbots and human experts for evaluating and im-
proving business ideas using a few main theories: the
Power of Feedback, the Social Information Process-
ing Theory (SIP), and Prompting. It will also give
insight into the history of chatbots to be able to see
how far knowledge and technology have come.

3.1 A.I.

In the growing field of artificial intelligence (A.I.),
algorithms and computational models are created
to help machines mimic human cognitive processes
like learning, problem-solving, and decision-making
(Russell, Norvig, & Davis, 2010). By delivering
data-driven insights, automating tedious tasks, and
improving decision-making abilities, artificial intelli-
gence (A.I.) has the potential to fundamentally alter
the way that business ideas are evaluated. Literature
has identified numerous studies and applications of
A.I. in assessing business ideas.

3.1.1 Natural language Processing(NLP)

In order to create algorithms and models for com-
prehending and producing human language, the mul-
tidisciplinary field of Natural Language Process-
ing(NLP) combines expertise from computer science,

language study, and cognitive science to develop algo-
rithms. NLP aims to develop intelligent systems ca-
pable of understanding, producing, and successfully
interacting with humans through natural language.

NLP has a wide range of applications, includ-
ing machine translation, sentiment analysis, infor-
mation extraction, speech recognition, and conversa-
tional agents (Hirschberg & Manning, 2015). These
applications have the potential to revolutionize vari-
ous industries, such as healthcare, finance, education,
and customer service, among others. "The ultimate
effort is to make computer programs that can solve
problems and achieve goals in the world as well as
humans." (McCarthy, 2007) By implementing this
knowledge Chatbots are being developed that have
become incredibly great at natural language process-
ing.

3.1.2 A.I. Chatbots

A.I. chatbots have been around for quite some time
but in the last few decades, the capabilities and tech-
nologies behind these chatbots have drastically im-
proved. One of the first times that computers were
compared to humans was in a test created by Alan
Turing .The aim of this test was to create a test
in which individuals would engage in a conversation
with a human and with a computer. They would
then have to tell which they had the conversation
with. If the individual could identify the computer as
a human, the computer would have passed the Tur-
ing test (Turing, 1950). This test and research have
caused researchers to do a lot more research and since
the Turing test a lot more chatbots have been devel-
oped. The first one, ELIZA, was created by Joseph
Weizenbaum in 1966 (Weizenbaum, 1966). ELIZA
used simple rule-based systems and pattern matching
to generate replies. This chatbot had limited conver-
sational capabilities and frequently gave irrelevant or
odd responses (Weizenbaum, 1966). Much later in
the 21st century, the introduction of machine learn-
ing techniques, such as Artificial Neural Networks
(ANN), allowing for more advanced chatbots like AL-
ICE (Wallace, 2009). ALICE used a database of pre-
defined responses and a heuristic algorithm to select
the most appropriate response based on the user’s
input. Despite these improvements, these chatbots
still lacked the ability to understand complex lan-
guage patterns and generate contextually appropri-
ate responses. With the development of GPT, Ope-
nAI set the next step in NLP and the development of
Chatbots.
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3.1.3 ChatGPT

An important step forward for A.I. chatbots
was made with the creation of Generative Pre-
Trained Transformer(GPT) by OpenAI (Radford &
Narasimhan, 2018). The foundation of GPT is the
Transformer design, which uses self-attention meth-
ods to better capture long-range dependencies in text
(Vaswani et al., 2017). This is the foundation of the
GPT. GPT models are better able to produce re-
sponses that are relevant and logical since they have
already been pre-trained on huge text data sets.

GPT-2 (Radford et al., 2019) displayed out-
standing performance in challenges requiring natu-
ral language generation and understanding. The
model’s capacity to produce text that resembles hu-
man speech raised fears about potential abuse, such
as the production of spam or fake news (Radford
et al., 2019). Despite these fears, GPT-2 has been
widely used for a variety of purposes, including sum-
marizing, translating, and using chatbots.

Shortly after GPT-2 came GPT-3 (Brown et al.,
2020), GPT-3 has further advanced the capabilities
of A.I. chatbots. With 175 billion parameters, GPT-
3 can generate well-structured, contextually appro-
priate, and creative responses, even in complex and
ambiguous situations (Brown et al., 2020). GPT-3’s
performance has been compared to human-level com-
prehension in some tasks (Brown et al., 2020).

In the year 2023 came GPT-4, which improved on
multiple levels, it can take image and text inputs and
output text. GPT-4 performs at a level comparable
to humans on a variety of professional and academic
criteria, but being less effective than humans in many
real-world circumstances (OpenAI, 2023).

3.2 Prompting

Prompting is the process of designing, utilizing and
optimizing effective prompts to make sure that the
chatbot does exactly what is intended (Ekin, 2023).
Large Language Models (LLMs) can execute a range
of tasks better thanks to the prompt engineering
technique, including generating text, translating lan-
guages and producing other types of creative con-
tent. Short texts called prompts are used to direct
LLM’s responses. This can be really useful to make
ChatGPT respond in the direction you want it to.
Prompting will be used in this thesis to make sure
that ChatGPT understands what it is asked to do in
a more detailed way and does what it is supposed to
do.

3.3 The Power of Feedback

It is well known that feedback has an important ef-
fect on the way individuals perform and their per-
ception of their personal skills (Hattie & Timperley,
2007). Feedback plays a critical role in the evalua-
tion and improvement of business ideas for both en-
trepreneurs and investors. The structure, applica-
tion, and efficacy of feedback produced by A.I. chat-
bots and human experts will be examined using the
Power of Feedback theory. The goal is to recognize
the benefits and drawbacks of the feedback offered
by these two sources and decide how to best com-
bine it to have the biggest impact on the growth
of business ideas. Feedback can also play a signifi-
cant role in idea generation and innovation contests
by providing constructive input and guidance to par-
ticipants (Terwiesch & Ulrich, 2009). The qualities
of ideas generated in such contests are influenced by
the feedback process, as well as by the number of
participants involved (Boud & Molloy, 2012). By as-
sessing and giving feedback on the ideas generated,
individuals can improve their understanding and re-
fine their ideas, leading to higher-quality ideas (Nicol
& Macfarlane, 2006). By having an A.I. chatbot that
will be able to replicate the quality of feedback that
humans can give, feedback during idea tournaments
could be given while answering the questions for the
tournament. This will lead to people getting direct
feedback, which will help them improve directly in-
stead of having to wait for a human to evaluate their
input.

3.4 Social Information Processing
Theory (SIP)

In Computer-Mediated Communication (CMC), the
Social Information Processing Theory focuses on how
people form opinions and make decisions based on
minimal information. This theory helps in compre-
hending the distinctions between feedback generated
by humans and A.I. when evaluating business ideas.
It explains why people make assumptions through
written messages and that given enough time people
can feel the same intimacy as they do with humans
in face-to-face meetings (Walther, 1992). To ensure
that this interaction between humans and the A.I.
is established in a way that promotes trust, under-
standing, and effective collaboration, guidelines for
human-A.I. interaction can be established (Amershi
et al., 2019). These guidelines can help in the devel-
opment of A.I.-driven feedback systems that are both
efficient and well-received by users. If A.I. is as profi-
cient at giving feedback as humans then it is essential

3



that the people wanting to get feedback also accept
that the A.I. is helping them.

4 Methodology

4.1 Digital platform for regional de-
velopment

In this study, Data was used from an EU-funded re-
search project that aims to promote the development
of rural areas in Europe through digital innovation

The digital platform for regional development
Project is an EU-funded research project that aims
to promote the development of rural areas in Europe
through digital innovation. The project develops a
digital platform for services. The objective is to en-
hance the digital skills and literacy of rural citizens,
providing them with access to digital tools and tech-
nologies, and fostering a culture of digital innovation
in rural communities.

4.2 Idea Tournament

An Idea generation tournament has been held for
the digital platform for regional development project.
In this tournament companies described which rural
need they were going to solve with the Digital plat-
form for regional development and why this is signif-
icant for their area of interest and their rural stake-
holders. From these entries, 15 entries were eligible
and were evaluated by 2 evaluators for each of the
eligible entries. This evaluation was done based on
5 criteria which were each given a score from 1 to 5.
In this thesis these scores will be compared to the
scores that A.I. gives to the same entries using the
same evaluation sheet.

4.3 Research design

The innovation tournament will serve as the basis for
the comparison between human and A.I. feedback.
The evaluation paper used by humans to evaluate
the 15 applications for the innovation tournament
will be used to make A.I. evaluate the applications
as well. Then the following process will follow to see
if humans and A.I. can be seen as significantly dif-
ferent. Two different instances of A.I. will be used.
One instance will be where the A.I. chatbot will not
be given any other information than the evaluation
form and the application, whereafter it will be asked
to evaluate the application according to the evalu-
ation form. The second instance will be where the
chatbot is given proper prompting before getting the
same information. This prompting will entail basic

information about the tournament and what the ex-
pectations of the chatbot will be. So the design of
the research will be the following:

• All the applications will be anonymized to make
sure that they can be used by Chatbots without
giving away confidential details about people or
companies.

• The most important information from the eval-
uation document will be clearly described so it
can be easily comprehended by the A.I. chat-
bot.

• The first instance where no prior information is
given will be put into the chatbot. Then the
chatbot will evaluate the application according
to the evaluation framework.

• The second instance where the prior informa-
tion is given, will be put into the chatbot. Then
the chatbot will evaluate the application ac-
cording to the evaluation framework.

• The last instance where the chatbot is asked
to give a more strict evaluation is put into the
chatbot.

• Scores from the two human evaluators will be
averaged.

• All the scores received from chatbot will be av-
eraged as well.

• These scores received from the humans and the
A.I. will be sorted by the 5 criteria.

• The scores given by the experts and A.I. will be
compared on each evaluation criterion for each
application.

• Determine agreement: Calculate the compara-
bility between the humans and A.I. using statis-
tical methods, such as the T-test and the Man-
Whitney U test.

• Check to see whether differences between the
different groups are significant.

By following this process, the evaluation scores of the
groups can be compared. The data that will be used
will be that of the idea generation tournament of the
digital platform for regional development.
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4.4 Design Framework
To design the framework that is used for evaluating
the business ideas, an evaluation form of the idea
tournament of the digital platform for regional de-
velopment will be used also to be able to compare
the previous entries which have been already eval-
uated. Therefore the ideas will be evaluated on 5
criteria to make sure they fit within the digital plat-
form for regional development platform these will be
the following:

• Alignment

• Excellence

• Impact

• Implementation

• Team

These criteria were used because they have been used
in the previously mentioned tournament. By using
the same criteria it is easier to compare the human
and ChatGPT evaluations because the human eval-
uations have already been evaluated according to a
framework. These 5 criteria will be evaluated from
1 to 5 this and the meaning of the criteria will be
further explained in the next subsection.

4.5 Prompting
By making the chatbot more familiar with its task
it will be able to analyze the applications better and
therefore have a closer resemblance to the informa-
tion that the human evaluators have. As a result,
the feedback provided by the chatbot becomes more
closely aligned with that of the humans. The open
calls objective gives good insight into what the ac-
tual project entails and what is expected from the
applications. ChatGPT will be given the following
prompts to ensure that it knows what the project is
and therefore have a better ability to assess the ap-
plications:
"You are an expert analyzer for an innovation tour-
nament for the digital platform for regional develop-
ment, The project is an open call of which the goal
is: “co-develop and implement a digital solution that
delivers multiple services to rural citizens while cre-
ating opportunities for economic growth and quality
of life improvements”. More information that is es-
sential for grading the application and get a better
understanding of the open call can be found in the
following file: https://tinyurl.com/4xzns8zn. please
look at this file before grading the application. Your
goal is to evaluate to the best of your abilities the

quality of applications for this open call. You will
do this according to an evaluation framework con-
taining 5 criterions which are ranked using a Likert
scale from 1 to 5. The evaluation framework will first
describe the criterions and what they mean and af-
terward it will explain how the rankings from 1 to 5
are described:

• Alignment
Extent to which the proposed business idea
aligns with the digital platform for regional de-
velopment project in general, and more specif-
ically with the digital platform for regional de-
velopment Open Call’ objectives and require-
ments, regional marketplaces and strategic are-
nas and the extent to which the service pro-
posed solves a rural need identified and address-
ing it is significant for the relevant stakeholders,
providing specific value and being different from
competition.

• Excellence
Extent to which applications demonstrate tech-
nical excellence, high level of innova- tiveness
and ability to go beyond the state- of-the-art.
The applicant should explain the technology be-
hind the project and how it will address the
challenges and TRL se- lected with its main
outcomes. The applicant should provide in-
formation about the level of innovation within
their market, degree of differentiation that this
project will bring and to what extent the solu-
tion will go beyond the State of Art. The ap-
plicants should demonstrate how they plan the
platform development and what is their ambi-
tion to do it with the digital platform for re-
gional development support.

• Impact
Extent that the application is ambitious to im-
prove quality of life in rural areas, indicat-
ing expected economic, technological, and so-
cietal impact on the Mirror Region. Strength
of the marketing strategy and plan to reach cus-
tomers. Credibility of the applicants’ strategy
to exploit the platform beyond the digital plat-
form for regional development open call period
and that there is a real interest in following up
commercially.

• Implementation
Extent that the work plan is complete and co-
herent to ensure effective implementation. The
soundness of the approach.

• Team Appropriateness of the team to meet the
the digital platform for regional development
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challenge. Technical capacity, experience, ex-
cellence, and quality of the team.

These 5 criteria need to be evaluated from 1 to 5,
These will have the following values:

1. The application fails to address the issue un-
der examination or provides insufficient infor-
mation.

2. The issue is addressed in an unsatisfactory man-
ner.

3. The application addresses the issue, but there
are significant weaknesses.

4. The application addresses the issue well, but
there is clear room for improvement.

5. The application successfully addresses all rele-
vant aspects of the issue in question and if there
are any shortcomings, they are minor.

please evaluate it by reviewing all the criterions and
rating them according to what is mentioned above.
You can use half points This is the document: ’Link
to document’. make sure to take everything from the
document into account and analyze the criterions one
by one.

4.6 Statistical tests

4.6.1 T-Test

In this study, the T-test is used to determine whether
the mean of the evaluation scores of two different
variables is significantly different. The T-test is a
statistical test that is used to compare the means of
two groups. It is a parametric test, which means
that it assumes that the data is normally distributed.
The T-test can be used to compare two independent
groups or two dependent groups (Cohen, 1988). In
the case of this thesis, independent groups will be
used. As there is no dependency between the human
and A.I. evaluations. T-tests can only be performed
if it conforms to certain assumptions. These assump-
tions are:

• It needs to have an ordinal or continuous scale

• It needs to be a random sample

• It needs to have a normal distribution

• A reasonably large sample size is used

• It needs homogeneity of variance

4.6.2 Non-parametric tests

When the sample distribution is not normally dis-
tributed or if there is no homogeneity of variance,
non-parametric tests are a useful tool to be able to
compare variables. They are statistical methods that
do not assume a specific distribution of the data.

One of the most common non-parametric tests
for comparing two independent samples is the Mann-
Whitney U test, also known as the Wilcoxon rank-
sum test. This test compares the medians of two
groups and is often used with ordinal data or when
the data are not normally distributed (Mann & Whit-
ney, 1947). In this study quite a large portion of the
data is not normally distributed and therefore the use
of the Man-Whitney U test is useful.

The Mann-Whitney U test works by ranking all
the observations from both groups together, then
comparing the sum of ranks for each group. The null
hypothesis is that the distributions of both groups
are equal. If the test statistic is significantly different
from what would be expected under the null hypoth-
esis, this suggests a significant difference between the
groups (Mann & Whitney, 1947).

This test needs to have certain assumptions met:

• Independence
The two samples that are being compared
should be independent of each other. This
means that the observations in one sample do
not affect the observations in the other sample,
and the other way around.

• The Mann-Whitney U test requires that the
data be ordinal or continuous. This means that
the data can be ranked, in the case of this the-
sis a Likert scale is used. This form of ranking
falls under the category of ordinal data.

• The shape of the distribution
Unlike many parametric tests, the Mann-
Whitney U test does not assume that the data
follows a specific distribution. It does however
assume that the shape of the distribution is
the same for both groups. This means that if
one group’s ratings are skewed to the right, the
other group’s ratings should also be skewed to
the right to the same degree(Assumptions of the
Mann-Whitney U test | Laerd Statistics, n.d.).

5 Data collection
For the collection of the data, all the applications
were evaluated according to the framework given
above where the non-prompted ChatGPT was not
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given the additional information that was provided
before explaining the criteria. ChatGPT 4, equipped
with plugin capabilities, utilized the "Ask Your PDF"
plugin for this research. This plugin enables the up-
load of a PDF file, which can then be accessed and
analyzed by ChatGPT. The use of this plugin was
necessitated by the word input capacity limitations
of ChatGPT when plain text was used.

Following the upload of the document, the eval-
uation framework as aforementioned was presented
to ChatGPT, accompanied by the request to evalu-
ate the uploaded document. ChatGPT proceeded to
scan the entire document and evaluate it based on the
established framework a few examples can be seen
in Appendix A. Sometimes ChatGPT would briefly
mention all the criteria after which it would give an
evaluation score between 1 and 5 as seen in fig. 21.
In other occasions ChatGPT would scan the docu-
ment per 1 criteria and then thoroughly explain why
it gave a specific grade as can be seen in Appendix A
in fig. 10.

The prompted ChatGPT was first introduced to
an extra document, it was asked to remember and
use this document in the evaluation as can be seen in
Appendix A in fig. 6. The answer to this can be found
in fig. 7. The prompted Chatgpt again gave different
answers a few examples of these answers can be found
in Appendix 1 in fig. 8 and in figs. 16 to 20.

The stricter ChatGPT was asked after evaluating
to evaluate it again but to be more strict as can be
seen in Appendix A in figs. 9 and 11 to 15.

It was observed that the evaluations provided by
the chatbot exhibited slight variations even when the
same prompt was used. To account for this variabil-
ity and enhance reliability, each application was eval-
uated three times by the chatbot, and an average
score was calculated.

The resulting averages were placed into Excel ta-
bles to create a clear overview of all evaluation scores.
Using this methodology, a total of 225 evaluation
scores were generated by the non-prompted chatbot,
and 225 average evaluation scores were produced by
the prompted chatbot for each criterion.

In contrast, the human evaluations consisted of
scores from two evaluators, resulting in a total of 150
evaluation scores. The average scores for each crite-
rion from both the human evaluators and ChatGPT
were then imported into SPSS for statistical analy-
sis. An example of the layout of the SPSS data can
be found in the Appendix in fig. 21

6 Results

The scores from the evaluation given by humans and
A.I. then needs to be compared to see whether the
values of these different groups are significantly dif-
ferent. The test needed for comparing two means is
the T-test, as aforementioned this test requires as-
sumptions to be met in order for it to be reliable.
Therefore the assumptions need to be tested for all
the comparisons between the groups. To check the
normality of the samples a Shapiro-Wilk test is done
to determine whether the samples are normally dis-
tributed.

6.1 Humans and non-prompted A.I.

First, the data will be checked for normality using
the Shapiro-Wilk Test. These results are displayed
in table 1

Criterion statistic df sig.
1 .949 30 .003
2 .879 30 .160
3 .856 30 <.001
4 .863 30 .001
5 .858 30 <.001

Table 1: Shapiro-Wilk Test Humans and non-
prompted ChatGPT

Every one of the samples can not be considered a
normally distributed sample except for criterion 2. So
for criterion 2, a T-test will be performed whereas for
the rest a Man-Whitney U test will be performed and
the assumptions need to be tested for all the criteria.
Firstly, the assumptions needed for the Man-Whitney
U test will be tested which have been mentioned in
part 4.6.2. All the samples are independent samples,
they were taken at different times and are not corre-
lated. Secondly, the data of all the samples is a Likert
scale which is an ordinal scale. The last assumption
looks at the shape of the distribution of both groups
and these need to be similar. In the following figure,
the shape of the distribution for criterions 1,3,4, and
5 can be seen.
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(a) Criterion 1 (b) Criterion 3

(c) Criterion 4 (d) Criterion 5

Figure 1: Distributions of Evaluation Scores for Man-
Whitney U test Humans & ChatGPT

The distributions look like they are of approxi-
mately the same skewness. So all the assumptions are
met and the Man-Whitney U test can be executed.
For Criterion 2 the homogeneity of variances can be
assumed by using the Levenes statistic. There was a
homogeneity of variances for the evaluation scores for
humans and ChatGPT, as assessed by Levene’s test
for equality of variances (p = 0.132). Therefore the
T-test can be used for criterion 2.

Criterion 1 A Man Whitney U test was performed
to evaluate whether the scores given by humans for
criterion 1 are significantly different from the scores
given by the A.I. chatbot. ChatGPT had significantly
higher evaluation scores than the human evaluators,
z = -2.990, p = 0.003.

Criterion 2 The 15 averages of the evaluation
scores given by humans(M=3.07,SD=0.68), com-
pared to the 15 averages of the evaluation scores given
by ChatGPT(M=4.21, SD=0.38) are significantly dif-
ferent, t(28)=-5.721, p<0.01.

Criterion 3 A Man Whitney U test was performed
to evaluate whether the scores given by humans for
criterion 3 are significantly different from the scores
given by the A.I. chatbot. ChatGPT had significantly
higher evaluation scores than the human evaluators,
z = -3.471, p < 0.001.

Criterion 4 A Man Whitney U test was performed
to evaluate whether the scores given by humans for
criterion 4 are significantly different from the scores
given by the A.I. chatbot. ChatGPT had significantly
higher evaluation scores than the human evaluators,
z = -3.781, p < 0.001.

Criterion 5 A Man Whitney U test was performed
to evaluate whether the scores given by humans for
criterion 5 are significantly different from the scores
given by the A.I. chatbot. ChatGPT had significantly

higher evaluation scores than the human evaluators,
z = -2.986, p = 0.002.

6.2 Humans and prompted GPT
First, the data will be checked for normality using the
Shapiro-Wilk Test again. These results are displayed
in table 2 and therefore the T-test cannot be used and
the Man-Whitney U test will be used to compare the
samples. The results can be found in fig. 2

Criterion statistic df sig.
1 .843 30 <.001
2 .878 30 .002
3 .830 30 <.001
4 .862 30 .001
5 .900 30 .008

Table 2: Shapiro-Wilk Test Humans and Prompted
ChatGPT

For this test, the assumptions have to be tested
again. All the samples are independent samples, they
were taken at different times and are not correlated.
Secondly, the data of all the samples is a Likert scale
which is an ordinal scale. The last assumption looks
at the shape of the distribution of both groups and
these need to be similar. In fig. 2, the shape of the
distribution for the criteria can be seen.

(a) Criterion 1 (b) Criterion 2

(c) Criterion 3 (d) Criterion 4

(e) Criterion 5

Figure 2: Distributions of Evaluation Scores for Man-
Whitney U test Humans and ChatGPT prompted
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The distributions look like they are of approxi-
mately the same skewness. Therefore all the assump-
tions of the tests are met.

Criterion 1 A Man Whitney U test was performed
to evaluate whether the scores given by humans for
criterion 1 are significantly different from the scores
given by the A.I. chatbot. ChatGPT had significantly
higher evaluation scores than the human evaluators,
z = -3.346, p < 0.001.h

Criterion 2 A Man Whitney U test was performed
to evaluate whether the scores given by humans for
criterion 1 are significantly different from the scores
given by the A.I. chatbot. ChatGPT had significantly
higher evaluation scores than the human evaluators,
z = -4.268, p < 0.001.

Criterion 3 A Man Whitney U test was performed
to evaluate whether the scores given by humans for
criterion 3 are significantly different from the scores
given by the A.I. chatbot. ChatGPT had significantly
higher evaluation scores than the human evaluators,
z = -3.788, p < 0.001.

Criterion 4 A Man Whitney U test was performed
to evaluate whether the scores given by humans for
criterion 4 are significantly different from the scores
given by the A.I. chatbot. ChatGPT had significantly
higher evaluation scores than the human evaluators,
z = -4.059, p < 0.001.

Criterion 5 A Man Whitney U test was performed
to evaluate whether the scores given by humans for
criterion 5 are significantly different from the scores
given by the A.I. chatbot. ChatGPT had significantly
higher evaluation scores than the human evaluators,
z = -2.262, p = 0.023.

6.3 ChatGPT prompted vs not
prompted

First, the data will be checked for normality using
the Shapiro-Wilk Test. These results are displayed in
table 3 when looking at the results for the Shapiro-
Wilk test it can be seen that all the samples are not
normal and therefore the T-test cannot be used and
the Man-Whitney U test will be used to compare the
samples.

Criterion statistic df sig.
1 .887 30 .004
2 .922 30 .029
3 .871 30 .002
4 .853 30 <.001
5 .713 30 <.001

Table 3: Shapiro-Wilk Test Humans and Prompted
ChatGPT

For this test, the assumptions have to be tested
again. All the samples are independent samples, they
were taken at different times and are not correlated.
Secondly, the data of all the samples is a Likert scale
which is an ordinal scale. The last assumption looks
at the shape of the distribution of both groups and
these need to be similar. In fig. 3, the distribution
for the sample can be found.

(a) Criterion 1 (b) Criterion 2

(c) Criterion 3 (d) Criterion 4

(e) Criterion 5

Figure 3: Distributions of Evaluation Scores for Man-
Whitney U test of ChatGPT prompted & ChatGPT
not prompted

The distributions look like they are of approxi-
mately the same skewness. Therefore all the assump-
tions of the tests are met.

Criterion 1 A Man Whitney U test was performed
to evaluate whether the scores given by the prompted
A.I. chatbot for criterion 1 are significantly different
from the scores given by the A.I. chatbot. Because
p>0.05 we have to accept the null hypothesis and
therefore it can be concluded that for this criterion
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there is no significant difference between ChatGPT
and ChatGPT prompted, z = -1.242, p = 0.214

Criterion 2 A Man Whitney U test was performed
to evaluate whether the scores given by the prompted
A.I. chatbot for criterion 1 are significantly different
from the scores given by the A.I. chatbot. Because
p>0.05 we have to accept the null hypothesis and
therefore it can be concluded that for this criterion
there is no significant difference between ChatGPT
and ChatGPT prompted, z = -1.894, p = 0.058.

Criterion 3 A Man Whitney U test was performed
to evaluate whether the scores given by the prompted
A.I. chatbot for criterion 3 are significantly different
from the scores given by the A.I. chatbot. ChatGPT
prompted had significantly higher evaluation scores
than the human evaluators, z = -2.332, p =0.02.

Criterion 4 A Man Whitney U test was performed
to evaluate whether the scores given by the prompted
A.I. chatbot for criterion 4 are significantly different
from the scores given by the A.I. chatbot. Because
p>0.05 we have to accept the null hypothesis and
therefore it can be concluded that for this criterion
there is no significant difference between ChatGPT
and ChatGPT prompted, z = -0.749, p =0.454

Criterion 5 A Man Whitney U test was performed
to evaluate whether the scores given by the prompted
A.I. chatbot for criterion 5 are significantly different
from the scores given by the A.I. chatbot. Because
p>0.05 we have to accept the null hypothesis and
therefore it can be concluded that for this criterion
there is no significant difference between ChatGPT
and ChatGPT prompted, z = –0.105, p = .917

6.4 Stricter ChatGPT
Because of the big difference in the mean scores given
by humans and the chatbots as can be seen in table 4,
it can be insinuated that the chatbot should evaluate
the applications more strictly, therefore the chatbot
was asked to evaluate the application more strictly
twice. This is for the reason to see whether a more
strict evaluation is in fact significantly comparable to
humans. The chatbot will again scan the document
and apply a stricter evaluation method.

Mean Variance stdev
Human 3.3267 .787 .8872

ChatGPT 4.3044 .256 .50625
ChatGPT Prompted 4.4044 .211 .45945

Table 4: Descriptives for Human, ChatGPT and
ChatGPT prompted

This data will have to be checked for normality

again using the Shapiro-Wilk Test. These results are
displayed in table 5

Criterion statistic df sig.
1 .946 30 .135
2 .888 30 .004
3 .880 30 .003
4 .795 30 <.001
5 .914 30 .018

Table 5: Shapiro-Wilk Test Humans and Stricter
ChatGPT

From this test, it can be concluded that only crite-
rion 1 can be seen as a normal distribution and there-
fore this criterion will be checked for the assumptions
of a T-test whereas for the rest a Man-Whitney U
test will be performed and the assumptions need to
be tested for all the criteria. Firstly, the assumptions
needed for the Man-Whitney U test will be tested
which have been mentioned in part 4.6.2. All the
samples are independent samples, they were taken at
different times and are not correlated. Secondly, the
data of all the samples is a Likert scale which is an
ordinal scale. The last assumption looks at the shape
of the distribution of both groups and these need to
be similar. In fig. 4, the shape of the distribution for
criterions 2,3,4, and 5 can be seen.

(a) Criterion 1 (b) Criterion 2

(c) Criterion 3 (d) Criterion 4

(e) Criterion 5

Figure 4: Distributions of Evaluation Scores for Man-
Whitney U test Humans & Stricter ChatGPT
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The skewness of the distributions is approxi-
mately the same and therefore this assumption is met
as well.

For Criterion 1 the homogeneity of variances can
not be assumed by using Levene’s statistic. There
was not a homogeneity of variances for the evalua-
tion scores for humans and the strict ChatGPT was
assessed by Levene’s test for equality of variances (p
= 0.005). Therefore the T-test cannot be used for
criterion 1. So for all the criteria, the Man-Whitney
U test will be executed.

Criterion 1 A Man Whitney U test was performed
to evaluate whether the scores given by the more
strict chatbot for criterion 1 are significantly different
from the scores given by the humans. Because p>0.05
we have to accept the null hypothesis and therefore
it can be concluded that for this criterion there is no
significant difference between the more strict Chat-
GPT and the humans, z = -1.045, p = 0.296

Criterion 2 A Man Whitney U test was performed
to evaluate whether the scores given by the more
strict chatbot for criterion 2 are significantly different
from the scores given by the humans. Because p>0.05
we have to accept the null hypothesis and therefore
it can be concluded that for this criterion there is no
significant difference between the more strict Chat-
GPT and the humans, z = -1.505, p = 0.132.

Criterion 3 A Man Whitney U test was performed
to evaluate whether the scores given by the more
strict chatbot for criterion 3 are significantly different
from the scores given by the humans. Because p>0.05
we have to accept the null hypothesis and therefore
it can be concluded that for this criterion there is no
significant difference between the more strict Chat-
GPT and the humans, z = -0.149, p =0.882.

Criterion 4 A Man Whitney U test was performed
to evaluate whether the scores given by the more
strict chatbot for criterion 4 are significantly different
from the scores given by the humans. Because p>0.05
we have to accept the null hypothesis and therefore
it can be concluded that for this criterion there is no
significant difference between the more strict Chat-
GPT and the humans, z = -0.668, p =0.504

Criterion 5 A Man Whitney U test was performed
to evaluate whether the scores given by the more
strict chatbot for criterion 5 are significantly different
from the scores given by the humans. Because p>0.05
we have to accept the null hypothesis and therefore
it can be concluded that for this criterion there is no
significant difference between the more strict Chat-
GPT and the humans, z = -0.546, p = 0.585

The more strict ChatGPT gave a mean score of
3.32 which was almost identical to the score given by
humans of 3.33 as can be seen in table 6 The strict

ChatGPT has a smaller variance when compared to
the human evaluations, therefore, suggesting that the
strict ChatGPT has a more consistent way of evalu-
ating business ideas.

Mean Variance
Humans 3.3267 0.787

Strict ChatGPT 3.3167 0.240

Table 6: Descriptives Humans & Strict ChatGPT

6.5 Thresholds

In the original innovation tournament, specific
thresholds were applied to filter out applications that
scored low on specific criteria. The thresholds that
applied to this tournament will also be used in this
study to determine which applications would be fil-
tered out by the chatbots and which would not be
filtered out. The threshold for the evaluation scores
is to have at least a score of 3 out of 5. Furthermore,
a weight is assigned to each criterion to calculate a
score, this score also has a threshold of 3 out of 5.

the weights for the criteria can be found in table 7

Criterion Weight
Alignment 0.2
Excellence 0.25

Impact 0.25
Implementation 0.2

Team 0.1

Table 7: Weights criterions

By using these weights and multiplying them with
the average score, a score can be calculated for all of
the different evaluation groups. These can be found
in table 8
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Applicator Humans ChatGPT Prompted Strict
1 4.3 4.56 4.63 3.66
2 2.85 4.27 4.45 3.19
3 3.35 4.8 4.57 3.28
4 1.9 4.48 4.48 3.35
5 1.775 3.4 4.08 3.04
6 3.475 4.5 4.43 3.31
7 3.825 4.33 4.51 3.39
8 4.775 4.35 4.52 3.66
9 3.325 4.54 4.35 3.4
10 3.525 4.2 4.51 3.05
11 3.225 4.43 4.61 3.59
12 3.075 3.94 4.41 3.75
13 3.05 4.07 3.8 2.53
14 3.425 4.22 4.39 3.35
15 3.5 4.38 4.58 3.44

Table 8: Scores applications

Based on these scores the humans gave, Applica-
tors 4 and 5 do not meet the threshold score of 3 and
will therefore not be selected. When looking at Chat-
GPT it can be seen that only the strict chatbot has
a score of 2.53 for application 13 and because that
does not meet the threshold score it should not be
selected.

The threshold values of 3 out of 5 also need to be
met, these scores can be found in the following tables
in the appendix.

For Humans in the evaluations the two humans
were both individually checked if the criteria met
the threshold. Applications 2,3,4,5,9,12 and 13 do
not meet the threshold of criterion 1, applications
2,3,4,5,6,9,10,12, and 13 do not meet the threshold
of criterion 2, applications 2,3,4,5,9,11 and 12 do not
meet the threshold of criterion 3, applications 2,3,4,5
and 9 do not meet the threshold on criterion 4 and
application 3,4 and 5 do not meet the threshold of
criterion 5

For ChatGPT and the prompted ChatGPT, only
application 5 does not meet the threshold of criterion
5

For the more strict ChatGPT, application 13 does
not meet the threshold of criterion 1, application 13
does not meet the threshold of criterion 2, applica-
tion 13 does not meet the threshold of criterion 3,
application 5 does not meet the threshold of criterion
4 and finally, applications 5,10,13 and 14 do not meet
the threshold of criterion 5.

So what can be seen is that every evaluator does
not select application 5, and that the more strict eval-
uation from ChatGPT does not select 14 whereas the
humans do.

7 Discussion
The results of this study provide significant insights
into the potential of artificial intelligence (A.I.) in
providing feedback on business ideas. The compari-
son of the feedback given by human experts and A.I.
chatbots reveals that there is a significant similarity
between the two, suggesting that A.I. systems could
be used to provide feedback on business ideas in the
future. The use of A.I. chatbots for feedback delivery
has several implications for the field of idea evaluation
and generation. Firstly, it can potentially increase
the efficiency of the feedback process, as A.I. can pro-
vide immediate feedback without the need for human
intervention. In this thesis it has been proved that
given the right instructions the variance between the
answers is smaller than the variance between the eval-
uations given by humans, which is in accordance with
(Haleem et al., 2023), that says that an A.I. is less
likely to make mistakes when given the right instruc-
tions. This will therefore improve the quality of the
feedback given. By having A.I. being able to give sim-
ilar feedback as humans, constructive and fast feed-
back can be given to participants to generate higher
quality ideas during innovation tournaments(Nicol &
Macfarlane, 2006).

The thing that will be difficult in future research
is to determine which prompts to use, because in
this thesis it took some time to finally create a spe-
cific prompt that caused the evaluation scores to
be insignificantly different to the scores given by
the humans. This is the reason to figure out for
every specific situation how to prompt the specific
request(Ekin, 2023).

When looking further at if people will accept
an A.I. chatbot given feedback, as mentioned in
the Social Information Processing theory, that given
enough time and experience people will accept the
A.I. chatbot as a means of providing qualitative
feedback(Walther, 1992). Especially when they see
that the feedback is comparable to that of humans.

8 Conclusion
This study has provided valuable insights into the
potential of A.I., specifically chatbots, in the eval-
uation of business ideas. To form a conclusion for
this thesis the research question, How do evaluations
of business ideas given by A.I. chatbots and human
evaluators compare?, will be answered in two parts.

The first part that will be answered will be: are
the two types of evaluations significantly different?
This will be done by using statistical tests. The main
findings suggest that ChatGPT and the prompted
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ChatGPT had significantly higher Evaluation scores
than humans on all criteria because given a signifi-
cance level of α=0.05, the Null hypothesis has to be
rejected because p <0.05.

However, when ChatGPT is asked to evaluate the
applications more strictly the differences in the eval-
uation scores given by humans and ChatGPT are
not significant, all the significant levels of these tests
are p>0.05 and therefore the null hypothesis can not
be rejected, which entails that there is no significant
difference between these evaluations and the human
evaluations. This implies that A.I. chatbots, in this
case, ChatGPT, can be effectively used to evaluate
business ideas, when given the right prompts.

The second part of the research question that will
be answered is: How do the evaluation scores com-
pare? This is done by comparing which of the appli-
cations were not chosen because of not meeting the
threshold values of the criteria and the threshold val-
ues for the scores, which were calculated by using the
weights given to the criteria. By seeing which appli-
cations would be finally chosen by all the different
groups we can see if they differ.

The humans did not select the following applica-
tion based on threshold scores: 2,3,4,5,6,9,11,12,13

ChatGPT and the prompted ChatGPT only did
not select: 5

and the more strict ChatGPT did not select:
4,5,13,14

So even though the humans did not select way
more applications the strict chatbot got very close to
not selecting some applications as well. Because there
is no significant difference between the evaluations
from the two groups and the variance of the evalua-
tion scores given by the chatbot is much smaller, the
A.I. chatbot appears to be a more consistent evalua-
tor.

8.1 Practical Implications
The practical implications of these findings are sig-
nificant. The ability of A.I. to evaluate business
ideas could revolutionize the way businesses and en-
trepreneurs approach idea generation and evaluation.
It could lead to more efficient and effective methods

of reviewing business ideas, potentially saving time
and resources. Furthermore, the use of A.I. chat-
bots in this context could also lead to more diverse
and innovative ideas, as AI is not constrained by the
same biases and preconceptions as humans. This
thesis also found out that there is a much smaller
variance between the evaluation scores generated by
A.I. chatbots therefore suggesting that given the right
prompts A.I. chatbots are a very consistent method
of evaluating business ideas.

8.2 Theoretical Implications
From a theoretical perspective, this study contributes
to the existing body of knowledge in the field of A.I.
chatbots and Natural Language Processing. It sup-
ports the fact that A.I. chatbots have the potential
to understand and interpret complex tasks, such as
evaluating business ideas. However, it also highlights
the need for further research to fully understand the
capabilities and limitations of A.I. chatbots in this
context. Because as this study suggests, with the
right prompting, A.I. chatbots are not significantly
different and have a much smaller variance between
the scores.

8.3 Limitations and Suggestions for
Future Research

Despite the significant findings, this study has several
limitations. The use of a non-random sample and the
reliance on the chatbot’s ability to understand and in-
terpret the given evaluation framework are potential
sources of bias. Furthermore, the chatbot’s inability
to remember the entire document when evaluating
the criteria could have affected the results.

For future research, it would be beneficial to use
a larger sample size to increase the reliability of the
data. Additionally, further studies could explore the
use of A.I. chatbots in other stages of the innovation
process, such as idea generation and implementation.
It would also be interesting to investigate ways to
improve the chatbot’s understanding of the applica-
tions and its ability to provide relevant and useful
feedback.
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Appendices
Appendix A ChatGPT screenshots

Figure 5: Answer from ChatGPT for application 11 non-prompted

Figure 6: Prompt asked for remembering document
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Figure 7: Answer to asking to remember prompt

Figure 8: Answer from Prompted ChatGPT application 11
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Figure 9: Answer from Strict ChatGPT application 10
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(a) Alignment

(b) Excellence

(c) Impact

(d) Implementation

(e) Team

Figure 10: Output ChatGPT per criterion for application 12 non-prompted
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Figure 11: Answer prompted ChatGPT alignment application 12
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Figure 12: Answer prompted ChatGPT Excellence application 12
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Figure 13: Answer prompted ChatGPT Impact application 12
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Figure 14: Answer prompted ChatGPT Implementation application 12
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Figure 15: Answer prompted ChatGPT Team application 12
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Figure 16: Answer strict ChatGPT alignment application 10
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Figure 17: Answer strict ChatGPT Excellence application 10
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Figure 18: Answer strict ChatGPT Impact application 10
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Figure 19: Answer strict ChatGPT Implementation application 10
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Figure 20: Answer strict ChatGPT Team application 10
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Appendix B Spss screenshots

Figure 21: Example of Spss layout
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Appendix C Scores

Applicator Human
1

Human
2

ChatGPT Prompted Strict

1 5 5 4.50 4.67 3.75
2 3 2 4.50 4.33 3.25
3 5 1 4.67 4.50 3.50
4 3 1 4.50 4.50 3.50
5 5 1 3.83 4.50 3.50
6 4 4 4.67 4.50 3.50
7 4 4 4.33 4.67 3.50
8 4 5 4.33 4.50 3.50
9 5 2 4.67 4.33 3.00
10 5 3 4.17 4.67 3.50
11 4 4 4.33 4.33 3.25
12 2 5 4.17 4.50 3.75
13 2 3 4.00 4.00 2.25
14 4 5 4.17 4.33 3.25
15 4 3 4.50 4.67 3.50

Table 9: Scores Criterion 1

Applicator Human
1

Human
2

ChatGPT Prompted Strict

1 4 3 4.67 4.67 3.50
2 4 2 4.00 4.50 3.00
3 5 2 5.00 4.50 3.25
4 2 1 4.33 4.50 3.25
5 3 2 3.50 4.33 3.25
6 4 2 4.33 4.33 3.00
7 3 4 4.33 4.33 3.50
8 5 4 4.50 4.50 3.75
9 5 2 4.33 4.17 3.50
10 4 2 4.17 4.67 3.00
11 3 3 4.17 4.33 3.50
12 2 3 3.83 4.33 3.75
13 3 2 3.67 3.67 2.75
14 3 3 4.17 4.33 3.50
15 3 4 4.17 4.50 3.50

Table 10: Scores Criterion 2
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Applicator Human
1

Human
2

ChatGPT Prompted Strict

1 5 4 4.50 4.50 3.75
2 2 2 4.00 4.50 3.25
3 5 2 4.67 4.50 3.25
4 2 1 4.33 4.50 3.25
5 1 1 3.83 4.50 3.50
6 3 4 4.33 4.33 3.25
7 4 4 4.33 4.50 3.25
8 5 5 4.17 4.50 3.50
9 4 2 4.50 4.17 3.50
10 4 3 4.17 4.50 3.00
11 2 3 4.33 4.83 3.75
12 2 4 4.00 4.50 3.75
13 4 3 4.33 3.67 2.25
14 3 4 4.17 4.50 3.50
15 4 3 4.50 4.50 3.25

Table 11: Scores Criterion 3

Applicator Human
1

Human
2

ChatGPT Prompted Strict

1 3 5 4.50 4.50 3.50
2 5 2 4.50 4.33 3.25
3 5 2 4.83 4.67 3.25
4 3 2 4.67 4.33 3.25
5 1 1 3.50 4.00 2.75
6 4 3 4.50 4.33 3.25
7 4 4 4.50 4.83 3.50
8 5 5 4.50 4.50 3.75
9 4 2 4.50 4.67 3.50
10 4 3 4.33 4.50 3.25
11 4 3 4.67 4.83 3.75
12 3 4 3.67 4.33 3.75
13 3 4 4.17 4.33 3.00
14 3 3 4.33 4.83 3.50
15 4 3 4.33 4.50 3.25

Table 12: Scores Criterion 4
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Applicator Human
1

Human
2

ChatGPT Prompted Strict

1 5 5 4.67 5.00 4.00
2 5 3 4.67 4.67 3.25
3 5 1 4.83 4.83 3.00
4 4 1 4.83 4.67 3.75
5 1 1 1.00 1.67 1.00
6 3 4 5.00 5.00 4.00
7 4 3 4.00 4.00 3.00
8 5 5 4.17 4.67 4.00
9 5 3 5.00 4.67 3.50
10 4 4 4.17 3.83 2.00
11 3 4 5.00 4.83 3.75
12 3 3 4.17 4.33 3.75
13 3 4 4.33 3.00 2.25
14 3 3 4.33 3.50 2.50
15 3 4 4.50 5.00 4.00

Table 13: Scores Criterion 5
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