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ABSTRACT  

While the widespread adoption of algorithms on online labor platforms offers 

numerous benefits such as facilitating the efficient matchmaking of gig workers to 

clients, the potential harmful effects and uses such as bias-amplification and micro-

management of workers remain relatively overlooked. Acknowledging the human 

influence at the core of each algorithm, this study seeks to gain an in-depth 

understanding of the individuals that are involved in decision-making surrounding 

algorithms on online labor platforms. By having conducted semi-structured 

interviews with platform managers, this exploratory research seeks to contribute to 

existing literature by providing insightful findings on how decisions are made, the 

motivations behind them as well as the practices used to ensure the fair design and 

deployment of algorithms on online labor platforms. This study revealed that 

managers are aware of algorithmic as well as societal biases on platforms and take 

various proactive approaches to mitigate the occurring biases. Moreover, it was 

found that despite the limited use of fairness tools as well as the lack of technical bias 

mitigation approaches in algorithm development, managers made a significant effort 

in ensuring platform fairness and showed general accountability for ensuring the 

fair design of algorithms. Overall, the findings highlight the complex nature of 

managing algorithmic fairness and underscore the need for further research and 

practical considerations in this area. 
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1. INTRODUCTION 
Every aspect of our lives is being progressively influenced by 

machine learning (ML) algorithms: Making movie 

recommendations, suggesting personalized ads, the social media 

posts we read, or who to date (Mehrabi et al., 2019). Not only our 

private lives are affected but today, applications of machine 

learning can be found in nearly every industry (Jordan & 

Mitchell, 2015): from medicine and healthcare (Jiang et al., 

2017) to banking and finance to transportation and retail 

(Richardson, 2021). Because algorithms take more factors into 

consideration than humans possibly can, machine learning is 

widely recognized for its capability to accelerate time-consuming 

processes, automate routine procedures, enhance the accuracy 

and efficiency of mundane tasks as well as assist in making better 

decisions. (Danziger et al., 2011). While machine learning 

algorithms can have a huge potential for good and are widely 

acknowledged for the elimination of human error, they are 

susceptible to bias and can only be as accurate as the data it is 

trained on. Historical biases, and insufficient or unrepresentative 

training data, for example, can lead to the amplification of biases 

in algorithms (Roselli et al., 2019). Because of this, algorithms 

can contribute to social injustice. In the past 10 years, there have 

been many instances of algorithms treating users unfairly and 

harming or discriminating against them based on personal 

characteristics, particularly race, and gender. 

For instance, the COMPAS algorithm forecasts a defendant's risk 

to society and the chance of reoffending. It was found to predict 

higher risk values for black defendants than their actual risk 

(Angwin, Larson, Mattu, & Kirchner, 2016). In another instance, 

it was discovered that Google's Ads engine for targeted 

advertising served disproportionately fewer high-paying job ads 

to women than to men (Caliskan et al., 2017).  

Just like in other domains, algorithms are being increasingly used 

on online labor platforms (OLPs) to optimize the efficiency of 

platform operations. Since the business model of OLPs relies on 

high-quality matchmaking and is crucial to the platform’s 

performance, OLPs use algorithms to facilitate the efficient 

matching of supply and demand; in other words (gig) workers to 

clients (Möhlmann et al., 2021). This can mean matching, for 

instance, a driver to a customer on a ride-sharing platform such 

as Uber or suggesting the right worker to fulfill a customer’s task 

on a freelance platform such as TaskRabbit. (Möhlmann et al., 

2021; Park & Ryoo, 2023). Because of the algorithmic 

efficiency, more transactions take place, more consumers’ needs 

are satisfied, more platform workers are paid, and consequently 

more revenue is generated by OLPs (Möhlmann et al., 2021; 

Stanford, 2017).  

In addition to just matching consumers to service providers, 

platforms aim to control the behavior of platform workers by 

making use of algorithms; performance evaluations, behavioral 

cues, and customer reviews are commonly used to keep an eye 

on workers’ activities and lead workers to exert behaviors that 

align with the company’s goals. Besides algorithmic control, the 

already existing biases that are prevalent in society, in the form 

of race, gender, and social discrimination against specific groups 

is a serious problem that is not uncommon in traditional 

marketplaces and is repeatedly amplified by machine learning 

algorithms. (Möhlmann et al., 2021; Hannak et al., 2017). For 

instance, a study conducted on Airbnb found that 

accommodation applications from customers with African 

American names are about 16%-19% less likely to be approved 

than identical customers with distinctively white-sounding 

names (Edelman & Luca, 2014). Moreover, a study by Galperin 

and Greppi (2017) has shown that foreign job seekers are 42% 

less likely to win contracts from employers on the Spanish 

freelance platform Nubelo. Despite the increased use of 

algorithms, it is unknown to what extent online labor platforms 

account for the negative discriminatory as well as controlling 

effects of algorithms. Given the lack of behavioral research 

regarding the fair design and use of algorithms on online labor 

platforms and the decisions that preceded that, this study aims to 

answer the following research question:  

What do managers do to ensure the fair design and 

deployment of machine learning algorithms on online labor 

platforms?  

This qualitative research paper will add to our understanding of 

decision-making regarding the fair design and deployment of 

algorithms on online labor platforms. This will help address the 

current gap in the literature and provide real-world value to 

current research. While research has primarily focused on 

investigating the oppressive and controlling effects of algorithms 

on workers, as well as gender and social discrimination on online 

labor platforms, this research paper aims to understand the 

individuals involved in the decision-making process, their 

motivations behind these decisions, and the mechanisms they use 

in relation to the fair design and deployment of algorithms. This 

will be achieved through conducting semi-structured interviews 

with managers of online labor platforms, shedding light on the 

managerial practices, and providing valuable insights that 

contribute to the existing body of research. 

2. THEORETICAL FRAMEWORK 
In the following chapter, the theoretical framework will delve 

into the central question of what managers do to ensure the fair 

design and deployment of machine learning algorithms on online 

labor platforms by providing a coherent understanding of the 

dynamics between the interconnected concepts and conducting a 

thorough review using backward and forward snowballing. 

(Wohlin, 2014) The introduction of online labor platforms and 

the underlying machine learning algorithms is followed by an 

examination of fairness research and its various facets including 

fairness notions and algorithmic fairness. The various types of 

biases are then discussed, along with methods to reduce them, 

with an emphasis on software toolkits and checklist solutions.  

2.1 Machine learning algorithms on online 

labor platforms 

2.1.1 Online labor platforms  
The emergence of online labor platforms in the past ten years has 

drastically altered how work is organized and accessed, having a 

profound effect on many facets of the labor market by 

challenging conventional employment models. (Berg, 2018).  

Online labor platforms (OLPs), also referred to as digital labor or 

gig platforms, are multi-sided marketplaces that link on-demand, 

independent workers with clients or organizations that require 

their services. (Duggan et al., 2020; Meijerink et al., 2021).  In 

other words, OLPs provide intermediation services between self-

employed workers and organizations or consumers who wish to 

outsource fixed-term activities, for which gig workers receive 

monetary compensation. (Duggan et al., 2020; Meijerink et al., 

2021). They include both location-based applications, which 

distribute labor to people in a given geographical region, and 

web-based platforms, where work is outsourced to a 

geographically dispersed population (Berg, 2018). Online labor 

marketplaces like Upwork, Freelancer, Fiverr, TaskRabbit, 

Deliveroo, and Uber are a few examples (Duggan et al., 2020). 
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These platforms, provide a variety of online services like writing, 

graphic design, and web development, or location-based services 

like ridesharing, food delivery, and home services (Meijerink et 

al., 2021). Whilst having many advantages for workers such as 

enabling more flexible work arrangements, there are also major 

emerging disadvantages such as job uncertainty, income 

instability, and the potential for algorithmic bias and 

discrimination. (Daskalova, 2018; Möhlmann et al., 2021; 

Jahanbakhsh et al., 2020; Monachou, 2019; Hannak et al., 2017). 

2.1.2 The use of algorithms on OLPs 
Just like in other domains, (machine learning) algorithms are 

being increasingly used on online labor platforms to optimize the 

efficiency of platform operations. (Möhlmann et al., 2021). 

According to Oxford Languages, machine learning is “the use 

and development of computer systems that are able to learn and 

adapt without following explicit instructions, by using 

algorithms and statistical models to analyze and draw inferences 

from patterns in data”.  Since the business model of OLPs relies 

on high-quality matchmaking and is crucial to the platform’s 

performance, OLPs use algorithms to facilitate the efficient 

matching of supply and demand (Möhlmann et al., 2021; 

Meijerink et al., 2021). This can mean matching, for instance, a 

driver to a customer on a ride-sharing platform such as Uber or 

suggesting the right worker to fulfill a customer’s task on a 

freelance platform such as TaskRabbit (Möhlmann et al., 2021; 

Park & Ryoo, 2023; Stanford, 2017 ).  Because of the algorithm, 

the more transactions take place, the more consumers’ needs are 

satisfied, the more platform workers are paid and the more OLPs 

generate revenue (Möhlmann et al., 2021).  

2.1.3 Matching & control 
Platforms aim to govern the behavior of platform workers in 

addition to just matching customers with service providers. 

According to Möhlmann et al., 2021 algorithmic control refers to 

the use of algorithms to monitor platform workers’ behavior and 

ensure its alignment with the platform organization’s goals. 

Platforms attempt to regulate and keep an eye on most platform 

employees' activities through performance evaluations, 

behavioral cues, and customer reviews. Uber, for instance, makes 

use of algorithmic control by training their algorithms on 

behavioral drivers’ data that consequently improves the 

algorithm’s attempt to alter drivers’ behavioral choices, which 

leads to more efficient, meaning more frequent, customer-driver 

allocation (Möhlmann et al., 2021).  

While digital platforms allow workers to have more work 

autonomy, in the form of the flexible choice of tasks and work 

schedules they have the potential to gradually exert control over 

platform workers by making use of algorithmic management 

(Park & Ryoo, 2023). The so-called algorithmic management is 

used by OLPs to monitor and control the platform workforce. 

Möhlmann et al. 2021 refer to algorithm management as the 

“large-scale collection and use of data on a platform to develop 

and improve learning algorithms that carry out coordination and 

control functions traditionally performed by managers “. While 

tight algorithmic management has some advantages for platform 

organizations, such as maximizing worker efficiency and greater 

scalability, research indicates that it may also lead to workplace 

tensions in relation to compensation, workplace belonging, 

frustration among workers, as well as the feeling of lack of 

autonomy and flexibility to resist algorithmic instructions. (Park 

& Ryoo, 2023; Möhlmann et al., 2021).  

2.1.4 Bias-amplifying effect of algorithms 
OLPs increasingly rely on user-generated content, such as 

reviews to maintain quality control. Consider a situation where 

an algorithm gathers information about user interactions and 

decides how high on the search results gig offers are placed. 

Because of potentially biased user interactions and the 

positioning of results by algorithms, the top results gain 

popularity, and it remains unclear whether it is due to their 

inherent quality. biases (Spitko, 2019.; Olteanu et al., 2019).  

Workers with low ratings, which happen to be women and people 

from diverse backgrounds consequently, experience decreased 

visibility in top-search results, which negatively impacts their 

chances of being hired. (Hannak et al., 2017; Monachou, 2019), 

Outsourcing worker evaluation to consumers and using such 

input for automated decision-making creates a risk of 

reproducing user-generated biases (Spitko, 2019.; Olteanu et al., 

2019). Despite the increased use of algorithms, it is unknown to 

what extent online labor platforms account for the bias-

amplifying effects of algorithms. 

2.2 Fairness 
With the widespread use of algorithmic systems in our everyday 

lives, accounting for fairness has gained significant importance 

in designing and engineering such systems (Mehrabi et al., 

2019). As humans become more dependent on and vulnerable to 

the decisions of machines, it is evident that biased or unfair 

algorithmic systems can have a systematic negative impact on 

society. To ensure the fair design and deployment of algorithmic 

systems, it is essential to first define what “fairness” means. 

In a broader context, fairness is considered the “impartial and just 

treatment or behavior without favoritism or discrimination” 

(Oxford Languages, 2023). Fairness is not a clear-cut concept 

and has been challenging to define for scientists due to its 

multifaceted and context-dependent nature. (Feuerriegel et al., 

2020) It is challenging to develop a single definition of fairness 

that is acceptable to all parties involved because varied attitudes 

and outlooks in various cultures favor different ways of viewing 

the concept depending on its context and domain. (Mehrabi et al., 

2019) 

2.2.1 Algorithmic fairness 
By creating statistical definitions and algorithmic techniques to 

assess and mitigate biases, the field of algorithmic fairness, at its 

intersection of computer science, statistics, and mathematics, 

addresses the imperative to design algorithms that do not 

perpetuate discrimination, are free from bias, promote equitable 

treatment, and correct any inherent biases found in algorithms 

(Mehrabi et al. 2019).  

Despite the difficulty of defining fairness, Mehrabi et al. (2019), 

who iterated and compared the 10 most widely used notions of 

fairness among researchers describe fairness as “[...]the absence 

of any prejudice or favoritism toward an individual or a group 

based on their inherent or acquired characteristics”. Furthermore, 

they divided the proposed statistical notions of fairness into the 

following 3 categories.  

(1) Individual fairness is based on the idea that similar people 

should be treated similarly. It highlights the notion that people 

with comparable traits or qualities ought to have similar 

experiences or outcomes. In other words, two people should be 

treated equally or similarly when decisions are being made about 

them if they are comparable in pertinent ways. Individual 

fairness is concerned with preventing unjustified distinctions 

between people and advancing justice on an individual basis. 

(Mehrabi et al., 2019) 

(2) Group Fairness: Also referred to as demographic parity or 

statistical parity, group fairness focuses on guaranteeing fairness 

for various pre-established groupings within a population. It tries 

to prevent structural inequalities or biases in the decisions or 

results made for various groups based on protected 

characteristics like race, gender, or age. To ensure group fairness, 
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the proportions, or distributions of results among different groups 

must be comparable to or proportional to their population 

representation. For instance, if two demographic groups on an 

OLP have similar job qualifications, the likelihood of being hired 

by a client should be the same, in statistical terms. (Mehrabi et 

al. 2019; Kim & Cho, 2022a) 

(3) Subgroup Fairness: In addition to individual and group 

fairness, there is also conditional fairness, commonly referred to 

as equalized odds or equal opportunity. It focuses on ensuring 

that a decision-making system's forecast accuracy is constant 

across several subgroups identified by protected traits. In other 

words, the predicted accuracy should be comparable across 

groups, showing that no subgroup is being unduly rewarded or 

penalized by the system (Mehrabi et al. 2019). In statistical 

terms, this means that no error type disproportionately affects 

any group. In other words, for members of the protected and 

unprotected group, the likelihood that someone in the positive 

class will be correctly assigned a positive outcome and that 

someone in the negative class would be erroneously assigned a 

good outcome should be equal. (Kim & Cho, 2022a) 

2.3 Bias 
In the subsequent section, a distinction between statistical and 

societal biases will be made. In order to emphasize the various 

types of biases that can occur across the 3 stages of algorithmic 

development, a framework that aims to classify biases depending 

on their stage of occurrence, along with a taxonomy of bias types 

is presented. 

2.2.2 Statistical & Societal bias 
As seen in the numerous examples above algorithmic fairness 

can be violated by biases, that can exist in many shapes in forms. 

Here, we distinguish between statistical and societal bias. 

(1) Statistical bias is defined as “[…] a systematic deviation of 

an estimated parameter from the true value.” (Feuerriegel et al., 

2020). This is the case when the data continuously under or over-

estimates the real value of the population parameter being 

evaluated. Statistical bias can be caused by several things, 

including errors in data collection, sample selection, or analytical 

methods. (Feuerriegel et al., 2020; Webster et al., 2022) 

(2) Societal bias can be defined as “discrimination for, or against, 

a person or group, or a set of ideas or beliefs, in a way that is 

prejudicial or unfair.” (Webster et al., 2022). That frequently 

depends on elements like race, ethnicity, gender, sexual 

orientation, socioeconomic status, religion, or other aspects of 

society. Institutional regulations, cultural norms, interpersonal 

interactions, and systemic disparities are just a few ways that 

societal prejudice can appear. (Webster et al., 2022) 

2.2.3 Types of bias 
In addition to the distinction of societal and statistical biases by 

Feuerriegel et al. (2020), Friedman and Nissenbaum (1996) 

proposed a framework to classify biases according to their 

occurrence in the technology development stage, including pre-

existing, technical, and emergent biases.  

(1) Pre-existing biases are societal and cultural biases that exist 

in the data and presumptions utilized to develop and operate 

algorithms. These biases, which might include systemic racism, 

sexism, or other forms of discrimination, can be the result of 

historical and cultural reasons and can be sustained by the data 

gathered and used to train algorithms. They exist independently 

and prior to the creation of the algorithm. Moreover, they are 

considered inherent and are a result of how people view the 

world.  

(2) Technical bias refers to biases that result from the design and 

implementation of computer systems themselves as well as 

biases that stem from processing procedures and were added 

from the algorithm itself. The choice of characteristics, models, 

or training methods frequently introduces a bias that is not related 

to the practitioner but rather to the procedure's inadequacy to 

characterize the data. Such include limitations of computer tools 

such as hardware and software. 

(3) Emerging bias describes circumstances where biases that 

were not caused by the data used to train the algorithm arise due 

to the use of the technology, typically sometime after a design is 

completed. This may occur for several reasons, including the 

introduction of new data that was not present when the model 

was first developed, unanticipated audiences, or changing social 

norms. To address emerging bias, technologies must be 

continually assessed and modified to guarantee that they are 

being used in an appropriate manner. 

In the following figure, a taxonomy of the currently existing 

types of biases is depicted. 

 

 

Figure 1. Types of biases (Richardson, 2021) 

2.4 Bias mitigation approaches 
In the following section algorithmic bias mitigation approaches 

are presented, followed by technical as well as non-technical 

tools for bias mitigation. 

2.2.1 Algorithmic bias mitigation approaches 
To address bias in algorithmic systems, a variety of techniques 

have been investigated in fairness research. These techniques can 

be divided into three main groups based on their application at 

various stages of the process: data collection, modeling, and 

output. These methods are commonly classified as pre-

processing, in-processing, and post-processing approaches. (Kim 

& Cho, 2022a) 

(1) Pre-processing approach: a learned model's erroneous 

performance can be directly attributed to specific characteristics 

of the training data. Pre-processing methods solve the problem 

by eliminating the bias present in the training data itself by 

modifying the data before it is used to train a model. This 

objective can be accomplished with a variety of approaches. 

These consist of data cleaning, data enrichment, resampling, and 

reweighting data rows, changing class labels for various groups, 

and excluding sensitive variables or proxies. (Kim & Cho, 

2022a) 

(2) In-processing approach: in-processing reduces the bias by 

adding a constraint to the learning algorithm or in other words, 

modifying the algorithm itself to make it account not only for 

accuracy but also for fairness. Techniques like modifying the 

decision threshold, adding regularization terms to the objective 
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function, or utilizing adversarial training can be used to achieve 

this. (Kim & Cho, 2022a). 

(3) Post-processing approach: post-processing aims at only 

adjusting the outputs of a model, leaving the underlying classifier 

and data, in other words, the algorithm itself, untouched. Using 

Post-processing approaches gives developers the benefit of not 

retraining or remodeling an algorithm to ensure fairness. 

Supposing, a developed algorithm for task allocation on a ride-

sharing platform is efficiently allocating rides to consumers, 

ensuring a fast match between supply and demand. Nonetheless, 

the development team notices that the algorithm favors male 

drivers over female drivers. With post-processing techniques, the 

team may adjust the outcome so that overall, the task allocation 

is more equal among males and females. Techniques, including, 

threshold adjustment, re-weighting, and calibration can be used. 

(Kim & Cho, 2022a) 

2.2.2 Solution Space: Technical and non-technical 

fairness tools 
Since the problem space of algorithmic bias is so large, a 

concentrated effort has gone into making fairness tools. 

Throughout the literature, various technical as well as non-

technical solutions have been proposed by institutions and 

organizations that practitioners can use to embed fairness 

techniques during the design and deployment of (machine 

learning) algorithms (Richardson, 2021). These solutions come 

in two forms: software toolkits and checklists.  

(1) Software toolkits serve as statistical and mathematical tools 

accessible via programming languages such as Python or 

websites that can be used to detect and/or mitigate biases 

throughout the machine learning (ML) pipeline. Commonly used 

toolkits are Fairness 360 by IBM, UChicago’s Aequitas, and 

LinkedIn Fairness Toolkit (LIFT). (Richardson, 2021) 

(2) Checklists are extensive guides created by fairness experts 

that developers can use to ensure the inclusion of ethical thought 

throughout the development and deployment of algorithmic 

systems. Some checklists are tailored specifically for data 

scientists or machine learning engineers, while others are 

intended for all parties involved in the project. Checklists involve 

questions and tasks to ensure that ethical considerations are 

considered throughout the project, from idea formulation to post-

deployment auditing. (Richardson, 2021).  

3. METHODOLOGY 

3.1 Research Design 
A semi-structured interview was designed to investigate what 

managers do to ensure the fair design and deployment of 

algorithms on online labor platforms. A semi-structured 

interview is a qualitative research method that combines a pre-

determined set of open questions with the possibility for the 

interviewer to explore certain topics or responses further 

(Bishwakarma, 2017).  

By enabling in-depth exploration of managers’ perspectives, 

experiences, and practices related to fairness, the use of semi-

structured interviews is a useful technique to ensure that crucial 

material is not omitted from a one-on-one interview while yet 

having a certain degree of flexibility. This allows the 

modification of (follow-up) questions to gain an in-depth 

understanding of what the company representatives think about 

algorithmic fairness and why (Bishwakarma, 2017).  

In contrast to a strictly planned interview, a semi-structured 

interview’s adaptable format enables one to inquire for more 

information or pursue a different line of inquiry that has been 

opened by what the interviewee is saying. (Fylan, 2005).  The 

participant-centered approach inherent in semi-structured 

interviews yields data that is authentic and rich, which is crucial 

for a rigorous qualitative investigation, especially in the context 

of this study. 

Additionally, semi-structured work well in delivering 

trustworthy, comparable, qualitative, and sensitive data from 

various participants (Fylan, 2005). That is essential for this study 

since participants might share not only their company’s views on 

algorithmic fairness but also what they personally think is fair or 

not. Furthermore, all the data were gathered cross-sectionally to 

compare all findings at the same point in time.  

3.2 Data Collection  

3.2.1 Interview information 
In total, 3 interviews were conducted, 2 of which were with 

representatives of 8vance and the remaining one with a company 

representative of Babysits. In the following sections, participants 

are going to be referred to as E1, E2, and E3. A detailed 

description of the interviewee’s demographics and background is 

provided in Appendix B and screenshots of the platform 

interfaces are provided in Appendix C.  

8vance is a Netherlands-based B2B workforce matching 

platform in the HR domain, whose primary business operations 

focus on efficiently matchmaking job seekers(talents) to various 

organizations (candidates) by using internally developed AI-

driven technologies. By giving licenses to organizations, that 

sign up on the platform to seek talent, the platform generates 

revenue. Jobseekers, on the other hand, can sign up on the 

platform for free. 8vance provides services to a wide array of 

businesses, offering them the flexibility to search for talent both 

externally and within their own organization.  

Babysits is a Netherlands-based, but globally operating childcare 

platform helping parents and babysitters. In other words, the 

platform is a match-making service that connects job seekers 

(babysitters) with job providers (parents). The company 

generates revenue by charging parents, that sign up on the 

platform, a subscription fee. Making a user profile on the 

platform is free for babysitters.  

The interviews with 8Vance were conducted via Teams and 

lasted 1.02h with E1 and 1.15h with E2. The interview with E3 

of Babysits lasted 45 minutes and was conducted on Google 

Meets. The interview protocol was sent to the participants 

beforehand. Because of that, there is a possibility of biasing 

interviewees' responses and making them less spontaneous due 

to having more time to prepare rehearsed or scripted answers. 

This might result in less insightful results. However, the protocol 

was provided on the interviewee’s inquiry. 

Moreover, the interviews were recorded and the parts 

corresponding to the theoretical framework were transcribed. 

The interviews were conducted in a group of 2 people from the 

HRM Bachelor thesis circle, and questions from all 4 members 

of the circle were asked to both company representatives of 

8Vance. The interview conducted with Babysits was a one-on-

one interview. Due to time constraints, only the questions 

relating to this research paper were asked to the company 

correspondent of Babysits.   

3.2.2 Inclusion criteria 
The participants chosen had to align with the following 

characteristics: An employee that is involved in either decision-

making regarding algorithms (Manager) or is involved in 

algorithm development. (Developer) 

Due to time constraints, the chosen sampling strategy was 

convenience sampling. The OLP employees were selected based 

on ease of access and those who could be interviewed as soon as 

possible. In total, 3 employees provided insightful responses for 
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this research. An overview of the participant’s background is 

provided in Appendix B. 

3.2.3 Interview Questions 
In total 19 questions were asked to the interviewees (see 

Appendix A). At the beginning of the interview, 10 introductory 

questions were asked, aimed at gaining an understanding of the 

platform’s business model, insights into the participant’s 

background, position, experience, power in decision-making, 

tasks, and responsibilities as well as determining what algorithms 

are used on the platform. Next to the introductory questions, the 

remaining 9 questions were addressed to investigate this study’s 

research topic. 

The first 2 out of 9 questions were designed to work out the 

interviewee’s experience with platform discrimination and what 

roles algorithms can play in amplifying that. Following that, 

question 3 was formulated to obtain an understanding of the 

interviewee’s view on fairness in a personal as well as 

organizational context. Further, Questions 4 and 5 aimed at 

determining how the interviewee’s fairness definition is 

embedded into the algorithms deployed and what is done during 

the algorithm development stage to mitigate possible biases. 

Furthermore, question 7 was posed to investigate when an 

algorithm is fair to use and how the manager makes sure certain 

fairness values are embedded into the system. Question 8 was 

dedicated to finding out what challenges designers face and lastly 

question 9 addressed the prioritization of fairness principles over 

developers’ own careers. 

3.3 Data Analysis 
Deductive content analysis is a qualitative research technique in 

which the analysis of data, is guided by previously established 

concepts, also referred to as “top-down” approach (Vanover et 

al., 2021). Based on the theories developed in the theoretical 

framework, a coding scheme was created using Atlas.io, and 

during the analysis, it was applied methodically to the data to find 

patterns that fit into the predetermined categories. Initially, the 

predetermined categories were “Machine learning algorithms on 

OLPs”, “Notions of Fairness”, “Bias” and “Bias mitigation 

approaches”, of which “Bias” and “Bias mitigation approaches” 

were further divided into the categories corresponding to the 

theoretical framework. Due to the emergence of new patterns in 

the data and the deviation of respondents’ answers from the 

proposed framework, it was decided to implement a mix of 

inductive and deductive content analysis. Inductive content 

analysis describes a “bottom-up” approach. By identifying 

patterns that emerge from the data itself and establishing codes 

as analyzing the dataset that results in frameworks or categories 

afterward, inductive content analysis is applied. (Vanover et al., 

2021).  This approach allows for a balance between categories 

derived from existing theories and the emergence of new patterns 

from the data. (Proudfoot, 2022) 

Corresponding to the original theoretical framework, "Machine 

Learning Algorithms on Online Labor Platforms (OLPs)" is the 

first section of the findings, laying out the algorithms used on the 

platforms and their various functions.  

The findings proceed to examine the fairness notions expressed 

by the respondents. The data analysis showed that participants 

tended to advocate a broader, societal perspective on fairness as 

opposed to conceptualizing fairness in terms of algorithms. So 

that the categorization used accurately reflects the results, it is 

simply referred to as "Notions of Fairness" without further 

subdivision into the category of "Algorithmic Fairness." 

In the bias section, respondents reported cases of bias that 

occurred on the platform in relation to algorithms. These were 

either societal biases or discrimination cases on the platform or a 

statistical or algorithmic bias as well as how they dealt with the 

stated cases. Hence why the findings were divided into 

“statistical bias” and “societal bias”. The further categorization 

into the stage of the algorithm development they occur in as 

proposed by Friedman & Nissenbaum (1996) was rather difficult 

since participants reported quite specific and individual cases 

that cover multiple or no particular stages of the algorithm 

development and hence classifying the stated biases in 

“statistical bias” and “societal bias” provides more clarity for the 

reader.  

The framework structure persisted, encompassing "Pre-

processing", "In-processing", and "post-processing” bias 

mitigation approaches. The need for further classification into 

technical and non-technical practices, however, was justified by 

the interviewees' discussion of notable non-technical practices.  

The pre-processing, In-processing, and post-processing 

approaches for algorithmic bias mitigation presented by Kim & 

Cho (2022a) are technical procedures. a section for “non-

technical” approaches, depending on which stage they occur, was 

added to the findings. The reason for this is that participants 

tended to abstain from technical details and discussed rather 

general and platform-specific approaches around fairness and 

algorithms.  

On top of that, it was investigated whether the participants used 

software toolkits, checklists, or other solutions. This section 

remains the same as proposed in the theoretical framework.  

However, due to the flexible nature of semi-structured 

interviews, additional findings emerged beyond the predefined 

theory, leading to the identification and categorization of two 

significant aspects: decision-making and key challenges of 

individuals in relation to the fair design and deployment of 

algorithms.  

4. FINDINGS 
In the following section, the findings of the conducted interviews 

are presented. First, the various notions of fairness and the 

algorithms used on the platforms are outlined. Next, statistical, 

and societal biases are addressed, followed by pre-, in, and post-

processing approaches aimed at mitigating those biases. Finally, 

additional findings including key challenges and decision-

making around algorithms are presented. 

4.1 (Machine learning) algorithms on OLPs 
Both 8vance representatives explained the functionality of their 

internally developed core algorithm that provides skill 

suggestions based on CV information, like work experience, 

education, and skills, of the user. The user can decide to accept 

or reject the recommended skill on their profile, E1, and E2 

elaborated. 

Furthermore, E2 reported that the platform uses different kinds 

of algorithms, most of them are Natural Processing (NLP) 

algorithms due to the large amount of data that is textual. The 

NLP algorithm 8Vance developed was based on a pre-trained 

model and they added their “own data and techniques to fine-tune 

it”, according to E2. Moreover, the platform focuses on large 

language models, trying to make its own variant of ChatGPT, 

specifically focusing on HR data. E1 highlighted that they are 

continuously working on (new) algorithms and are trying to 

improve their products.  

E3 stated that the company developed a search and rank 

algorithm internally. The ranking is based on information, that 

the user provides on the platform, such as prior experience in 

childcare and education, as well as parents’ reviews. The more 

information the user provides, the higher in the search they 

appear, E3 highlighted. In addition to that, E3 emphasized the 
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simplicity of the algorithm: „I mean, this is not some advanced 

algorithm but it's like a clear plus one plus one plus one when 

you completed this completed […] this is not magic. […] If you 

do that, it will give you this.” He stated it is not a complicated AI 

model, but rather a simplistic algorithm. 

In addition to the internally developed algorithm, E3 explained 

its platform utilizes Amazon Web Services (AWS) algorithms 

for authentication tools, which are mainly used for user 

verification. These algorithms are for” […] face recognition and 

working documents verification as well (as) for identity 

verification”, E3 stated and clarified Amazon’s service offers a 

variety of algorithms, that are used by numerous businesses. 

Moreover, E3 mentioned: “We have one model we made 

ourselves now.” E3 spoke of a model for document recognition 

that was created on their platform. Although the certainty level is 

currently quite low, this model is trained to determine whether a 

presented document is an identity card or not. According to E3, 

the model is still under development and is not live yet. 

4.2 Notions of Fairness 
According to the E1 fairness, especially in the context of the 

recruitment market, means algorithmic transparency. E1 thought 

that the existing hiring procedure is opaque and frequently relies 

on the intuition of recruiters without holding them accountable. 

If an algorithm comes to a result, it should be understandable to 

the user why and how the algorithm has made a particular 

decision, E1 explained.  

In response to the question of what fairness means for him, E3 

responded: “[…] Our platform is built around transparency, that's 

one of our core values. So, we try to build something which is 

transparent.” He emphasized that everyone has the same chance 

of being ranked high in the search results and claims the platform 

is transparent on how this can be done. He explicitly stated: 

“That’s fair to me. […]. Everybody can get as many jobs as 

possible.” 

E2 stated: “(fairness means) being impartial and equitable to 

everybody. […] everybody should be treated equally”. 

Furthermore, E2 pointed out that quantifying algorithmic 

fairness is not an easy task because it depends on how well the 

algorithm complies with certain rules. He further explained that 

fairness is not solely dependent on technology but on 

understanding what fairness means in a broader societal context 

and incorporating that into the system is the real challenge. 

4.3 Bias  

4.3.1 Societal bias  
The interviewee emphasized that although biases may exist in the 

data, they are not actively promoting gender discrimination and 

no overt gender-based discrimination has occurred on their 

platform. There is no instance, that E1 knew of that a man was 

preferred over a woman by a recruiter, or the other way around. 

He further stressed, that there are no “complaints or a case where 

a choice was made based on reasons that are […] unfair” and 

attributed that to the fact that no personal information, such as 

gender, ethnicity, race, or religion is displayed on the user’s 

profiles. 

E3 reported an incident in which parents rejected a male 

babysitter from the Netherlands because they preferred a female 

babysitter. E3 admitted the male babysitter's communication 

style may have been one of the reasons for the rejection, though. 

“So yeah, that’s, in that regard, discriminating babysitters”, he 

stated and elaborated:” Lower reviews are given to men, at least, 

according to our knowledge, this happens. If you're a woman, 

you're more likely to get a babysitting job. […] You will have 

more bookings and more reviews. And if you're a man, it will be 

harder to get started to get bookings and reviews. You will be 

lower on the search results.” He finally concluded: “That’s not 

something we will do something about.” E3 stated what the 

babysitting platform did in response to the gender disparity on 

the platform: “We removed the attributes of gender from all 

profiles.” Initially, the platform required users to provide 

information about their gender but E3 explained “[…] just from 

the profile photo, people are able to see the gender of a person”. 

Nonetheless, the platform decided to remove that attribute to 

prevent discussion around that topic.  

4.3.2 Statistical bias  
E1 mentioned that men and women tend to define their profiles 

differently, with men often including skills they do not possess, 

which might create a bias in the data that one cannot account for. 

In another instance, E2 reported that when training a model for a 

nurse case vacancy, the model consistently favored a woman’s 

profile over a man’s one. He found that the model's preference 

for female profiles can be attributed to the training set of data. He 

clarified that the job postings from LinkedIn were used to train 

the model, and it turned out that most of them mentioned women. 

Because of that bias, the project was eventually, discarded due to 

the unfairness aspect, E2 reported. 

Moreover, E3 expressed doubt regarding the face recognition 

algorithm's capacity to determine whether someone has their 

eyes open. He mentioned instances in which he could clearly see 

that a person's eyes were open in a picture, but the algorithm 

misidentified it. E3 did not consider document recognition or 

image recognition to be discriminatory since it simply analyzes 

whether a face can be recognized or not. He explained that the 

algorithm is not always 100% accurate and said, “that’s not 

discriminating”. Users get a notification in case the photo is 

rejected, and they have the option to upload a new picture, he 

described. 

Moreover, E1 stated that they cannot impact the validity of the 

user’s input on their platforms. He elaborated that LinkedIn, for 

instance, requires some type of proof of education or degrees 

from users, but on their platform, they simply trust the jobseekers 

with what they claim to know or the skills they have. He admitted 

that this could create some bias, and there is nothing the platform 

currently does about it. 

4.4 Pre-processing  

4.4.1 Technical 
The company representative explained that during the data 

collection process, they need to make sure that the population is 

represented in the sample to ensure an, as far as that is possible, 

unbiased algorithm. E1 explained: “(…) in the data collection, 

we try to always gather as much data and also as much diverse 

data as possible.” Furthermore, he underlined: “That’s actually 

the most important because the data in a large part determine the 

outcome of the algorithm. So, the algorithm itself is not 

inherently biased or unfair […] it just learns.” “[…] We say if 

you put garbage in you also get garbage out.”, E1 exemplified. 

E2 shared the same opinion about the significance of identifying 

and mitigating bias while acknowledging its presence in all data.  

Furthermore, in the pre-processing stage, the recruitment 

platform “remove(s) any kind of personal information”, which 

are sensitive attributes, like gender, race, ethnicity, or religion, as 

well as the date of birth of candidates to prevent discrimination, 

both interviewees pointed out. In another step, developers clean 

the gathered data by “removing unwanted characters”, E2 

elaborated and further elucidated that this step is essential to 

avoid a biased algorithm. 
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4.4.2 Non-technical 
The algorithmic decisions are based on CV data from talents, like 

skills and work experience E1 emphasized and said that this is 

“information that of course is discriminatory, but you also have 

to discriminate on that in order to find the right candidate.” E1 

explained they cannot influence what information users put on 

their CVs or what skills they claim to have. The validity of the 

data is something they cannot influence, as E1 and E2 explained. 

They both stated they rely on honest user inputs.  

E3 expressed that the data they use as input for the search and 

rank algorithm, cannot be fairer than it is now. He also stated, 

they rely on honest user inputs and claimed that it is a 

straightforward process: “The more information a user provides 

the higher in the ranking they appear. “ 

4.5 In-processing 

4.5.1 Technical 
To further ensure the accuracy of the matchmaking E1 explained 

how they consolidate synonymous terms under a single category 

to facilitate matching: „So even if the company uses skill term A 

and talent uses term B […], we still find a match”. He also 

stressed that there is ongoing maintenance to “keep it (the 

algorithm) up to date with the real world” and further emphasized 

that “that’s an intensive process”. The maintenance of the 

algorithm is done manually by the team, based on real-world data 

from vacancies and talent profiles. 

E2 stated that the procedures they are applying like removing 

sensitive attributes and data cleaning are good, but they are trying 

to make the data pipeline more robust. E2 also pointed out that 

the data always change; therefore, the processing techniques also 

must be adjusted constantly. 

4.5.2 Non-technical 
Since E3 stated fairness to him means platform and algorithmic 

transparency the interviewer further inquired what the platform 

discloses and what not. E3’s responded: “We should disclose 

more […] we don't have a dedicated text about that on our 

website”. He further stated what they disclose is how a user 

becomes a “super sitter”, which eventually means that they can 

get on top of search results. “Yeah, so to me fairness is that that 

we communicate to every user if you complete all your badges. 

And if you want to become a super sitter, this is what you need 

to do. And that's clearly explained. “, E3 stressed. 

E3 explained that the profiles should include details like age, 

profile picture, general description, education level, and 

experience in childcare, preferably verified identity, and criminal 

records documents in order to appear high in search results. 

Additionally, he stated, active users, as well as users who fill in 

non-mandatory information, such as a profile description, or 

provide a video, will increase their chances of appearing on top 

search results. There are also some criteria, that will not influence 

the ranking algorithm, such as the experience with children with 

special needs.  

4.6 Post-processing 

4.6.1 Technical 
After the algorithm has been developed the team of developers 

applies the train-test-split which is a “standard practice in 

training AI models” to evaluate the machine learning algorithm, 

E1 stated. E1 explained they “train the model on a subset of […] 

usually 70% of the data”. The remaining 30% of the data is kept 

separate for evaluation of the model and further assesses the 

model’s performance and accuracy. Furthermore, E1 and E2 

indicated that the post-processing approach, hence the evaluation 

metrics, is dependent on the person developing the algorithm. 

E2 admitted: “We don't have a very extensive process of 

checking out whether our AI is really working or not, because we 

don't have that many resources. But we do a preliminary check 

whether it is working as expected or not.” 

E3 reported that they use an algorithm to assess profile pictures 

on their platform. He mentioned that “we don't want to allow 

profile photo with some violence. […] or explicit content”. If the 

algorithm detects such content and assigns a value of 95 instead 

of 99, the platform reviews it manually to determine the 

appropriate action. 

Moreover, E3 expressed doubt regarding the face recognition 

algorithm's capacity to determine whether someone has their 

eyes open. If the accuracy is not 100%, the algorithm rejects the 

profile picture, and the data is checked manually by employees.  

Moreover, E3 mentioned a unit test, that they do for their search 

and rank algorithm. He stated: “If you put in this data, it will 

result in this score.” He explained the score should be the same 

given the same data input. If that is provided, the algorithm is 

fair, according to E3. 

4.6.2 Non-technical 
By providing a ranked list of match results based on objective 

criteria like overlapping skills and relevant work experience 

which can always be adjusted by the user, E1 and E2 hope to 

uphold fairness. E1 clarified that the user can either accept or 

reject a skill, that was recommended by an algorithm: “They are 

making decisions for themselves, we are just trying to present the 

most relevant information, which they can select from, but they 

always have an option to really select or discard the options 

altogether […] because we always give them that option on the 

screen”, E2 explained.  E1 stressed the importance of involving 

the user in the decision-making process. He conveyed that their 

approach involved seeking “extra verification from the user” 

when making suggestions based on algorithmic 

recommendations. He highlighted the commitment of the 

company to maintain user control by “always try[ing]to keep the 

human in the loop”. Furthermore, E1 stated: “Users can also 

provide feedback on match results, indicating whether it’s a good 

or bad match.” The platform aims to incorporate feedback into 

the algorithms. The company makes sure to distinguish between 

objective match quality and individual preferences, recording the 

latter separately to avoid incorporating it into the algorithm. 

If a recruiter decides to not choose the top candidate provided by 

the algorithm but decides to hire the 2nd or 3rd one, the platform 

can hold the recruiter, that is also a customer on the platform, 

accountable for their choice, E1 explained. This has not 

happened yet, but due to the transparency of the algorithm, they 

have the possibility to encourage recruiters to explain their 

choices and justify their decision if a discriminatory case might 

happen, E1 stated. However, the interviewee acknowledges that 

the decision to choose a candidate rest with the recruiter. 

4.7 Software Toolkits, Checklists & other 

solutions 
E2 mentioned that he had heard of a fairness, accountability, and 

transparency framework, but adhering to such is not binding for 

the company, but rather aims as a general recommendation. E2 

acknowledged the existence of frameworks and expressed that he 

wished to incorporate those, but it is not an easy task. E2 said 

they follow what is generally advised in fairness research and 

they try to incorporate that, but there is nothing concrete they do. 

E2 described the incorporation of such frameworks as rather 

flexible and expressed the wish to make the data pipeline more 

robust. Furthermore, E2 added their team makes use of open-

source frameworks to check for potential biases that might have 

been produced which “have been tested by many people around 
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the world. […]”. “And we rely on that”, E2 asserted. E1 stated: 

“We don’t have an external framework […] we kind of do that 

ourselves.” 

E3 clarified: „We don't have a guideline document. The 

leadership decides(that). We’re not that professional yet.”, and in 

addition to that he stated that their team makes decisions on what 

is (un)fair and that they do not have any type of framework they 

adhere to. 

4.8 Additional findings 

4.8.1 Key Challenges  
E1 elucidated that one of the key challenges is getting enough 

significant data. He further clarified that it is “difficult to gather 

data that is representative”. Despite having millions of profiles in 

their database, evaluating algorithms based on user feedback is 

difficult because it relies on a small number of users.  

E2 found it hard to define fairness in the context of algorithms 

since “Every system comes with a problem in general. Because 

room for improvement is always there”. E2 pointed out that 

quantifying fairness is not an easy task because it depends on 

how well the algorithm complies with certain rules. He further 

explained that fairness is not solely dependent on technology but 

on understanding what fairness means in a broader societal 

context and incorporating that into the system is the real 

challenge. He further explained that if “90% of the time, it(the 

algorithm) is good,10% it is not good” the team cannot deploy an 

algorithm. He said: “This can pull us back”, implying that this 

can slow down their progress.  

4.8.2 Decision-Making 
In response to the question of who decided whether an algorithm 

is fair to use, E2 declared that whether to use an algorithm or not 

remains a human management decision. He made it clear that 

while human judgment plays a role in the decision-making 

process, they nevertheless hope to influence and direct that 

choice through metrics and performance assessments of the 

algorithm. He also claimed that the choice is consistent with the 

company's mission and aims, which center on increasing 

transparency to various stakeholders. E1 conveyed that the 

responsibility for making the decision to use an algorithm lies 

within the organization, to be precise it is handed internally, 

either by E1 himself or their team. He further stated that “[…] 

(they)don’t use an external framework.” To further validate 

whether the algorithm is fair to use the team relies on their own 

judgment by evaluating whether what they see in the predicted 

outcome of the algorithm aligns with their own observations. The 

interviewee stated that the “research team set criteria” to assess 

the efficiency of the algorithm. E2 explained that decisions 

regarding algorithm design and metric choice are made by a team 

of six and to do so regular meetings are held. “People generally 

presented results in front of our team[…] and we take a 

cumulative decision”, E2 explained and further emphasized they 

do not “go towards unethical things”. “I’m kind of proud we have 

a diverse team”, E1 stated. Both interviewees of the recruitment 

platform highlight the diversity and international makeup of the 

team and emphasized the beneficial effect it has on decision-

making. 

E3 expressed a similar strategy: “We don't do other (things) than 

that, I mean, we're a small team of 20 people with a leadership 

team of three, four people.” What is fair or not and which 

decisions to make around algorithms are eventually decided by 

discussing certain topics with a team, E3 said.  

5. DISCUSSION AND IMPLICATIONS 
This study’s purpose was to explore what decisions managers do 

surrounding the fair design and deployment of algorithms. In the 

following section, the results of the conducted interviews will be 

interpreted by thoroughly discussing and systematically 

comparing the results with existing literature. By examining the 

insights obtained from the discussion, the broader significance 

and applicability of the study’s findings in both theoretical and 

practical contexts is presented. 

5.1 (Machine learning) algorithms on online 

labor platforms  
The research findings showed that online labor platforms use 

algorithms for a variety of purposes. Algorithms are used for 

document authentication, ranking, and search, skill suggestions 

based on user-provided information, and most notably for 

efficient matchmaking processes. The algorithm used on the 

platforms is tailored to the specific functions and objectives of 

each individual platform. The findings underscored the critical 

role algorithms play in platform operations, particularly in 

increasing platform operation efficiency and facilitating the 

process of matching supply and demand. This finding strongly 

aligns with the theory expounded by Möhlmann et al. (2021), 

which accentuates the rising importance of algorithms for 

platform performance and operations.  

Moreover, the data yielded a rather unanticipated outcome. 

While the technology-driven recruitment platform developed its 

algorithms internally, while also demonstrating a higher level of 

complexity, the babysitting platform, in contrast, combined 

internal algorithm development with utilizing external 

algorithmic services from 3rd party providers, such as Amazon. 

The internally developed search and rank algorithm by the 

babysitting platform exhibited a notable simplicity in its design.  

The data suggested that the decision to develop algorithms 

internally or outsource their services depends on the complexity 

of the services provided and the company's overall objectives and 

value proposition.  

An additional explanation for outsourcing can be attributed to the 

technical expertise of the platform. Outsourcing allows OLPs to 

leverage the quality and knowledge offered by external service 

providers. There is simply put no need to develop an algorithm 

internally if an external service provider, already does so offering 

a high-quality and cost-effective service. 

Möhlmann et al., 2021 investigated the algorithm used on the 

well-known ride-sharing platform Uber. Their findings show that 

algorithms are used to micromanage and exert control over gig 

workers. The results might suggest that the babysitting platform 

incentivizes or leads users for completing their profiles, by 

providing them with a “badge” to become a “super sitter”.  This 

leads to higher visibility on the platform’s search results, which 

leads to more frequent matches, which eventually leads to more 

revenue for the company, which is how OLPs commonly 

generate revenue, according to Stanford (2017). Nonetheless, it 

is important to view this case critically since the data from this 

study does not offer proof for this claim. The platform 

representative claims that they are completely open and 

transparent about how users can appear more prominently in 

search results. Although they don't have a dedicated section on 

their platform that is specifically for this purpose, they are willing 

to give users more information about the algorithm's decision-

making process if they inquire. The platform emphasizes that 

there is a greater chance for fair outcomes the more information 

and experience a user provides, along with positive reviews from 

parents. Because the platform shares information about the 

algorithms—which are, in fact, simplistic in nature—openly, this 

cannot be characterized as micromanagement or control of gig 

workers.  
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5.2 Notions of Fairness 
The study's findings showed that managers’ opinions on fairness 

in online labor markets varied widely. Two participants heavily 

emphasized the value of algorithmic and platform transparency, 

while one participant offered a broad and socially 

centered understanding of fairness. The latter assimilates the 

definition of individual fairness by Mehrabi et al. (2019). In 

addition to that, one manager found it hard to define fairness in 

the context of algorithms, since the goal and objectives of each 

algorithm differ depending on the fairness rules used to train it. 

This aligns with the findings of Mehrabi et al. (2019), who listed 

10 different statistical definitions of fairness and emphasized that 

the choice of which one to choose is difficult and remains with 

the practitioner. Overall, the definitions of fairness by managers 

diverged from the theoretical framework because they were 

rather focused on social and platform-centric factors than on 

technical, mathematical, and statistical ones as suggested by 

theory. (Mehrabi et al., 2019; Kim & Cho, 2022a). According to 

Feuerriegel (2020) and Mehrabi (2019), the findings, that show 

the varying views on fairness, are consistent with the idea that 

fairness is a multifaceted and context-dependent concept that 

varies across individuals.  

5.3. Statistical & Societal Bias  

5.1.1 Societal Bias 
Both online labor platforms claimed they do not 

actively promote gender discrimination. Nonetheless, the results 

showed that one of the 2 examined OLPs has gender disparities. 

On the babysitting platform, women tended to receive higher 

reviews from parents and consequently get more jobs since they 

appear higher in search results. The observed preference for 

women on the babysitting platform serves as an illustration of the 

bias-amplifying effect of algorithms. As stated in the theoretical 

framework, platforms heavily rely on user-generated content, 

particularly reviews, which have a direct impact on how visible 

and highly ranked gig posts appear in search results. (Spitko, 

2019; Olteanu et al., 2019). This study’s finding contrasts with 

earlier research by Hannak et al. (2017) and Jahanbaksh et al. 

(2018), who found higher review ratings for men on well-known 

platforms, which is noteworthy. According to Chaudhuri and 

Gangadharan (2007) women are more trustworthy than men, 

hence why a possible interpretation of this study’s finding might 

be the greater trust platform users have for women, particularly 

in the context of childcare responsibilities.  

A significant observation, however, is the Babysits managers’ 

lack of concern about the gender disparity on the platform. This 

phenomenon could be attributed to the notion that the algorithms 

merely mirror the existing societal attitudes (Friedman & 

Nissenbaum, 1996) and therefore managers do not perceive that 

as an inherent unfair issue. Generally, society perceives women 

to be more disadvantaged than men and since gender disparity 

occurs the other way around, it might not be viewed as an issue. 

In response to the bias-amplifying effect of algorithms, platforms 

could possibly interfere with manipulating algorithmic processes 

or implementing fairness-oriented classifiers, which could be a 

possible in-processing approach to account for fairness as 

suggested by Kim & Cho (2022a). Nonetheless, this is not the 

case. 

What managers did, however, is take action to address the issue 

by removing the characteristic of "gender" from their platforms 

Despite the possibility that users can deduce a user's gender from 

their profile picture, both platforms have chosen to remove this 

feature to promote equality and lessen any difficulties or biases 

associated with it. The managers of the platforms hope to create 

a setting where people are assessed based on their skills and 

qualifications rather than their gender. This reflects a proactive 

approach to addressing gender bias and may be attributed to the 

current debate and discussion surrounding gender.  

5.1.2 Statistical Bias 
The results showed that the platforms take proactive steps to 

address statistical bias: Managers acknowledge instances in 

which statistical bias was found in their algorithms, such as the 

occasional inaccuracy of the face recognition algorithm on the 

babysitting platform, or a model’s preference for female profiles 

on the recruitment platform. In response, the recruitment 

platform stopped using the algorithmic model altogether by 

scraping the project, while the babysitting platform compensates 

for the algorithmic bias by checking certain instances manually.  

On the other hand, there is a statistical bias they did not actively 

do something about. While OLPs have control over the validity 

of some inputs such as identification documents on the 

babysitting platform, there are other user inputs such as CV 

information on the recruitment platform, where they rely on 

honest user inputs. This consequently introduces statistical bias 

and algorithmic inaccuracy since the algorithm is fed with data, 

that is not 100% reliable. (Webster et al., 2022). The data 

suggested that managers are aware of that, but instead of seeing 

the need to address this potential bias, they continue to place their 

trust in honest user inputs. The recruitment platform did not 

express a desire to implement similar measures, despite being 

aware that platforms like LinkedIn oblige users to verify CV 

information.  

5.4. Data Processing 
In the following section, it is summarized what managers do in 

each stage of design and deployment of algorithms to ensure 

fairness, combining technical as well as non-technical 

approaches. Finally, the common pattern among these findings is 

discussed.   

5.1.3 Pre-Processing 
The technology-driven recruitment platform emphasized the 

significance of a large and diverse dataset for the training data, 

as well as the removal of unwanted characters and sensitive 

attributes, such as race, gender, ethnicity, and religion during the 

pre-processing stage to ensure the fair design of algorithms. The 

babysitting platform does not pre-process its data for the 

internally developed algorithm. They use the data given by the 

user as direct input for the algorithm.  

5.1.4 In -Processing 
The recruitment platform shows a proactive approach to ensuring 

algorithmic fairness by regularly updating its algorithms to 

account for changes in the real world as well as adjusting the 

processing techniques. Additionally, the recruitment platform 

places a strong emphasis on incorporating user feedback into the 

development of algorithms. 

The babysitting platform, in contrast, places a greater emphasis 

on ensuring transparency to users. It is important to note, 

however, that this platform does not formally disclose any 

information regarding transparency on its website. The 

babysitting platform shows a strong commitment to transparency 

by having the ability to directly explain its algorithm upon 

request, even though no customers have made this request 

thus far.  Although the platform does not currently have a section 

specifically devoted to "transparency" on its platform, it 

acknowledges the need for improvement in this area and 

expresses the idea of adding one. This observation may be 

explained by users' lack of requests for information surrounding 

transparency. These results demonstrate the various approaches 

taken by the platforms to encourage fairness in algorithmic 

development. 
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5.1.5 Post-Processing 
The recruitment platform uses a train-test-split approach to 

assess the performance of its machine-learning algorithms. At the 

same time, it acknowledges that no perfect performance can be 

completely guaranteed. The babysitting platform does not use 

direct testing because of the simplicity of its internally developed 

algorithm. They do, however, step in and manually check the 

accuracy of face recognition or document accuracy if the 

outsourced algorithm does not achieve a perfect accuracy score 

of 100. 

Additionally, the recruitment platform adopts a user-centric 

approach by making algorithmic skill suggestions rather than 

fully assigning them to job seekers. Users can exercise control 

and make informed decisions thanks to this strategy, which 

places an emphasis on keeping humans in the loop. On the other 

side, the transparency of the algorithm also makes it possible for 

recruiters to be held accountable if they choose not to hire the 

suggested candidates. Even though the recruitment platform does 

not exercise that, they could possibly do so if a user experienced 

discrimination. The recruitment views involve the user in the 

algorithm development as well as ensuring transparency as a key 

component for platform fairness.  

5.1.6 Data Processing: Combined discussion  
Combining the results of bias mitigation approaches of the three 

stages of algorithm development, the following conclusions arise 

from the data. 

Across both companies, there was generally little discussion of 

technical pre-, in-, and post-processing steps. However, it is 

noteworthy that throughout all three stages, the technology-

driven company showed a greater emphasis on technical 

procedures. The babysitting platform, on the other hand, made 

no mention of the technical data processing or design methods it 

used for its algorithms. There are two possible causes for that.  

First off, the recruitment platform prioritizes technology more 

and creates its algorithms in-house. These algorithms tend to be 

more complex since the training data is mostly textual. The 

babysitting platform, in contrast, uses a simplistic algorithm, that 

does not require the processing of complex data. Given the 

simplicity of the algorithm, there is no need for bias mitigation 

approaches since the probability of bias is low. 

Secondly, the 2 company representatives of the recruitment 

platform, are part of the engineering team and generally had more 

technical expertise. The interviewee from the babysitting 

platform is the CEO & Founder and likely focuses on platform 

operations not directly related to algorithm development.  

Overall, the results indicate that, despite the limited use of 

technical approaches in algorithm development, managers 

consistently made a significant effort to ensure platform fairness 

and no evidence of the use of biased or unfair algorithms could 

be found. 

5.4. Software Toolkits, Checklists & other 

solutions  
The results showed that although open-source fairness tools have 

been the subject of extensive research, particularly in the context 

of technical solutions (Richardson, 2021), the OLP managers 

interviewed showed awareness of these (open-source) tools but 

do not actively use them to ensure fair algorithms as they did not 

perceive them as binding requirements. 

While the management of the technology-driven recruitment 

platform views frameworks as general suggestions, expresses a 

desire to include fairness frameworks, and recognizes their value, 

they encounter difficulties in incorporating them into their 

algorithms. The data showed that the platform uses open-source 

frameworks partially. However, which ones specifically they use 

is not clear. The results also suggested that rather than rigidly 

adhering to a single predefined fairness framework, both 

platforms make use of their own knowledge and the talents 

within their teams. Hence why one might conclude, the 

managers' reliance on their own abilities and unwillingness to 

rely on outside frameworks may also be factored into why they 

don't use these tools.  

Richardson's (2021) thorough literature review, which sheds 

light on the difficulty faced by developers when faced with a 

wide range of fairness tools, might be an explanation of the 

findings of this paper. His work highlights how practitioners 

frequently feel as though there are too many options available to 

them.  

5.2 Additional findings  
Despite not directly answering the research questions, key 

challenges and decision-making surrounding algorithmic 

fairness are discussed here due to the explorative approach of this 

study. 

5.2.1 Key challenges 
The data showed that, managers of online labor platforms 

acknowledged the challenges associated with gathering 

representative data and conducting effective evaluations of user 

feedback. Moreover, they highlighted the difficulty in defining 

fairness, particularly within the broader societal context, and 

emphasized the difficulties of incorporating fairness into 

machine learning algorithms. The managers recognized that even 

a minor error in the algorithm could significantly slow down 

progress in algorithm development. 

5.2.2 Decision Making 
The findings indicated that, despite the use of metrics and 

performance evaluations by the recruitment platform, human 

management is still responsible for deciding whether an 

algorithm is fair to use. The data also suggested that without 

using external frameworks, the team in charge of algorithm 

design and deployment establishes fairness standards, 

considering OLPs missions and goals also as a guide for 

decision-making. These democratic procedures guarantee 

inclusive decision-making that considers the knowledge and 

values of the team. 

5.3 Implications 

5.3.1 Theoretical Implications 
This explorative study expanded the academic knowledge of 

what is done by managers to ensure the fair design and 

deployment of algorithms on online labor platforms.  

The findings of this paper contribute to the literature of 

Möhlmann et al. (2021), who investigated the oppressing effects 

of algorithms on gig workers. This study adds to that, by 

investigating what decisions precede algorithms, that potentially 

can harm people.  

Moreover, this paper significantly adds to the extensive literature 

review on fair AI solutions conducted by Richardson (2021). 

Richardson's work examines a wide range of technical solution 

tools, practices managers can do to ensure fair AI, as well as the 

challenges developers face when using the suggested fairness 

tools. This paper deepens the understanding by shedding light on 

managers’ actual practices surrounding fair algorithms. 

As academic research in this field is limited, this study is a 

starting point for further investigation into the decision-making 

practices surrounding fair algorithms on online labor platforms. 
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5.3.2 Practical Implications 
The study's findings highlight managers' general accountability 

for ensuring algorithmic system fairness. Nonetheless, the 

potential for further improvement exists.  

It has been found that despite their expressed awareness and the 

extensive literature that exists on that, as outlined by Richardson 

(2021), managers frequently fail to make use of fairness 

frameworks and guidelines. Institutions can focus on making 

technical tools for fair AI more accessible and understandable for 

developers as well as help managers to effectively incorporate 

fairness frameworks into their organizations.  

Additionally, the findings demonstrated that despite the 

prioritization of transparency, information about algorithms is 

not officially accessible to users through the platform. 

Policymakers could act on that by requiring platforms to have 

transparency sections on their websites, which would enable 

users to easily comprehend how algorithms make decisions.  

6. LIMITATIONS AND FUTURE 

RESEARCH 
The conducted research contributes to algorithmic fairness 

literature by providing a qualitative in-depth analysis presenting 

the decisions managers make surrounding the fair use of 

algorithms on online labor platforms. Nonetheless, this paper 

implies 3 limitations.  

One of its main limitations is the fact that there were three 

participants, resulting in a small sample size in relation to 

standards in qualitative research. Due to unforeseen 

circumstances and the time constraints faced, the interviewing of 

additional employees was not possible. The small sample hinders 

the achievement of theoretical saturation, as it becomes difficult 

to fully investigate the research questions and arrive at a point 

where additional data collection is unlikely to produce new 

insights. Consequently, the generalizability of the results to a 

larger population may be constrained just as its ability to 

represent a wide range of perspectives and experiences. 

Moreover, the small sample also raises the possibility of 

sampling bias. The external validity and reliability of the results 

would be improved in future research with a larger and more 

varied sample.  

The second limitation of this study is the exclusive focus on 

participants from Dutch online labor platforms. This geographic 

restriction constrains the generalizability of the findings to a 

wider international context. Future studies with participants from 

various geographic locations would contribute to a more in-depth 

understanding of the topic. Despite the geographical restriction, 

the study provides valuable insights into the Dutch online labor 

platform sector due to this area of research being novel and 

understudied. Additionally, the results of this study have some 

generalizability to other nations that are comparable to the 

Netherlands. According to the country similarity index, 

Germany, Belgium, and Denmark share a lot in common with the 

Netherlands, suggesting that the conclusions of this study may 

also be applicable to these nations (Jones, 2023). 

A further limitation is the inclusion of both managers and 

software developers in this study. This introduces the possibility 

of biased and contradictory results due to their varying roles 

within the organization. According to the findings, developers 

frequently adopt a more technical viewpoint, whereas managers 

place more emphasis on the platform's overall fairness. Future 

research projects might address this issue by concentrating on 

people in comparable roles within the organization. 

The unexpected finding that platforms outsource their algorithms 

limits the study's ability to fully explore the technical facets of 

algorithm design. Future research should focus on platforms that 

develop their algorithms internally in order to better understand 

the practices managers use to encourage fairness in algorithmic 

design. This would allow for a more thorough and nuanced 

analysis of the managerial tactics used to ensure the 

fair development of algorithms. 

In addition to that, future research could delve into the underlying 

causes of managers’ and developers’ observed limited use of 

software toolkits, frameworks, and other solutions, and the 

reasons behind their preference for internal decision-making 

processes as observed in this study.  

7. CONCLUSION 
Despite the increased use of algorithms on online labor 

platforms, the existing literature failed to evaluate to what extent 

online labor platforms account for the potential bias-amplifying 

as well as controlling effects of algorithms. Drawing on theories 

from the fairness and the online labor platform realm, this 

research provided a small-scale exploratory study by examining 

managerial practices surrounding the fair design and deployment 

of machine learning algorithms on online labor platforms. By 

conducting semi-structured interviews with individuals holding 

managerial positions this study aimed at answering the following 

research question: 

What do managers do to ensure the fair design and 

deployment of machine learning algorithms on online labor 

platforms?  

This study expands upon the body of prior research in this area 

by providing insightful findings on how decisions are made, the 

motivations behind them, and the methods used to ensure 

fairness in algorithmic systems. The empirical findings and 

discussion showed that managers are aware of algorithmic as 

well as societal biases on their platforms and take various 

proactive approaches to mitigate the occurring biases. Moreover, 

it was found that despite the limited use of fairness tools as well 

as the lack of technical bias mitigation approaches in algorithm 

development, managers made a significant effort in ensuring 

platform fairness and showed general accountability for ensuring 

the fair design of algorithms. This exploratory study yielded 

additional results, which show that managers on online labor 

platforms frequently rely on internal team discussions rather than 

external frameworks when making decisions about the fair 

design and use of algorithms. Furthermore, the results illustrated 

the key challenges faced by managers in relation to algorithmic 

fairness. Overall, the findings highlight the complex nature of 

managing algorithmic fairness and underscore the need for 

further research and practical considerations in this area. 
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APPENDIX  

Appendix A – Interview Protocol 
 

Introductory questions  

1. Who are the users of your platform? 

2. What industry does your organization operate in? 

3. What is the business model? What is the value proposition/service your platform offers these users? In what way 

does your organization generate revenue? 

4. What is the size of your organization in terms of employees and revenue? 

5. What is your educational background, and what is your prior job experience? 

6. How long have you been working at the organization? 

7. What are your main tasks and responsibilities? 

8. In your role as a [software developer, designer, or manager of a team of designers], what decisions can you make 

independently, and what decisions are made for you? 

9. Which other individuals within and outside the organization do you work together with or depend on? 

10. For which main decisions or features of your platform are learning and/or automating algorithms used? 

Algorithms & Fairness 

1. Have you ever encountered any type of discrimination/unfair treatment of workers on your platform? Can you 

name an example? 

2. What role do you think the use of algorithms plays in reinforcing the stated bias/discrimination? 

3. What does fairness mean for you?  

a) How would you define fairness in an organizational context?  

b) Do you have an ethics/fairness framework? If not, why not? If yes, what does it say? /(Do you have 

fairness boards/committees/organizational fairness structure?) 

4. How do you ensure that your/(and/or) company’s fairness values are embedded into the development of an 

algorithm (in each stage of the process)? How do you reduce the stated biases that might occur (in each stage)? 

a) What do you do in the data collection stage? How? Why? 

b) What do you do in the modeling/algorithm design stage? How? Why? 

c) What do you do in the deployment stage? How? Why? 

5. How do you decide whether an algorithm is fair/safe to use? Who decides that? Do you use any 

framework/checklists for that? 
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6. How do you make sure that developers reflect your company's fairness values in the system? 

7. What guidelines/metrics/systems/procedures/frameworks do you provide to developers to ensure that the systems 

they develop are fair? Do you use software toolkits or checklists? If yes, which ones? 

8. What challenges do you face when ensuring the fair design/use of algorithms? 

9. How do you make sure developers prioritize fairness over organizational goals or their own careers? 

 

Appendix B – Interviewee background information 
 

Participant Gender Platform Experience & position 

at the company  

Prior Education 

E1 Male 8Vance.com June 2018 – November 

2020: 

-AI and Data Science 

Specialist 

November 2020- 

Present:  

-R&D Lead 

Msc Artificial Intelligence at 

Maastricht University 

E2 Male 8Vance.com February 2022 – Present:  

- AI Engineer 

 

Msc Data Science at 

Eindhoven University 

E3 Male Babysits.nl March 2008 – Present: 

-Founder & CEO  

Msc, Entrepreneurship and 

New Business Venturing at 

Erasmus University 

Rotterdam School of 

Management 

 

Appendix C – Platform interface 
 

 

Figure 2.1: Screenshot of Babysits Website interface; extracted on 28.06.2023 (https://en.babysits.nl/) 
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Figure 2.2: Screenshot of Babysits Website interface; extracted on 28.06.2023 (https://en.babysits.nl/) 

 

 

 

Figure 3.1: Screenshot of 8Vance Website interface; extracted on 28.06.2023 

(https://www.8vance.com/?lang=de) 

 

https://www.8vance.com/?lang=de


17 

 

 

Figure 3.2: Screenshot of 8Vance Website interface; extracted on 28.06.2023 

(https://www.8vance.com/?lang=de) 
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