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Abstract

In this thesis the GW + Bethe-Salpeter equation (GW + BSE) approach is used to
calculate the excited-state geometry of carbon monoxide and thioformaldehyde. The
GW method is a many-body perturbation theory which in combination with BSE is
able to provide accurate neutral excitation energies in a wide range of systems from
molecules to extended solids. Using these neutral excitation energies in combination
with ground-state energies obtained using density functional theory allows for the
calculation of excited-state energies. A gradient descent algorithm is then applied
on the excited-state energies to find the geometry which has the lowest energy, this
geometry is the excited-state geometry. Calculating these excited-state geometries
with the GW + BSE approach is of importance because essentially all GW + BSE
calculations that have been performed to date assume that the excited-state geometry
is equal to the ground-state geometry. Other methods have been used to calculate
excited-state geometries such as the wavefunction-based equation of motion coupled
cluster with single and double excitations (EOM-CCSD) and third order coupled clus-
ter (CC3) methods but these scale with O(N®) and O(NT) respectively. The GW
+ BSE approach scales better with O(N*) where N denotes the amount of electrons
in the system. A systematic benchmark is performed to evaluate how well excited-
state geometries from GW+BSE approach agree with reference results from CC3 and
EOM-CCSD. In particular, we test the effect of simulation parameters such as the
exchange-correlation functional, basis set, and partial self-consistency in the GW ap-
proach. This benchmark provides a clear overview of the performance of the GW -+
BSE approach which can be referenced for future calculations. This comparison is
followed by a discussion on the excited-state forces and their potential future appli-
cations for molecular dynamics. We conclude that the GW + BSE approach can be
used on small molecules to calculate the excited-state geometry with high accuracy
whilst being computationally cheaper than the wavefunction based methods.

Keywords: GW, BSE, excited-state geometry, excited-state forces
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1 Introduction

The field of computational physics offers the possibility to predict material properties and
investigate interesting material behaviour without having to perform measurements in a
lab. In order to perform these calculations a lot of different methods are available. Each
method has its own application. When choosing a method its important that the method
can accurately determine the desired quantity. Furthermore, it is always desirable to min-
imize the associated computational costs as much as possible.

In this thesis we are interested in calculating excited-state forces and geometries. This field
of physics which is concerned with the behaviour of electrons in atoms molecules and solids
is called electronic structure theory. The goal of electronic structure theory is to derive an
understanding entirely based upon first principles quantum mechanics. The excited-state
forces are necessary for determining how the positions of the atomic nuclei of a molecule
change upon excitation of electrons with light. The changes of the positions of the atomic
nuclei are then used to go from the ground-state geometry to the excited-state geometry.
The transition from the ground-state geometry to the excited-state geometry also induces
changes in various photophysical properties which makes calculating excited-state geome-
tries interesting. Current research is also investigating the use of excited states to have
efficient exciton transport, this method is called transient delocalization [32]. Furthermore
research is also done on directing the path of light-induced electron transfer [13]. These
are just two examples of recent research related to excited states.

In this thesis we will be working on electronic excited-state force and geometry calculations
within the GW + Bethe-Salpeter equation (GW + BSE) approach which has become one
of the most important tools in electronic structure theory. The GW + BSE approach is
a Green’s function based many-body perturbation theory that allows accurate calculation
of charged and neutral excitations in a wide range of systems from molecules to extended
solids. In essentially all calculations to date in which the GW+BSE approach is used,
it is assumed that the electronic excitations do not affect the positions of the nuclei, so
the ground-state geometry is kept even though the system under consideration has been
excited. We will go beyond this assumption and use numerical gradients to find the excited-
state forces and geometry following the seminal work of Caylak and Baumeier [8]. We are
interested in evaluating how well the excited-state geometries calculated with GW + BSE
approach compare with EOM-CCSD and CC3 results. EOM-CCSD and CC3 are both
wavefunction-based methods that are commonly used to calculate excited-state forces and
geometries and are considered to be very accurate [10, 27|. Investigating the performance
of the GW + BSE approach compared with these wavefunction based methods is inter-
esting since the computational costs of the GW + BSE approach scales with O(N*)[26]
where N is the number of electrons in the system. The computational costs of the wave-
function based methods CCSD and CC3 scale with O(N®) and O(NT) respectively [27, 26].

In order to evaluate the performance of the GW -+ BSE approach a structured benchmark
is performed. The calculations for this benchmark are performed in the open source soft-
ware MOLGW [4]. The first excited state calculations are done on the carbon monoxide
(CO) molecule. This molecule has been chosen because it only has one degree of freedom
in its geometry since there is only one bond length that can be changed. Furthermore there
are also literature results available on the ground- and excited-state geometry of carbon
monoxide which is needed for our benchmark.



The second molecule under consideration is Thioformaldehyde. Thioformaldehyde is al-
ready considerably more difficult than carbon monoxide because it has more atoms and
thus more degrees of freedom. However, contrary to CO, the first excited state of thio-
formaldehyde is energetically well-separated from higher-energy excited states. In the case
of thioformaldehyde there are four atoms which in total give the molecule six degrees of
freedom in the atomic positions. In order to determine the excited-state forces a gradient
descent algorithm is applied which is able to find the excited-state geometry. It is able
to find this excited-state geometry by taking small steps in the direction opposite of the
excited-state forces, which decreases the energy. This procedure is continued until the
excited-state forces are lower than a set threshold. The minimum energy of that excited
state is then reached, the corresponding geometry is the excited-state geometry.

This thesis will start with three sections that provide an overview of the theory behind the
GW + BSE approach used in the simulations. In Section 2, Density Functional Theory is
discussed. We then turn to GW in Section 3 and the Bethe-Salpeter Equation approach in
Section 4. In Section 5, we discuss our computational methods, simulation settings, coordi-
nates systems and the gradient descent method. After the computational techniques have
been discussed, the results are presented in Section 6, starting with the carbon monoxide
molecule, which is followed by the results for the thioformaldehyde molecule. In the end
we found that with the right simulation settings the GW + BSE approach yields results
that are close to the values obtained with wavefunction-based methods. For the excited
state of carbon monoxide the excited-state bond length calculated with the best simulation
settings has a difference of only =~ 0.9% with the results of EOM-CCSD. For the excited
state of thioformaldehyde there are more degrees of freedom. We investigated four different
parameters of the excited state and of these four the largest difference with the CC3 results
is just ~ 0.7%. This difference is of the C'— S bond length, the other three parameters had
even smaller differences. These results show the potential that the GW + BSE approach
has, and future research should focus on applying the method on larger molecules and
using the forces in molecular dynamics simulations.



2 Density Functional Theory

Density functional theory (DFT) is a much-used method in electronic structure theory.
The method was developed in 1964 and 1965 by Hohenberg, Sham and Kohn [23, 20].
The theory is based upon the fact that the observables in Quantum Mechanics can all
be determined when the electron density is known, since the wavefunction is a functional
of the electron density. In this thesis we use this theory to get an initial estimate of the
electron addition and removal energies and to determine the orbitals needed to construct
the single-particle Green’s function G and the screened Coulomb interaction W for the
GW approach. We start our discussion with wavefunction-based quantum mechanics and
show why it is not well suited for the many-body problem we are trying to solve. We follow
this up with a short introduction to functionals and end the section with DFT focusing on
the Hohenberg-Kohn theorem and Kohn Sham equations.

2.1 Wavefunction quantum mechanics

In quantum mechanics the wavefunction (r) is the object which contains all the infor-
mation about a given system. And the surroundings of the system are all given in the
potential of the system v(r) that acts on the electrons [6]. For any system, the potential
is given and the wavefunction can be calculated by solving the Schrédinger equation. For
a single electron, the Schrédinger equation is given by

h?v?
- r r) = EyY(r 1
(- "5 00 60) = Eoe) 0
where h denotes the reduced Planck constant and m the mass which in our case would be
the mass of the electron. In case of many-body problems, which is what we are focused on
in this thesis, the Schrodinger equation can be extended to a many-body equation. The
equation then becomes

Y Rv?
Z( Gy + v(r; > +ZU (ri,rj) | Y(r1,re,...vN) = EY(ri,ro,...TN)  (2)
% 1<J

Here N is the number of electrons in the system and U(r;,r;) gives the electron-electron
interactions in the system. This electron-electron interaction for a Coulomb system is given
by

U= ZU (ri,rj) Z T —r]\ (3)

1<j 7<i

This operator is not dependent on the particular system under consideration and can
thus be applied to all systems, such as atoms, molecules and solids. Furthermore, in the
many-body Schrodinger equation, the kinetic energy operator is also used
. K2
T=—7-Y V? 4
2m ‘ (2 ( )
7
This operator is not dependent on the system and is always the same. The only thing
that changes when one looks at different systems is the potential v(r;). Assuming the
Born-Oppenheimer approximation, the potential in molecules is given by

V=3 vt ZMQ‘C?{H (5)



Here k extends over all the nuclei in the molecule with charge @ = Zre and position Ry.
Substituting these expressions into the Schrédinger equation gives

<T—|—V+U) w(rl,rg,...rN):Ew(rl,rg,...,rN) (6)

Now if we compare the single-body Schrodinger equation (1) with the many-body Schrédinger
equation (6) they look almost identical apart from the new U term. Even though there
is a striking similarity the many-body Schrodinger equation is extremely more difficult to
solve because it is a coupled differential equation and the many-body wavefunction is an
complicated object whose complexity is exponentially increasing with increasing particle
number. So in order to solve the many-body Schrodinger equation we will look at the
alternative method, using DFT.

2.2 Electron density quantum mechanics

The procedure to solve quantum mechanics problems using wavefunctions is schematically
shown as [6]

Y(ry,ro, ..., rN) % Observables (7)

Schrédinger Equation
v(r)

Since we saw in the previous subsection that this method is not convenient to solve the
many-body problem we will use another approach. Instead of using the wavefunction we
use the electron density as the most important quantity that contains all the information
about the system. This approach is an exact method and not an approximation. The
electron density is one of the observables in a system and can be calculated with the
following formula [6]

n(r) :N/d3r2/d3r3---/dngzp*(r,rg,...,rN)z/J(r,rg,...,rN) (8)

The goal of DFT is to solve the problem such that the electron density is known and
then use this electron density to reconstruct the wavefunction and potential. This is
schematically shown as

n(r) = ¢¥(ry,ra,...,ry) = v(r) 9)
Now that the general idea behind DFT is clear we can look into how one actually goes

from the electron density to the wavefunction. But before we can state the important
Hohenberg-Kohn theorem we first briefly discuss what functionals are.

2.2.1 Functionals

A functional is a mathematical object that maps a function to a number [6]. A simple
functional is for example the particle number [6]

Nin] = /dgrn(r) (10)

Here Nn] is the functional and the function is n(r).



2.2.2 Hohenberg-Kohn theorem

The Hohenberg-Kohn theorem stands at the core of DFT. This theorem states that the
ground-state density can be inverted [6]. So given the ground-state density no(r) one can
calculate the ground-state wavefunction ¢g(ry,re,...,ry). Specifically, the ground-state
wavefunction would be a functional of the ground-state density ¥o[no](r1,r2,...,ryx). And
in turn also the observables would be functionals of the electron density.

This result seems counter intuitive since the ground-state electron density is a function of
only r and the wavefunction is a function of r1,ro,...,ry. The crucial thing is that we also
know that the ground-state wavefunction must not only reproduce the electron density but
must also minimize the energy. This can be written down mathematically as follows [6]

Eyo = min (/T + 0+ V]w) (11)
p—ng

Here E, o denotes the ground-state energy in potential v(r). This equation tells us that we
want the wavefunction that reproduces the ground-state electron density and minimizes
the energy.

We can also write down the general expression for the total-energy functional [6].
E,[n] = min <1/1\T+ U+ V!l/}> = min <1/1\T+ U\¢>+/d3rn(r)v(r) =: F[n]|+V[n] (12)
Pp—n p—n

Here, we introduce two new functionals of n. The internal-energy functional is denoted
by F[n| and the potential energy functional by V[n]. The internal-energy functional is
independent of v(r), and is only dependent on the structure of U and T [6].

Although equation (12) can in theory be used to find the electron density, in practice we
will not use it in this form. This is because it is quite a tough numerical problem to find
the parameters that minimize the energy, and a good approximation of F'[n] is also needed

[6].

2.2.3 Kohn Sham equations

There are a lot of different ways DFT can be applied. One of the most often used appli-
cations of DFT are the Kohn-Sham equations [6]. The Kohn Sham equations do not work
exclusively with the electron density but also make use of single particle orbitals. In order to
apply these single particle orbitals we will start by rewriting the kinetic-energy functional.
We rewrite the functional in a part that represents the kinetic energy of non-interacting
particles Ts[n| and another part representing the remainder T¢[n]. An expression of Ts[n]
is not known exactly as a functional of n, but it is known as an expression of single particle
orbitals ¢;(r). The expression then becomes [6]

Ty [{diln}] = Z / @t (r)V26i(r) (13)

Here the notation T,[{¢;[n]}] denotes that Ty is an explicit functional of single particle
orbitals, and single particle orbitals are functionals of the electron density n. So T depends
on a complete set of occupied orbitals ¢;. With this new expression for T'[n] we can once
more write down the energy functional

E[n] = Ty[¢i[n]] + Un[n] + Exc[n] + Vn] (14)



By definition, the exchange correlation energy Ey.[n] = (T'[n]—Ts[{$i[n]}])+(U[n]-Ug(n]).
We also introduce the Hartree potential Ug[n] [6] which is given by

Formally, equation (14) is an exact equation, albeit with unknown exchange correlation
energy. The Hohenberg Kohn theorem guarantees that it is a functional of the electron
density n. Although there is no exact method for finding the exchange correlation energy,
several ways of approximating it are known. We will discuss the methods that are used in
this thesis in Section 5.2.

The final step to completing DFT is to minimize equation (14). This is however not
possible because T is a functional of the single particle orbitals ¢; and not a functional
of the electron density n. The minimization can however be done indirectly by using a
scheme that was introduced by Kohn and Sham [23|. The first step is finding the functional
derivatives to the electron density [6].

dE[n]  0T4[n] N oV [n] n oUg[n] N 0Eyc[n]  6Ts[n]

0= 50 = ontr) Tonm T on@) T on(r)  on(r)

+o(r) +vE(r) + vge(r) (16)

Here, several familiar important variables are created. The first is v(r), i.e., the external
potential. Moreover, vy (r) is the Hartree potential and wv..(r) the exchange correlation
potential. When we look at a system of non-interacting particles moving in a potential
vs(r) the minimization condition is [6]

SE  0Ts[n]  6Vi[n] T[]

0= sn(r)  on(r) = dn(r)  on(r)

+ vs(r) (17)

Because we have no interactions we do not have the Hartree and exchange correlation terms
here. The density solving this equation is ns(r). Now when comparing the non interacting
minimization condition (17) with the minimization condition for the interacting system
(16) we see that they have the same solution ns(r) = n(r) if vs(r) is given by

vs(r) = v(r) + vE(r) + vge(r) (18)

The electron density of the interacting many-body system in potential v(r) can be calcu-
lated by solving the equation for a non-interacting single body system in potential vs(r).
The Schrodinger equation in the auxiliary system becomes

v
(- T 1)) ) = ) (19)
This equation yields the orbitals needed to reconstruct n(r), and these are also the or-
bitals which we have already seen in equation (13) for Ts. So the electron density can be
constructed as follows

n(r) = ns(r) = Zfz' |3 (x)|” (20)

Here f; denotes the occupation of the i’th orbital. Equation (18) — (20) are the famous
Kohn Sham equations which enable the calculation of the electron density without having
to minimize the energy as was suggested in equation (12). And with this electron density



in principle all observables of the system can be computed.

One of these observables is the energy of the system. The total energy of the system can
be computed using the electron density and the energy functional given in equation (14).
This is used to calculate the ground-state energy. For the excitation energies the Kohn-
Sham eigenvalues ¢; from equation (19) can be used. This might seem odd since the ¢;
are completely artificial objects and have no physical meaning [6]. However rigorous fun-
damental considerations and empirical results have shown that they provide a reasonable
first approximation to the actual excitation energies [6].

These equations are all implemented in the software MOLGW which is used in this thesis,
more information about MOLGW can be found in Section 5.1.

2.2.4 Practical application

When looking through the equations it becomes clear that vy and v both depend on
the electron density n. The electron density n in turn is dependent on the single particle
orbitals ¢; which can be seen in equation (20). And finally the orbitals ¢; are again
dependent on vy and vy, which can be seen in equation (18) & (19). So in order to
solve the Kohn-Sham equations in practice an iterative process is used. One starts with
an initial guess for n(r) then solve the minimization equation to get a new value of the
electron density ni(r). With this new electron density the calculation can be repeated
until the electron density converges. This process is called the self-consistency cycle [6].

10



3 GW method

The GW method was developed by Hedin in 1965 [19] and has become one of the most
important tools in electronic structure theory for calculating electron addition and removal
energies of a wide range of systems with high accuracy [17]. In its simplest form, the so-
called GoWy approach, is used for calculating perturbative corrections to DFT eigenvalues.
The aim of electronic structure theory is to derive an understanding entirely based upon
first principles of quantum mechanics. In this section we will discuss the GoW, approach
that we use in the MOLGW [4] code. We start this section with a derivation relating the
GoWy approach to the Kohn-Sham equations. Then we continue with a more in depth
explanation of parameters used in the GoWy approach. The section ends with a discussion
of the G, W,, approach, which is a partially self-consistent flavor of GW. In this thesis the
GW method will not be used fully self-consistently. For a complete discussion on the GW
method and a full derivation of Hedins equations see |17, 19].

3.1 The GyW, approach

In this section, a brief derivation of the GoW approach is provided, which is instructive for
understanding the relationship between GW and DFT. For this derivation we will change
to Bra-Ket notation, and start by defining the Kohn-Sham Hamiltonian.

2

—h
HKS - %VQ + Vext + VH + VUze (21)

Using this Hamiltonian we can rewrite equation (19) in Bra-ket notation,

HEZ () = €% |61 (22)
On the other hand, we can write the quasiparticle equation [17] as

HE[6F) = vpe [0Y) + 2677 ) = M [67) (23)

> denotes the self energy which is discussed in the next subsection. GiGW is the i*" excitation
energy calculated with the GW method and @GW are the GW orbitals. For simplicity we
write the self energy as ¥ and note that the self energy is non-local, energy dependent and
non-Hermitian.

Now we assume that R~ ngZK S, This assumption is justified by empirical observations
that DFT orbitals are very similar to orbitals from higher-level approaches and their den-
sities can resemble those reconstructed from angle-resolved photo emission spectroscopy
for molecules such as pentacene [12]. We assume that this also holds for the molecules we
are considering in this thesis. Recombining (22) & (23) with this assumption yields

€7 |0F7) = vae [617) + 2 07%) = & [6]°) (24)

o

Next we project this on (¢°| which yields

e (@1 107) = 6 (D510 T) + (67| B = vae 6% (25)
and, since the KS orbitals are orthonormal

eZ-GW :el-KS+<gbZKS’E(eZ~GW)—vzc}¢f(s> (26)

Here, we have also explicitly written down that the self energy is dependent of €iGW. So

in order to solve equation (26) an iterative procedure must be performed where at each

11



step the self energy ¥ (') must be recalculated [17]. In practice, this issue is resolved by
either finding a graphical solution or, by assuming that the relative difference between eK o
and EGW is sufficiently small, and performing a first order Taylor expansion to evaluate
¥ (W) [15, 17]. This avoids having to recalculate the self energy at each iteration until a

self consistent value of €&V is reached [17].

0% (e)

Oe e=eKS

S(ef™) m B(efS) + (7 — €fF)

K3 K3 K3 3

(27)

Substituting this Taylor expansion into equation (26) gives as new expression for calculating
the GW energies €& [17, 15]

GW KS+Z <¢KS‘E KS va;c|¢ > (28)

Z»_1:1—< kS

Equation (28) is the final equation that we will apply for finding €; It also clearly
shows that ¢&W is € with a perturbative correction added [15]. The term Z; is the
renormahzatlon factor [15]. This renormalization factor quantifies how much the spectral
weights must be reduced to account for electron-electron interactions [17]. In the case of
barely interacting systems the renormalization factor would be almost equal to one [21].
In the next subsection we will discuss the self-energy and the approximation we use to
calculate it in more detail.

| {“> (29)
EZE,LKS

GW

3.2 Self-energy

As stated earlier the self energy is a non-local, energy dependent and non-Hermitian quan-
tity. In this thesis we are using the GW approximation of the self energy which can be
written down as |17, 15]

= iGW (30)

The GW method is named after this approximation for the self energy. G denotes the
single-particle Green’s function and W the screened Coulomb potential [17]. However in
this thesis we will once more approximate this equation for the self energy with the zeroth
order of the self energy ¥y which can be written down as [17]

Yo = iGoWo (31)

This is the self energy that we will also use when solving equation (28). In the next two
subsections the physical interpretation and the zeroth-order approximation of the Green’s
function and screened Coulomb potential are discussed.

3.2.1 Green’s function

The Green’s function is an important mathematical tool. In the context of many-body
quantum mechanics the definition of the Green’s function differs from the common math-
ematical usage and corresponds to the probability amplitude that an electron is created
(annihilated) at location r; at time ¢;, then propagates through the system for some time

12



and eventually is annihilated (created) at location ro at time ¢3. The mathematical ex-
pression for this is as follows [17]

G(r1,t1,12,t2) = —i <¢N ‘T{Z@(Pl»tl)w(rzab)}‘ %Z)N> (32)

Here ¥ represents the many-body wavefunction of the system under consideration. Then
we have ¢(r1,t1) and wT(rg,tg) which are the annihilation and creation operator [17]
respectively. ¢(r1,t1) annihilates an electron at position r; at time ¢1, and @N(rg,tg) cre-
ates an electron at position ro and time t2. The final operator is the time ordering operator
T which makes sure that the annihilation and creation operators are in the correct order.

In this thesis we will be approximating the Green’s function with Gg, a zeroth-order ap-
proximation which can be calculated from Kohn-Sham orbitals gbZK 9 and excitation energies
ef5 17, 15).

¢F O (r)df 5 (r))
Go(r, v, w) = L 33

ol ) ;w—eKS insgn(Ey — e&9) (33)
Here, 1 is a convergence parameter, the sign of which is dependent on the energy of the
orbital energy that is being added. Finally we have w which gives the frequency dependency

of the Green’s function.

3.2.2 Screened Coulomb interaction

The second term of importance is the screened Coulomb potential. The screened Coulomb
potential differs from the normal Coulomb potential since it accounts for the screening
effects duo to other charges that are in the system. The screening is visually shown in
Figure 1. In this figure the annihilation of an electron is shown which creates a hole. After
some period the other electrons in the system will concentrate themselves around this new
hole. Because of these electrons the hole is screened.

electron ejected . hole is screened
) . hole is screened dynamically
© 0 @ pr— ©
t ® © Osm=s
G — t - O
o o e o CHAYS
— s 00 o

FIGURE 1: Figure showing how a hole is screened, figure from [17].

Because all particles in many-particle systems are screened the concept of quasiparticles
is often used [17]. Quasiparticles are not real particles but are rather a different way of
looking at a real particle together with the cloud of particles screening it. The addition
and removal energies predicted by the GW method are all energies for quasiparticles [17].

The zeroth-order approximation of the screened Coulomb potential Wy(w) is written as
[17]

Wo(w) = e Hw)v —v (34)

13



Here v is the potential of the given system and e(w) is the dielectric function. The dielectric
function is then given by [17]

€(w) =1 —wvxo(w) (35)

Here we again see the potential v but now we also have the polarizability xo(w). And
finally this polarizability on its turn is given by [17]

w— (K5 —eES) 1in  w+ (K5 — K5) —ip (36)

jrt
B oce vir d)ZKS*qb(Il(Sgbé(S*d)ZKS Qbf(s*ﬁbé(sﬁbfs*ﬁf){(s
Xo(w) = Z Z
7 a
This equation shows that the polarizability can be calculated once the orbitals (;SZ-KS and
excitation energies e;»KS from the Kohn-Sham DFT calculation are known. Again just as
we have seen for Gy there is also a convergence parameter 7 and frequency w. Since the
dielectric function can be calculated with the results of the Kohn-Sham equation so can
the dielectric function and the screened Coulomb potential.

3.3 G, W,

The GoWj approach we have talked about thus far only adds one correction to the Kohn-
Sham eigenvalues eZK 9 yielding eZ-GOWO. As a consequence, its results usually depend on the
chosen exchange-correlation functional used to calculate the Kohn-Sham eigensystem. This
starting-point dependence can be partially avoided by performing multiple iterations until
eigenvalue self-consistency is reached. These GW calculations are denoted as eigenvalue
self consistent GW (evGW) [17]. In order to perform such a new iteration the calculation
of Gy and Wy is repeated now using eiG”WO instead of eZ-K S, This is then used to recalculate
the self energy Yo and finally the new energy e?lwl is calculated using equation (28) where

eiGOWO ilel and €X9 is replaced with eiGOWO.

is replaced with €
It has been shown that evGW improves the HOMO-LUMO gaps however over the entire
spectrum it does not yield consistent improvements [17]. Whilst evGW is able to lessen
the dependence on the starting point energies EZK S there will always remain some starting
point dependence since we are not updating the orbitals ¢,

In the MOLGW [4] software the amount of performed iterations can be set. To clearly show

the amount of iterations we perform we use the notation G, W,, where n + 1 denotes the
amount of iterations performed.
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4 Bethe-Salpeter equation

The Bethe-Salpeter equation is named after Bethe and Salpeter[31]. This equation is
used to calculate the energies of neutral excitations, so excitations in which the number
of electron in the system stay constant. In this section we once more start with the
equation used in the calculations and then explain what all the elements that are used in
the equations are. For complete derivations of the approach the interested reader can look
at the paper by Bethe and Salpeter [31], the paper of Loos and Blase [25] or the paper by
Blase, Duchemin and Jacquemin [3].

4.1 Bethe-Salpeter equation
The BSE can be cast as the following eigenvalue equation [3, 25|

(o ) ()= () e

This equation consists of several higher dimensional elements and vector elements the most
important of which is ) which contains all the neutral excitation energies that we want
to know. In order to get a better idea of what this equation entails we will discuss all other
variables in more detail.

The element R is the ’resonant’ Hamiltonian block. This resonant Hamiltonian is a 4
dimensional element (ignoring spin) which depends on the indices 4, j, a and b. The indices
i, j refer to occupied states of the system and the indices a, b refer to unoccupied states of
the system. These indices together form two pairs of transition, ¢ — a and j — b. The
resonant Hamiltonian block is given by the following equation |25, 3, 27|

KS KS KS (N AKS (4
Ry = 0o (€CV — W) 4+ 2 / / geae P )0 ()65 ()@ " (x)

v — ']

/ / drdr’ 655 () 655 (1) W (w0 = 0) K5 ()oK (x) (38

The other, "antiresonant’” BSE matrix element reads [25, 3, 27|

KS r KS r KS KS
Cai,bj:2//drdr’¢l (x)¢a " ()¢ " (x')dy //drdr’cb K5 ()W (w = 0)¢f % (x)gh 5 (r)

v — x|

(39)

Looking at both BSE matrix elements a lot of similarities can be recognized. Both equa-
tions contain the screened Coulomb potential W (w = 0) which has already been discussed
in Section 3.2.2, but is here approximated by neglecting its frequency-dependence. Both
screened Coulomb potentials are in integrals where the only difference is that for R ¢]K S

depends on r’ and ¢, KS depends on r and for C these dependencies are changed so gZ)JK S

depends on r and qbK S on r’. Then both elements have the identical bare two-electron in-
tegral [27]. Finally, only the resonant Hamiltonian block has the term &,40; ; (e — €&
which gives the difference in energy between the occupied state and unoccupied state if
a=bandi=j.

Then we have X, and Y, which are the eigenvectors. X)i\a consist of all the resonant

occupied to unoccupied components and Yf“ consists of all the non-resonant unoccupied
to occupied components [3].

15



5 Computational methods

5.1 MOLGW

As stated in the introduction the software we use to perform the DFT, GW and BSE
simulations is MOLGW [4]. MOLGW is an open source software that can calculate excited
electronic states of finite systems using many-body perturbation theory. The calculations
were performed on the CCPHead cluster, on the ccp20 and ccp22 partitions [9]. The
accompanying self written scripts that were used to automatically run the MOLGW scripts
and evaluate the results can be found on GitHub [16].

5.1.1 Simulation settings

In MOLGW there are a lot of simulation settings that can be changed. These simulation
settings range from the functional and basis that are used in the simulation to the environ-
ment in which the simulations takes place. The functionals and basis will each be discussed
in their own separate subsections, see 5.2 & 5.3. In this subsection we will discuss some
of the other settings, all settings that are not discussed keep their default value which can
be found on the MOLGW website [29].

We start with the settings about the environment in which we place the system we are
simulating. Table 1 gives the values of the surroundings during the simulation.

TABLE 1: Values of the environment in which the simulations were performed.

Parameter Value
Temperature 0 K]
Magnetization 0[]

Electric field x direction | 0 [%]
Electric field y direction | 0 [%
Electric field z direction | 0 [

These are the default values of the environment which are set by MOLGW. This perfect
environment is impossible to create experimentally. Because of this when we evaluate the
performance of the GW + BSE approach in the next section, while comparing to experi-
mental results, we use results from wavefunction-based methods as reference.

Apart from the environment there are two other parameters that we have changed. The
first parameter is frozencore which can be set to 'yes’ and 'no’. When frozencore is set to
'yes’ the core electrons of the atoms are treated as frozen during the calculations, so their
distribution is not allowed to respond to the perturbations from the valence electrons. The
advantage being that freezing the core electrons is more efficient. During our simulations
we set frozencore to 'no’ since that should yield slightly more accurate results and the addi-
tional computational costs are not a problem since carbon monoxide and thioformaldehyde
are both small molecules.

The second parameter is nstep gw which sets the number of GW iterations for eigenvalue

self-consistent GW calculations. This parameter is set to ten for the G9gWy simulation
discussed in Section 6.1.3.
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5.2 Functionals

Functionals decide what the expression for E,.[n] becomes which is very important as we
saw in sections 2 & 3. There are a lot of different possible functionals to choose from
which are categorized in categories such as local, semilocal, gradient-dependent, nonlocal
and integral-dependent [6]. In this thesis we will not concern ourselves with all possible
functionals but we will focus our attention on three functionals, BLYP, BSLYP & BHLYP.
Where BLYP is a semilocal functional and BSLYP, BHLYP are non-local, so-called hybrid
functionals [6].

BLYP is a semilocal GGA functional where GGA stands for generalized-gradient approxi-
mation [6]. The general expression for the exchange correlation energy for GGA functionals
is given in equation (40) [6]. From this expression it becomes clear that the GGA exchange
correlation energy is not only dependent on the density of the current position but also on
the gradient of the density.

EGGA ) = / & f(n(r), Tn(r)) (40)

BLYP is the combination of Becke’s exchange functional [1] and Lee’s et al. [24] correlation
functional. Generally GGAs tend to yield reliable results for the main types of bonding
interactions such as covalent, ionic, metallic and hydrogen bridge [6]. The exact expression
of the exchange correlation energy can be found by combining the results in the paper of
Becke [1] with those of Lee et al. [24]

Eye = EP® + EXYP (41)

Then we have the two functionals BSLYP and BHLYP which are both hybrid functionals.
Hybrid functionals can be thought of as combinations of the non-local, orbital-dependent
Hartree-Fock method and regular density-dependent functionals [28, 2|. The most signif-
icant improvement made by hybrid functionals is to the band gaps and excitation ener-
gies [28]. Where GGA functionals, such as BLYP, tend to underestimate band gaps and
Hartree-Fock tends to overestimates band gaps, hybrids will tend to yield a more accurate
prediction of the band gap [28].

The hybrid functionals make use of local density approximation (LDA) functionals, so
before we continue we briefly discuss these. For LDA functionals the exchange correlation
is calculated by integrating over all space and assuming that that the exchange-correlation
energy density at each point is the same as in the homogeneous electron gas [28]. The
integral for the exchange correlation energy then looks as follows [6]

ELPA[] = / drehom (n(r)) (42)

With this we can now look at the B3LYP functional which is one of the most popular
functionals in quantum chemistry [6]. B3LYP uses the Becke B88 exchange functional |28,
1] and the LYP correlation [28, 24] in the following combination [14].

Eye = 02EF £ 0 8EEPA 1 0.72EP88 1 0.81EXYF 4 0.19ELPA (43)

And then last we have BHLYP which as the H in the name suggests has a ’half-and-half’
combination of half LDA exchange and half exact, Hartree Fock like exchange [14]. The
BHLYP functional is given in the following equation [14]

1 1
By = 5Ef Fy §E588 + ELYP (44)
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Looking at all three functionals a pattern of increasing Hartree Fock exchange can be seen.
BLYP has no exact Hartree-Fock like exchange, B3LYP has 20% and BHLYP has 50%.

5.3 Basis sets

When performing numerical simulations the Kohn Sham orbitals must be expressed using
a suitable set of basis functions [6]. Finding a suitable basis function is important to have
an accurate description of the orbitals. The basis functions that we use in this thesis are

cc-pVDZ, cc-pVTZ, cc-pVQZ & cc-pV5Z.

The basis functions used in this thesis are all Gaussian basis functions|[17]. Gaussian basis
functions are by far the most useful for electronic structure calculations of molecules [28]
because the product of any two Gaussians is a Gaussian [28]. The number of Gaussians
used to describe one orbital are dependent on what type of basis function is used. For
cc-pVDZ we have a double zeta basis function so two Gaussian are used to describe one
orbital. This continues so with cc-pVTZ three Gaussians are used, cc-p VQZ uses four and
finally cc-pV5Z uses five Gaussians for each orbital [28].

Hence as the amount of Gaussians used to describe the orbital increases we would expect
that the resulting approximation will converge to the true orbital.
5.4 Coordinate systems

In this thesis we use two different coordinate systems which we will briefly discuss.

5.4.1 Nuclear coordinates

Nuclear coordinate are Cartesian coordinates indicating the xyz location of all the atoms
in the molecule that is being described. MOLGW requires that the geometry of the molecule
is provided in these nuclear coordinates.
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5.4.2 Internal coordinates

FIGURE 2: Illustration of adding new atom to Z matrix, figure from [30].

Although nuclear coordinates are easy to understand they can be difficult if you want to
only change one bond length in a molecule, or change one angle in a molecule. For these
cases internal coordinates are very useful. Internal coordinates work by choosing one atom
as the reference atom and then defining all other atoms using the relative positions they
have to other atoms. The internal coordinates are given in the so called Z matrix|[34, 33].
In the Z matrix every atom in the system has its separate row, And there are 7 columns.
Figure 3 shows an example of such a Z matrix.

Current Distance to | Distance Third atom | Angle Fourth Dihedral

atom atom (A] for angle [degrees] atom for angle
dihedral [degrees]
angle

A

B A 2

C B 1 A 120

D C 2 B 120 A 60

FIGURE 3: Example of a Z matrix for the molecule in figure 2. The exact values
of the molecule in figure 2 are unknown so they are estimated.

The first column of each row states what the element is that we are currently defining.
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Then we get the bond length in column 2 and 3, with column 2 stating with respect to
what atom the bond length is being measured and column 3 giving the bond length|34,
33|. Looking at Figure 2 we would then have that the first column is D since in the figure
the position of D is being set. Then the second column would state C since the distance
is measured to point C and finally the third column would have the bond length, which is
estimated to be 2.

Then we get the angle in the system for which we also need column 4 and 5. The angle
uses three atoms, which are the atoms in column 1,2 and 4. The fifth column then gives
the value of the angle. Again looking at Figure 2 we have that column 4 has B so we are
looking at Z/DCB, where the order is the same as the order of the columns. Now defining
this angle takes us from point Dy which is just anywhere on the sphere around C to point
D1 which is somewhere on a circle which has the correct distance to point C and the correct
angle ZDCB. We estimate that this angle is 120 degrees as can be seen in Figure 3.

Finally there is the dihedral angle which adds column 6 and 7. The dihedral angle needs 4
atoms which are the atoms defined in columns 1, 2, 4 and 6. Then with these four points
two groups are made, the first group using the atoms in columns 1, 2 and 4 defines the
first plane and the atoms in columns 2, 4 and 6 defines the second plane. The angle these
two planes make with each other is the dihedral angle which is given in column 7. Looking
one last time at Figure 2 column 6 will have point A in it so we are looking at the angle
between the plane DCB and plane CBA, in this thesis I will write the dihedral angle as
0(DCB,CBA). We estimate that the dihedral angle is 60 degrees as can be seen in Figure
3. This angle aligns with the bond between B and C so the dihedral angle essentially gives
how much this bond must be rotated. By setting the dihedral angle we move from point
D1 which was somewhere on the circle to point Dy which is the final and most importantly
unique position for point D.

There are three exceptions to the explanation given above to defining the atoms, and these
three exceptions are the first three atoms that are being defined. The first atom only has
column one stating what element it is, and no further information in the other columns.
The second atom only has the first three columns, so stating what element it is and the
distance to the first atom. And the third atom that is defined only has information in the
first five columns, so no dihedral angle yet. Because of this the amount of dimensions of
internal coordinates are 3N — 6 (for N > 3)

Since internal coordinates also posses all the information about the structure of the system
they can be mapped into nuclear coordinates and nuclear coordinates can be mapped into
internal coordinates. The only difference would be that during the transformation the
complete system can have some translation and rotation, but that does not influence the
results of our simulations.

5.5 Gradient descent

In order to find the ground and excited-state geometry of the molecules we are simulat-
ing we must find the configuration with the minimum energy. If the geometry is still
rather simple the minimum can be found by simulating a large range of values and finding
the value with the lowest energy. However as the amount of dimensions of the problem
increases this approach becomes too computationally expensive. So to avoid having to
simulate a huge amount of values we will use the gradient descent algorithm [7, 22].
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Gradient descent, also known as steepest descent, is an algorithm designed to find a min-
ima of a given continuous function. In our case this function is the energy surface. The
method works by taking small steps in the direction opposite of the gradient of the function
that is being minimized. Because the function we are considering is the energy surface this
gradient is a excited-state force in our case. If the step size is small enough each step is
guaranteed to decrease the value of the function [7]. In this section we will look at how
the gradient descent method works and what its limitations are.

5.5.1 Method

The first step to apply the gradient descent algorithm is to calculate numerical derivatives
which are needed to construct the gradient. The numerical scheme we use to do this is the
central derivative which is given by

F(p) = flp+ Ap)Q;Z(p — Ap) (45)

Where Ap is a value that must be chosen. In theory letting Ap go to zero would yield the
exact derivative. However in the case of simulations there are always errors in the values
of f(p+ Ap) and f(p — Ap) so letting Ap go to zero will increase the magnitude of these
errors, so care must be given to find a value of Ap that is neither too large nor too small.

In order to construct the gradient of the multi-variable function f under consideration the
central derivative must be calculated for all dimensions. Each of these derivatives only
varies one variable whilst all other variables remain fixed. In the end adding all these
derivatives gives the gradient [7].

Finally once the gradient is known it is multiplied with a factor « which is the learning
rate. The learning rate is a hyper parameter that can be set to ensure that the algorithm
takes small steps which prevents it from overshooting the minimum [7, 22]. So having large
v risks overshooting the minimum and setting v too small will make the steps really small
which then requires the algorithm to perform more iterations to reach the minimum, and is
thus computationally expensive [22]. Combining all of this yields the following expression
for the gradient descent algorithm [7]

ant1 =a, —YVF(a,) (46)

In our application of the gradient descent algorithm the algorithm is terminated once every
derivative has a absolute value less than 0.05, this value is determined empirically.

5.5.2 Limitations

Whilst the gradient descent algorithm is useful it does have some limitations |7]. The most
important limitation is that the algorithm can also find a local minima instead of the global
minimum |7, 22|. If the algorithm finds a local minimum it remains there. This is a problem
since the geometry of both the ground and excited state require that the global minimum
energy is found. So if the energy surface of carbon monoxide or thioformaldehyde has local
minima the minima obtained with the gradient descent algorithm could be completely
incorrect.
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6 Results & discussion

6.1 Carbon monoxide

FIGURE 4: Ilustration of carbon monoxide, figure made with Avogadro[18].

As stated earlier the first molecule under consideration is the carbon monoxide (CO)
molecule which can be seen in Figure 4. In the CO molecule there is only one bond
length that can be varied which ensures that the problem of finding the ground-state en-
ergy and the excited-state energy is only a one dimensional problem. Because this is a
one dimensional problem there is no need for a minimum finding algorithm yet. On top
of that, this molecule is so small the simulations also do not require a lot of computing time.

We start by looking at the ground state of the CO molecule. The ground-state geometry
of the CO molecule is found by minimizing the energy of the ground state. We calculate
the energy using DFT which was discussed in Section 2. For these DFT calculations we
look at all combinations of functionals BLYP, BSLYP & BHLYP and all basis cc-pVDZ,
ce-pVTZ, cc-pVQZ & cc-pV5Z in order to compare the results.

After the ground state calculations we focus on the first excited state of the CO molecule.
The excited-state energies will be calculated using two different methods in order to com-
pare the results. The first method is using DFT + BSE calculations so the excitation
energies eZ-K S will directly be used in the BSE to get the neutral excitation energies. The
second approach is GoWy + BSE, so we take the excitation energies eZK S and perform one
iteration of GW corrections to get the GW excitation energies elGW, as was discussed in
Section 3, and then use these values in the BSE to get the neutral excitation energies.
Once the neutral excitation energies are calculated we add them to the ground-state en-
ergy previously calculated using DFT to get the energy of the excited states. In particular
we will be looking at the first excited state. All of these calculations will be done for the
three functionals BLYP, BSLYP & BHLYP, which were discussed in Section 5.2, and the

cc — pV5Z basis.
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After these simulations have been completed we also look into using several GW iterations
instead of one to see the effect this has on the results. We are interested here on how
the additional GW iterations change the dependency on the functional we choose for the
simulation, since theory suggest that the dependence on the functional should decrease [15].

We end with applying the gradient descent algorithm, discussed in Section 5.5, on the CO
molecule. Although the gradient descent algorithm is not needed to find the minimum in
the CO molecule it is needed for more complex molecules, such as Thioformaldehyde which
is investigated in the next subsection. Hence we apply the gradient descent algorithm on
the CO molecule to compare the results of the algorithm with the results from calculating
the energy for a whole range of bond lengths to see if the results are the same.
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6.1.1 Ground state

As stated we start by looking at the ground state of the CO molecule. In order to optimize
the geometry of the CO molecule we only need to find the optimal bond length since this
is the only dimension that can be changed. In order to find this minima we perform 400
DFT simulations in MOLGW|4] each with another bond length. The first bond length is
1.000 A and this is increased in increments of 0.001 A until the final bond length of 1.400 A
is reached. The resulting graph for one of these simulations can be seen in Figure 5. Then
finding the ground-state bond length is as simple as finding the point which achieves the
lowest energy.

CO ground state simulation using B3LYP and cc-pV5Z
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FIGURE 5: Figure showing ground-state energy of the CO molecule as a function
of C-O bond length.

This procedure is then repeated for the 12 different combinations of basis and functionals.
Figure 6 shows the ground-state bond length calculated using all these different methods.
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Comparison various methods for calculating ground-state bond length
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FIGURE 6: Figure showing the calculated ground-state bond length determined for
various combinations of functional and basis.

What Figure 6 shows well is that BLYP, BSLYP € BHLYP all converge as we go to larger
basis sets. This is also what we already expected when we were discussing the basis sets
in Section 5.3. Based upon the figure an argument could be made that we are already
converged with cc-pVQZ. However since the computational costs of the molecules we are
considering in the thesis are still low we can use cc-p V57 since the simulations do not take
a lot of time. So since cc-pV5Z is in theory the most accurate basis set this is the basis
set that is used in the remainder of the thesis.

So after setting cc-pV5Z as our basis there still are three different values of the C-O bond
length, corresponding to the three functionals BLYP, BSLYP & BHLYP. Since we want to
know how accurate these method are we plot the difference between these methods and the
value found in literature for the CC3 method [27]. Looking at this difference gives a good
indication on the performance of our method since CC3 is a really accurate wavefunction
based method [10]. The reason we prefer the CC3 method over experimental results is that
the perfect environment described in 5.1.1 is never achieved during experiment whilst it is
achieved in the CC3 simulation.
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Bond length ground-state carbon monoxide
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F1GURE 7: Difference ground-state CO bond length of various methods with CO
bond length calculated using CC3. CC3 & experimental values from [27].

The numerical values can be found in Table 2 in Section 10.1.1 of the appendix.

As we can see in Figure 7 the functional that seems to yield the best result is BLYP. This
result is somewhat surprising since as we discussed in Section 5.2 BLYP is only a semilocal
GGA functional whilst both B3LYP and BHLYP are hybrid functionals which we would
expect to yield a better result. Nevertheless, the largest error we have is 0.020 A which is
small if we consider that the bond length predicted with CC3 is 1.130 A. So the largest
relative error we have for any of the three functionals is ~ 1.8%.
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6.1.2 Excited state

With the ground-state geometry calculated we can turn our attention to the excited-state
geometry. Although looking at the ground state was interesting the main focus we have
in this thesis is looking at the excited states using the GW + BSE method. Although the
GW + BSE method is our main focus, we also use DFT + BSE since this allows us to
compare the results. For both DFT 4+ BSE and GW -+ BSE 3 simulations are performed,
one for each of the three functionals BLYP, BSLYP & BHLYP and as stated all simulation
have the cc-pV5Z basis.

The procedure has not changed much compared with the ground state. We still do 400
simulations each with another bond length. Again starting at 1.000 A then increasing with
increments of 0.001 A until the final bond length distance of 1.400 A. The only difference
being that the energy of the neutral excitation must be added to the energy of the ground
state to get the energy of an excited state. So since we are interested in the first excited
state we add the energy of the first excitation to the ground state to get the first excited
state. Although this procedure seems simple enough, in practice the excited states can
cross each other, this is illustrated in Figure 8.

CO simulation using B3LYP and cc-pV5Z
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F1GURE 8: Figure showing the ground state with the first three excited states of
the carbon monoxide molecule as a function of C'— O bond length. Here the results
from MOLGW where put through an additional code to correctly handle crossings
of excited-state energies.

As can be seen in Figure 8, the first excited state line continues smoothly without any
problems when crossing the second excited state line. The problem is that this is not how
MOLGW [4] provides the excitation energies. Instead MOLGW [4] will for all 400 different
bond lengths label the excitation with the lowest energy as the first excited state. This is
not what we physically want since then we are merging two completely different excitations
and the minimum of this combination is either the minimum of the first excited state or
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the minimum of the second excited state. So the excited-state geometry that is eventually
found can then correspond to the wrong excited state.

In the case of the one dimensional CO molecule this problem is relatively easily fixed by
looking at when two lines are close and thus identifying where the excited states cross.
Then at each intersection the indices of the following points can be corrected such that
excited states do not mix. However for molecules with more degrees of freedom, where
an algorithm is used to find the minima one should be aware of these crossings. Since
identifying these crossings with limited data points is difficult.

In the one dimensional case, I was able to implement a code that is able to correct for
these crossings. The code identified possible crossing locations by first going through all
the data and looking when the difference in excitation energies is below some threshold.
For each of the crossings a whole range of points would be below the threshold. The next
step takes this range of points and looks at the point with the smallest difference, this point
is taken as the index of the possible crossing. To verify that the lines actually crossed the
first derivative would ideally be used, unfortunately due to numerical errors this was quite
difficult so the assumption was made that a crossing always happens. This assumption
will incorrectly identify two lines that come within the threshold distance of each other
without crossing, in practice this was not a problem. After the indices of the crossings were
identified the last step was to swap the corresponding columns in the matrix starting at
the row of the crossing index until the last index. With these corrections searching for the
minimum value is again simply looking for the lowest value. Doing so for the first excited
state yielded the following results

Bond length first excited-state carbon monoxide
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FIGURE 9: Bar graph showing the difference in bond length of the first excited
state of CO with EOM-CCSD for various methods. EOM-CCSD & experimental
value from |[8].

The numerical values can be found in Table 3 & 4 in Section 10.1.1 of the appendix.
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The first thing noticeable when looking at Figure 9 is that there is no result for DFT with
the BLYP and B3LYP functionals. This is because for both of these functionals the BSE
step in the MOLGW simulation resulted in an error for the Cholesky decomposition of the
BSE matrix. A more detailed investigation of this problem would have required to search
the source code of MOLGW and was beyond the scope of this thesis.

What is remarkable is that DFT BHLYP seems to match the best with the value of EOM-
CCSD found in the paper from Caylak and Baumeier [8] since we would expect GW to
have a better result. Since DFT did not even converge with both other functionals we
expect that this is just a coincidence but it is interesting to look into further.

Furthermore comparing Figure 9 with Figure 7 we notice that the BLYP functional seem
to be the worst for calculating the bond length of the first excited state whilst it was the
best for calculating the bond length of the ground state. At the same time the BHLYP
functional seems to have gone from the worst functional to the best functional for calculat-
ing the bond length. So there is not one functional that is best suited for both the ground
state and excited state simulation.

The relative error of BLYP is now = 3.9%, and all other functionals have lower errors.

So even for the worst functional we are still quite close to the theoretical value of the
EOM-CCSD approach.

6.1.3 Performing multiple GW iterations

In Section 3 we discussed the GW method and showed that the GW method can be
performed with several iterations. Up to this point we have only focused our attention
on GoWy but performing more GW iterations can improve the results obtained so to see
this we now perform ten iterations so the approach we use is GoWy + BSE. The following
graph shows the resulting bond length together with the bond length obtained using the
GoWy + BSE approach and the experimental value.
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FIGURE 10: Bar graph comparing G,W,, GoWy and experiment results. The
values are the differences of these methods with the EOM-CCSD results from |[§].

Looking at the results in Figure 10 we can see that performing more GW iterations does
not seem to have a significant effect on the results. We see that the value of GoWy, BLYP
is slightly lower than GoWy BLYP and the value of GyWg BHLYP is slightly higher than
the value of GoWy BHLYP so performing more iterations lets the values of the three
functionals converge slightly. However the effect is rather minor.

6.1.4 Gradient descent

Before we apply the gradient descent methods on Thioformaldehyde in the next section
we apply it on the CO molecule to evaluate its performance. If the gradient descent
algorithm yields the same results as performing 400 separate simulations then we can be
more confident in the approach. Since B3LYP was quite good in both determining the
bond length of the ground state and the first excited state we will use that functional.
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FIGURE 11: Comparing the new gradient descent method with the old method of
performing 400 simulations for finding the ground-state and first excited-state bond
length.

Figure 11 shows the result of using the gradient descent algorithm on the CO molecule.
And it can clearly be seen that the algorithm converges towards the values found in Sections
6.1.1 & 6.1.2. For these simulations the learning rate was set to 0.005 and the distance
between grid points Ap was set to 0.010. Based on this application on the CO molecule
we are certain that the gradient descent algorithm is able to locate local minima properly.
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6.2 Thioformaldehyde

FIGURE 12: Illustration of thioformaldehyde, figure made with Avogadro[18|.

The second molecule we are looking at in this thesis is Thioformaldehyde which can be
seen in Figure 12. Thioformaldehyde consists of four atoms, two hydrogen, one carbon and
one sulfur atom which together give thioformaldehyde six degrees of freedom. This atom is
specifically chosen because the excitation energies do not intersect each other which makes
it possible to find the minima with the gradient descent algorithm.

We start this section with looking at the ground state of thioformaldehyde and finding the
ground-state geometry. This is then also done for the first exited state of thioformaldehyde.
Both the ground-state and first excited-state geometry will then be compared with results
from literature to see how well the GoWy + BSE approach performs.

We end the section by looking at the six dimensional energy surface in more detail. We will
do so by varying two degrees of freedom and keeping the other degrees of freedom fixed.
The resulting energy surfaces can be looked at to inspect if there are any local minima on
which the gradient descent algorithm can get stuck, yielding an incorrect result. When
looking at the energy surface of the first excited state we will also plot the energy surface
of the second excited state to verify that we have no crossings since that can also cause
problems for the employed gradient descent algorithm.
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6.2.1 Ground state

Thioformaldehyde ground state
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FIGURE 13: Difference ground-state ge-
ometry with CC3 results. CC3 and Ex-
periment results are from [11].
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FIGURE 14: Difference ground-state ge-
ometry with CC3 results. CC3 and Ex-
periment results are from [11].

The exact values can be found in Table 9 in Section 10.1.2 of the appendix.

Figure 13 & 14 show the difference with CC3 of our results and the experimental results.
The results for the C — S and C' — H; bond length are almost the same as CC3 results
with relative errors of ~ —0.7% and = 0.2% respectively. The result for £ HCH does differ
quite a lot unfortunately and finally the C'—.S out of plane angle is identical with the CC3

result.

6.2.2 Excited state

Thioformaldehyde first excited state
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FicUrE 15: Difference first excited-state
geometry with CC3 results. CC3 and Ex-
periment results are from [5].
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FIGURE 16: Difference first excited-state
geometry with CC3 results. CC3 and Ex-
periment results are from [5].

The exact values can be found in Table 10 in Section 10.1.2 of the appendix.
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In the case of the excited state we have that the C'—.S bond length again almost the same
as the CC3 bond length having a relative error of &~ —0.6%. The C' — H; bond length is
really close to the CC3 value having a relative error of just 0.2%. Finally / HCH is almost
a perfect match and again the CS out of plane angle is identical with the result from CC3.
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6.2.3 Verification of convergence

As discussed in Section 5.5 the gradient descent algorithm is not guaranteed to find the
global minimum. We will now analyse the energy surface around the minima found by the
gradient descent algorithm to determine if the gradient descent algorithm was able to find

the global minima of thioformaldehyde.

The procedure we perform to do this is the following, first we take the minimum found by
the gradient descent algorithm. Then we fix four of the six dimensions we have and vary
the other two dimensions around the equilibrium value. Finally we plot the resulting three
dimensional plane to see if there are any local minima. This procedure is then repeated
four times where each time different combinations of variables are varied until every one

of the six variables is in at least one of resulting plots.

We start by looking at the ground state.
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FIGURE 17: Plots showing the energy if two of the parameters are varied whilst
the other four are kept at equilibrium value of the ground state.

Figure 17 shows the first two plots. The plot on the left varies the bond length between C
and S and the bond length between C and H;. This figure is smooth and does not show
and local minima. Then looking at the figure on the right which varies the bond lengths
C — H; and C' — Hs we again see a smooth surface and no local minima. So thus far we
have not found anything which could cause issues with the gradient descent algorithm we

are employing.
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FIGURE 18: Plots showing the energy if two of the parameters are varied whilst
the other four are kept at equilibrium value of the ground state.

Now we look at Figure 18 starting with the figure on the right which shows the ZSCH>
angle and §(HoC'S, C'SH) dihedral angle. This plot is again smooth with no local minima.
However the plot on the left does have local minima. One can see that if the ZSCH; angle
is increased above approximately 160 degrees the gradient descent algorithm will not find
our equilibrium value of 120 degrees. However since this would require the gradient descent
algorithm to first increase in energy to move from 120 to 160 degrees we can be certain
that the gradient descent algorithm is not ending up there. So again no local minima in

which the algorithm could have run.
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Excited state

Now for the excited state we will not only be looking at the energy surface of the first
excited state, but the energy surface of the second excited state is also shown. So we
will see if the first excited state has any local minima and also determine if the first and
second excited state have any intersections, since that can also cause the gradient descent

algorithm to find the incorrect minimum.

FIGURE 19: Two plots showing the energy surface of the first excited state in dark
blue (Bottom) and second excited state in bright yellow (Top).

Figure 19 varies the same parameters as Figure 17, and for the first excited-state energy
surface we still have no local minima on either surface. Looking at the second excited-state

energy surface we see that they do not have any intersections.
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FIGURE 20: Two plots showing the energy surface of the first excited state in dark
blue (Bottom) and second excited state in bright yellow (Top).

And finally we have Figure 20 which varies the same parameters as Figure 18. And again
the first excited state looks almost identical to the ground state. We still have the same
local minima if the Z/SC H; angle becomes too big. But since our ground state equilibrium
has the ZSCH; = 120 we know that is not a problem since the gradient descent algorithm
would first have to increase in energy which it won’t. Furthermore looking at both the

first and second excited state we again see no intersections.

Based upon these figures we can be confident that the gradient descent algorithm converged

to the global minimum in the ground state and first excited state.
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6.3 Excited-state forces

Excited-state forces are forces that the atoms in a molecule experience when an electronic
excitation occurs. Although there are a lot of references discussing excited-state geometries,
excited-state forces do not share the same kind of popularity. This is rather unfortunate
since knowing the excited-state forces is a first step to having molecular dynamics simu-
lations of excitations. Since we do find them important we will look at the excited-state
forces that occur when carbon monoxide and thioformaldehyde are excited from the ground
state to the first excited state.

6.3.1 Carbon monoxide

Force [9}]

T T T
GpWy, BLYP GoWy, B3LYP GpWa, BHLYP DFT BHLYP
Computational method

FIGURE 21: Excited-state forces of first excited state carbon monoxide.

The exact values can be found in Table 6 & 4 in Section 10.1.1 of the appendix.

Figure 21 shows the excited-state forces for carbon monoxide. Unfortunately no literature
results are available to compare to so all we have are the simulations we performed our-
selves. Looking at these simulations we see that they all match rather well except BHLYP
which differs quite significantly. This is not surprising since BHLYP predicted the smallest
C' — O bond length and this small decrease already causes the gradient on the first excited
state to be significantly higher, this can be seen when looking at Figure 8.

So the dependence of the excited-state force on the ground-state geometry is large. Hence
a functional which works well for determining the ground-state geometry is very important.
It may even be best to use two different functionals, one functional that suits the ground
state well such as BLYP for carbon monoxide and another functional that suits the excited
state well such as BHLYP.
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6.3.2 Thioformaldehyde
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FIGURE 22: The excited-state forces that
thioformaldehyde experienced due to a
change in bond length during the elec-
tronic excitation from ground state to first
excited state. Calculations performed with
GoWy + BSE and BSLYP.
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FIGURE 23: The excited-state forces that
thioformaldehyde experienced due to a
change in angle during the electronic ex-
citation from ground state to first excited
state. Calculations performed with GoWj
+ BSE and BSLYP.

The exact values can be found in Table 11 in Section 10.1.2 of the appendix.

Figure 22 & 23 give the excited-state forces that Thioformaldehyde experienced during the
electronic excitation. From these figures we can see that the biggest force occurred on the
C' — S bond, this is not surprising since the C'— .S bond also experiences the largest change
during the excitation which can be seen in Table 9 & 10.
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7 Conclusion

In this thesis we performed a systematic benchmark to evaluate the performance of the
GW + BSE approach to find the excited-state forces and geometry. This benchmark was
performed by scrutinizing several parameters and investigating the effect they have on the
results.

Our results for the ground-state and excited-state geometry of carbon monoxide calculated
with GoWy + BSE approach show a good match with results from theory. In the case of
the ground-state bond length the BLYP functional only has a 0.005 A difference with an
CC3 calculation. And the BHLYP functional which has the biggest difference with CC3
still only has a difference of 0.020 A of the ground-state bond length which is a relative
error of just 1.8%. When looking at the excited-state geometry of carbon monoxide the
BHLYP functional achieves a difference with EOM-CCSD of just 0.01 A and the BLYP
functional which has the biggest difference with theory only differs 0.05 A.

Our benchmark also showed that the chosen functional has a large influence on the obtained
geometry. This is unfortunate since it will not be clear when new calculations are performed
which functional is most accurate for the system under consideration. One method of mit-
igating this functional dependence is performing several GW iterations. However in the
case of the carbon monoxide molecule performing GoWy + BSE simulations yielded only
a slight decrease in the difference of the three different functionals that were considered.

The combination of the GoWy + BSE approach with the gradient descent algorithm applied
on thioformaldehyde was also in good agreement with results from theory. For both the
ground state and first excited state the bond lengths are within 1% of the CC3 result and
the C'— S out of plane angle are identical with the CC3 result. Only in the ground state
the ZH1C H, differs significantly from the CC3 result, having a difference of 3.9 degrees.
Finally we presented the excited-state forces that were numerically determined using the
GoWy + BSE approach. These forces again showed a significant dependence on the chosen
functional.

In conclusion we were able to use the GW + BSE approach on small molecules to cal-

culate the excited-state geometry with high accuracy. Furthermore we were also able to
numerically determine the excited-state forces.
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8 Future research

In this thesis we showed that the GW + BSE approach can be used to accurately predict
the excited-state geometry of small molecules. For future researchers interested in using
the GW + BSE approach to calculate excited-state geometries we have several suggestions.

First it would be interesting to also apply the method on larger molecules. Since the GW
+ BSE approach scales with O(N%) [26] it should be able to simulate large molecules that
are computationally too expensive for wavefunction based methods such as CC3 which
scales with O(N) [26].

Furthermore to get a better understanding of excitation events one could perform molec-
ular dynamics simulations with the excited-state forces calculated with the GW + BSE
approach. Molecular dynamics simulations are already performed in current research, for
example the research on transient delocalization used molecular dynamics [32]. So a pos-
sible new computationally more efficient molecular dynamics simulation will be valuable
in current research.

Finally more research could be done on how to handle complex energy surfaces. Difficult
phenomena such as local minima and intersections of excited-state energy surfaces can
make it difficult to find the global minima. One could look at incorporating a more robust
minima finding algorithm that replaces the gradient descent algorithm used in this thesis.
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10 Appendix

10.1 Tables

10.1.1 Tables carbon monoxide

TABLE 2: Bond length ground state carbon monoxide

Functional & Basis

Bond length [A]

BLYP, cc-pVDZ

1.147368421

BLYP, cc-pVTZ

1.137343358

BLYP, cc-pvVQZ

1.135338346

BLYP, cc-pVbhZ

1.135338346

B3LYP, cc-PVDZ

1.13433584

B3LYP, cc-PVTZ

1.126315789

B3LYP, ccPVQZ

1.123308271

B3LYP, cc-PV5Z

1.123308271

BHLYP, cc-PVDZ | 1.120300752
BHLYP, cc-PVTZ | 1.113283208
BHLYP, cc-PVQZ | 1.111278195
BHLYP, cc-PV5Z 1.110275689

TABLE 3: Bond length first excited state of carbon monoxide using DFT + BSE

Functional & Basis

Bond length [A]

BLYP, cc-pVDZ

BLYP, cc-pVTZ

BLYP, cc-pVQZ

BLYP, cc-pV57Z

B3LYP, cc-PVDZ

B3LYP, cc-PVTZ

B3LYP, cc PVQZ

B3LYP, cc-PV5Z

SRR AR A R R

BHLYP, cc-PVDZ

X

BHLYP,

cc-PVTZ

1.224561

BHLYP,

cc-PVQZ

1.219549

BHLYD,

cc-PV57

1.217544
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TABLE 4: Bond length first excited state carbon monoxide using GoWy + BSE

Functional & Basis | Bond length [A]
BLYP, cc-pVDZ 1.295739348
BLYP, cc-pVTZ 1.282706767
BLYP, co-pVQZ | 1.274686717
BLYP, cc-pV5Z 1.271679198
B3LYP, cc-PVDZ 1.268671679
B3LYP, cc-PVTZ 1.24962406
B3LYP, cc-PVQZ | 1.24160401
B3LYP, cc-PV5Z 1.238596491
BHLYP, cc-PVDZ | 1.240601504
BHLYP, cc-PVTZ | 1.22556391
BHLYP, cc-PVQZ | 1.215538847
BHLYP, cc-PV5Z 1.212531328

TABLE 5: Bond length first excited state carbon monoxide using GoWy + BSE

Functional & Basis | Bond length [A]
BLYP, ce-pV5Z 1.267669173
B3LYP, cc-pV5Z 1.234586466
BHLYP, cc-pV5Z 1.215538847

TABLE 6: Excited-state forces of first excited state carbon monoxide using DFT +
BSE

Functional & Basis | Force

BLYP, cc-pVDZ
BLYP, cc-pVTZ
BLYP, cc-pVQZ
BLYP, cc-pV5Z
B3LYP, cc-PVDZ
B3LYP, cc-PVTZ
B3LYP, cc-PVQZ
B3LYP, cc-PV5Z
BHLYP, cc-PVDZ
BHLYP, cc-PVTZ | -10.87647636
BHLYP, cc-PVQZ | -10.65331357
BHLYP, cc-PV5Z | -10.62593279

SRR A R A R H Il i e
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TABLE 7: Excited-state forces first excited state CO using GoWy + BSE

Functional & Basis

Force %

BLYP, cc-pVDZ

-7.102188628

BLYP, cc-pVTZ

-11.03559966

BLYP, cc-pVQZ

-10.75629756

BLYP, cc-pV5HZ

-9.875095388

B3LYP, cc-PVDZ

-11.77027197

B3LYP, cc-PVTZ

-11.9143381

B3LYP, cc-PVQZ

-11.23211713

B3LYP, cc-PV5Z

-10.11359903

BHLYP, cc-PVDZ

-11.57088808

BHLYP, cc-PVTZ

-6.676587398

BHLYP, cc-PVQZ

-10.60954825

BHLYP, cc-PV5Z

-7.540031877

TABLE 8: Excited-state forces of first excited state carbon monoxide using GgWy

Functional & Basis

Force %

BLYP, cc-pV5Z

-9.77085165

B3LYP, cc-pV5Z

-9.674998284

BHLYP, cc-pV5Z

-11.43240655

48




10.1.2 Tables thioformaldehyde

TABLE 9: Ground-state geometry thioformaldehyde using cc-pV5Z, B3LYP, GoWy
+ BSE

Magnitude
c-S 1.60797 [A]
C - H, 1.08541 [A]
£ HCH 120.00745826655526 [deg]|
Out of plane angle C'— S | 0.0 [deg]

TABLE 10: Excited-state geometry thioformaldehyde using cc-pV5Z, BSLYP, GoWy
+ BSE

Magnitude
c-S 1.69790 [A]
C — H, 1.08012 [A]
/ HCH 120.00710298234027 [deg]
Out of plane angle C' — S | 0.0 [deg]

TABLE 11: Excited-state forces of first excited state thioformaldehyde using cc-
pV5Z, B3LYP, GoW, + BSE

Parameter Excited-state force
C — S bond length | -2.88429096 | &

C — Hy bond length | 0.11073035 | <

C — Hy bond length | 0.11073435 | <

/SCH1 0.01372497 g—eVg
/SCH2 0.01372597 dlg
0(H,CS,CSH)) 0|55
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