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Wi-Fi based IoT devices are deployed for a wide variety of different appli-
cations, with each application requiring different Quality of Service (QoS)
guarantees. While the IEEE 802.11e amendment to the Wi-Fi standard spec-
ifies additions that enable QoS, only 4 traffic categories are defined with
hard-coded properties in the standard. This improvement is insufficient for
meeting the diverse QoS requirements in IoT networks. A novel solution
of Wi-Fi slicing, which allows for the network to be divided into an arbi-
trary number of slices, with the priority of each slice being defined by a
quantum value representing the relative fraction of airtime allocated to the
slice. However, the current implementation of said architecture lacks robust
control over network slice configuration parameters. The aim of this paper
is to ameliorate control over slices by including channel access parameters
from the WiFi MAC layer in addition to quantum values. Our proposed
scheme enables improved network slicing capabilities in SDN-controlled
Wifi networks in addition to providing superior QoS capabilities.
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1 INTRODUCTION
Due to the steady advancement of technology, the use and develop-
ment of Wi-Fi enabled devices continues to increase [11]. One of
the driving factors believed to be behind the rapid growth in Wi-Fi
traffic are Internet of Things (IoT) devices [24]. The connectivity
requirements of such devices tend to differ from use case to use
case, hence considerable effort has been put into enabling Wi-Fi to
be optimized for a particular purpose [28]. Not all traffic is created
equal - certain traffic may require prioritization, which may refer to
lower latency, jitter (variance in latency) or higher bandwidth. In
such cases, service differentiation may be beneficial to the overall
quality of service experienced by the user.

With the ratification of the IEEE 802.11e amendment to the origi-
nal Wi-Fi standard, compliant access points and stations (clients) are
enabled with quality of service (QoS) capabilities. The amendment
supports the prioritization of data based on traffic classes through an
updated channel access mechanism which handles Medium Access
Control (MAC) - the Enhanced Distributed Channel Access (EDCA)
mechanism [8]. While the IEEE 802.11e amendment successfully
prioritizes data depending on its type, it has certain limitations.
Namely, the traffic classes, also known as access categories, are
fixed, and only 4 are defined in the standard (see Table 1) [8]. This
means that all possible traffic has to be classified into 4 different
categories while there may feasibly be many more. Moreover, the
configuration of access categories cannot be changed on the fly to
accommodate changing network conditions. The values are stan-
dardized in the same amendment [8]. Due to the limited number
of access categories and the fixed nature of their parameters, the
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Table 1. EDCA parameters as defined in IEEE 802.11e [8]

AC 𝐶𝑊𝑚𝑖𝑛 𝐶𝑊𝑚𝑎𝑥 AIFSN
AC_BK a𝐶𝑊𝑚𝑖𝑛 a𝐶𝑊𝑚𝑎𝑥 7
AC_BE a𝐶𝑊𝑚𝑖𝑛 a𝐶𝑊𝑚𝑎𝑥 3
AC_VI (a𝐶𝑊𝑚𝑖𝑛+1)/2-1 a𝐶𝑊𝑚𝑖𝑛 2
AC_VO (a𝐶𝑊𝑚𝑖𝑛+1)/4-1 (a𝐶𝑊𝑚𝑖𝑛+1)/2-1 2

current standard lacks the capability to efficiently meet the diverse
QoS requirements for various IoT use cases [12].

Fig. 1. The OSI 7 layer model [15]

Work by Coronado et al. in [14] intends to improve upon the afore-
mentioned amendment. The proposed alternative is to use slices
defined and configured centrally by a software-defined networking
(SDN) controller. An SDN controller allows for central control over
various components of a network [27]. This alternative was imple-
mented by the authors by expanding the 5G-EMPower framework.
The proposed architecture enables the network to be divided into
multiple slices, each corresponding to a particular type of traffic.
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The number of slices is arbitrary and unbounded [14]. Slices are
prioritized by the means of a quantum value, which is proportional
to the amount of airtime that a given slice will be able to consume
until it is scheduled to transmit again [14]. This prioritization takes
place on the network layer of the OSI 7 layer model as presented in
Fig. 1.
As part of our work, we will improve upon the aforementioned

architecture by incorporating EDCA parameters as part of the slice
configuration. Furthermore, we will expand EDCA as described in
the standard by allowing for a 5th queue with independent parame-
ters which can be controlled through 5G-EMPower.

2 RELATED WORK

Fig. 2. Overview of the transmission mechanism of Wi-Fi [8]

Fig. 3. A visualization of the contention window and the backoff procedure
[22]

The focus of the original 802.11 W-Fi standard was fair division
of resources (airtime) between a set of stations connected to a single

Fig. 4. Per-AC queues introduced in EDCA [8]

access point. In order to satisfy the need for service differentiation,
the original standard was amended with IEEE 802.11e to introduce
access categories, a new contention algorithm (EDCA) and parame-
ters that could be adjusted to differentiate different classes of traffic,
namely:

(1) Minimum Contention Window (𝐶𝑊𝑚𝑖𝑛)
(2) Maximum Contention Window (𝐶𝑊𝑚𝑎𝑥 )
(3) Arbitration Inter-Frame Spacing (AIFS)
(4) Transmit Opportunity Duration (TXOP)

These parameters work on the Medium Access Control (MAC) layer
to govern the probability that an access point or a station attempts
to transmit the packet [8, 12]. The physical medium through which
data is sent between the access point and the clients (a range on
the electromagnetic spectrum) is limited - simultaneous transmis-
sions would make the data indiscernible to the receiver [26]. The
purpose of MAC is to make decisions on when to transmit in order
to avoid simultaneous transmissions (collisions) and maximize the
chance of a successful transmission [26]. The most notable change
introduced in EDCA is the introduction of several access categories,
each with different values for parameters such as the minimum
and maximum contention window (𝐶𝑊𝑚𝑖𝑛 , 𝐶𝑊𝑚𝑎𝑥 ) and arbitrary
inter-frame spacing (AIFS) [8]. The AIFSN dictates the amount of
time a station "should defer before either invoking a backoff or
starting a transmission" [8]. The contention window parameters
govern the backoff time. The way that the AIFSN value and the
contention window work to change the characteristics of trans-
mission within EDCA can be seen in Fig. 2 which demonstrate
the decision-making process [8]. A station wishing to transmit a
frame waits until the medium is no longer busy. It then waits for
the amount of time represented by the AIFSN value, during which
is senses whether the medium remains free. If the medium becomes
busy during this time, the station will wait for a random amount of
time (the back-off time/slots) bounded by the contention window
size [8]. The contention window (CW) changes depending on the
number of successful and unsuccessful transmissions as shown in
Fig. 3 - for each successful transmission the contention window
halves, while for each unsuccessful transmission it doubles with
the maximum and minimum size bounded by 𝐶𝑊𝑚𝑎𝑥 and 𝐶𝑊𝑚𝑖𝑛

respectively [8]. The randomly selected backoff time is therefore
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bounded by 0 and the current size of the contention window, which
in turn is bounded by the 𝐶𝑊𝑚𝑖𝑛 and 𝐶𝑊𝑚𝑎𝑥 values [8]. Together,
these parameters specify which traffic type is prioritized, allowing
for service differentiation.
In [25], researchers show the effectiveness of EDCA parameters

in augmenting the properties of traffic classes relative to each other.
Based on the empirical results, Villalón et al. concluded that𝐶𝑊𝑚𝑖𝑛

and AIFS has the largest effect when set to be small for traffic with
high priority such as packets carrying voice or video trafficwhile the
𝐶𝑊𝑚𝑎𝑥 does not have a large effect on the perceived performance.
The researchers noted that the𝐶𝑊𝑚𝑎𝑥 does not have a large impact
because packets tend to be dropped if they are delayed too long. It
should be noted however that the researchers expect the 𝐶𝑊𝑚𝑎𝑥

to have an impact on performance if it’s set to be high enough for
traffic classes with a lower priority as it should reduce the number
of collisions [9, 25].
A large base of research exists exploring the concept of tuning

EDCA parameters. Examples of such research are [18], [16] and
[23]. Based on the results of the aforementioned papers, adaptive
tuning of EDCA parameters improves the ability to meet QoS targets
and the performance of the system. Notably, both papers test their
approaches in simulations only. This is most likely partially due
to the lack of suitable experimental suites supporting the dynamic
control over EDCA parameters. A notable framework missing this
capability is 5G-EmPOWER. However, the results show that there
may be benefits to dynamically adjust EDCA parameters based on
the characteristics of traffic and conditions of the medium [16, 18,
23].

Fig. 5. The overarching architecture of 5G-EmPOWER

Work by Coronado et al. provides a base for this project with
their implementation of End-to-End Slicing. They designed a new
architecture that allows for the dynamic provisioning of slices which
correspond to a service class. Each slice has a corresponding set of
traffic rules which can include, among other things, the fraction of

airtime that can be assigned to the slice (the quantum value) and
the EDCA parameters. The researchers implemented a basic version
of this architecture on top of the 5G-EmPOWER framework [14].
While the aforementioned architecture accounts for the diverse

requirements of IoT networks, the service differentiation is done on
the network layer of the OSI 7 layer model visible on Fig. 1. What
becomes apparent is that this layer does not concern itself with
the current condition of the medium - this is handled by the data
link layer on which EDCA operates. Due to the nature of wireless
networks, the medium conditions can vary wildly between locations
and deployments, therefore being able to control prioritization on
the MAC layer is favorable. However, the adopted standard which
introduced EDCA is not flexible enough as it only provides 4 ac-
cess categories with predefined parameters which include 𝐶𝑊𝑚𝑖𝑛 ,
𝐶𝑊𝑚𝑎𝑥 , AIFSN and TXOP. In order to remediate this, we expanded
the 5G-EmPOWER framework and the architecture developed by
Coronado et al. to allow for per-slice control over EDCA param-
eters. Furthermore, we expanded the number of available access
categories to 5 from 4 in order to evaluate the feasibility and benefits
of doing so, with the end goal of paving the way for expanding the
number of access categories to 64. In order to evaluate the impact
of our change, we look at changes in per-slice throughput and jitter
when contention window parameters are changed together with
the quantum compared to when only the quantum is changed.

3 CURRENT ARCHITECTURE

Fig. 6. The inner workings of the LVAP agent [14]

The 5G-EmPOWER suite is made up of two main components -
the Light Virtual Access Point (LVAP) agent and the controller. The
LVAP agent runs on all access points while the controller fulfills
the tasks of an SDN controller and can run on any device the access
points can connect to. Each configured access point establishes com-
munication with the controller, using the OpenEmpower protocol
defined by authors of [13]. Using said protocol, the controller trans-
mits various configuration parameters (most notably information
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regarding the configured slices) to the access point while the access
point transmits relevant statistics regarding traffic on the network
as visible in Fig. 5. The controller also makes decisions regarding, for
example, which clients should be admitted to the network [13, 14].

The controller itself is made up of the back end which handles the
actual management of associated LVAPs and the front end which
can be used to manage the back end, internally using a simple REST
API. The user can create or edit slices using the front end or the API,
which the back end will save in a persistent database and transmit
immediately to all connected LVAP agents.
The LVAP agent is more complicated than the controller as it

has the task of managing the network traffic. It is based on the
Click Modular Router (Click for short), which is a framework for
"building flexible and configurable routers" [20]. The framework
defines elements which can be joined together to process and for-
ward packets between each other and devices, with an illustration
presented in Fig. 7. The LVAP agent itself is an interconnected set of
such elements [1]. The main element holds a queue for every slice,
implementing the so-called hypervisor as illustrated in Fig. 6 [14].
When a slice is scheduled, packets are removed from the respective
queue and pushed to elements to be forwarded to the kernel for
sending.
When a packet is scheduled, it is forwarded to a hardware de-

vice using a built-in Click element (ToDevice) [20]. Click itself can
operate in kernel mode or in user mode depending on user needs.
For use with 5G-EmPOWER, it is compiled to operate in user mode
[2]. The mentioned elements that handles forwarding packets to a
device/interface has many methods for doing so, including, but not
limited to, Linux Sockets [20].

Fig. 7. The architecture of the Click Modular Router [20]

As a simplification, only Linux Sockets will be described and used.
If Click is configured to use this method, packets will be transferred
to the kernel using the send class of system calls [19]. The only
information is can be passed to the kernel is the socket descriptor,
a buffer, the length of the buffer and various pre-defined flags. In
the kernel, the packet is converted to a structure called the Socket
Kernel Buffer (SKB) which contains fields describing a packet, most
notably a buffer containing data to be sent, the priority field and
the queue mapping field [7].
As the device is operated in promiscuous (monitor) mode, pack-

ets received by the kernel bypass most of the Linux networking
stack, such as the IP layer, with packets being forwarded to the
driver with minimal processing [7]. 5G-EmPower supports only one
driver - ath9k due to the fact that the 5G-EmPOWER project made
modifications to it [3].

Fig. 8. An illustration of all slices being placed on the same queue

In the case of ath9k, decisions regarding medium access are made
on the wireless card itself, with 4 total hardware queues used to
forward packets to the device (1 per 802.11 access category) [7].
Each queue can be configured with custom EDCA parameters by
writing to hardware registers of supported devices. When an SKB
reaches the driver, the queue mapping property is used to place the
packet on the appropriate queue for the device to read and transmit
according to the queue configuration [7]. However, by default all
packets get placed on the same queue (see Fig. 8) [7].

4 IMPLEMENTATION
In order to successfully test the impact of modifying various EDCA
parameters on service differentiation, multiple components of the
existing 5G-EmPOWER framework and the Linux Kernel had to be
modified.
To be able to easily experiment with various values and enable

dynamic changes of the EDCA parameters, the controller had to
be modified in order to add the necessary input fields to the front
end and communicate said values to the LVAP. This change necessi-
tated the modification of the HTML page to include said fields and
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Fig. 9. The flow of a packet through the kernel [7]

changes in the JavaScript to include values inputted in the fields to
be transmitted in the API calls to the controller backend. The back-
end itself was modified to include this information in the slice data
saved and transmitted to connected agents. As the structure of the
message sent to the agent was changed, it was modified to extract
said data and store it together with other slice-specific information.

While the slice configuration is known by the LVAP agent, it must
be communicated to the driver as it is in charge of communicating
the configuration to the device, which uses it for Medium Access
Control. This is a challenge, because the configuration of EDCA
parameters takes care on a lower layer as shown in Fig. 7. The
ath9k driver is compatible with the cfg80211 component of the
Linux Kernel, which is the "configuration API for 802.11 devices in
Linux" [4]. Via this API, information regarding the configuration
of the hardware queues can be passed to the driver which will take
appropriate action. In order to take advantage of this API, the libnl-
tiny library was used [29]. The LVAP agent was modified to use the
aforementioned library to send the slice configuration to the driver
after receiving a slice modification or creation command.
With the hardware queues configured, information regarding

what queue each packet should be placed on had to be communicated
to the Linux Kernel. The Linux Kernel will by default designate all
packets to be placed on a single queue [7]. This issue is demonstrated
in Fig. 8 - without the ability to communicate the hardware queue
on which to place a packet, all packets will be sent with the same
EDCA parameters. As mentioned above, the priority property of the
SKB will be used by the kernel and the driver to determine which
queue it will be placed on [7]. The kernel provides no suitable way
to communicate this information via the send class of system calls,
therefore the kernel had to be modified to accommodate this [6]. In
order to ensure the stability of the kernel and preserve the ability
of other applications to continue operating without modifications,
simplicity and the reuse of existing facilities was preferred. The

send system call allows for the communication of flags via a single
unsigned 32 bit variable which is a part of the system call [6]. Based
on existing documentation, only a part of said integer is used for
existing flags [6, 7]. This leaves a sufficient number of bits to include
the slice number as a part of the flag parameter, which can be read
by the kernel. The code handling the system call, which is the entry
point of Fig. 9 showing the flow of the packets, was modified to set
the priority field of the SKB to the value of the slice passed via the
system call.
Before forwarding the packet to the driver, the kernel uses the

priority field of the SKB to derive the queue mapping property,
which in turn is used by the driver to choose the hardware queue
for the packet. By default, the kernel uses an appropriate conversion
table to convert it to an access category value, with each access
category corresponding to a hardware queue [7]. This logic was
changed to simply write the priority field to the queue mapping
field.
With these changes, 5G-EmPOWER is able to take advantage

of all 4 hardware queues, each corresponding to a single access
category and in turn a single slice. While by default only 4 hardware
transmission queues are used by the driver for data transmission,
10 are documented to be available in total [7, 21]. As a proof-of-
concept, the driver and the kernel were expanded to support 5
hardware queues corresponding to 5 different slices. As shown in
Fig. 9, an outgoing frame passes through multiple components of
the kernel before entering the driver. Therefore, various supporting
structures tracking the state of hardware queues were expanded
to accommodate the additional queue; out-of-bounds checks were
modified or removed. Lastly, as the number of buffers used by the
wireless card to read outgoing packets is limited, the driver was
modified to drop incoming packets once a queue reached a set cap
[7]. This was done to prevent queues sending packets at a lower
rate from starving higher-performing queues.

5 PERFORMANCE EVALUATION
In order to evaluate the benefits of controlling EDCA parameters
in combination with the quantum value, we set out to measure the
throughput and jitter experienced by slices. The aforementioned
properties are key to the experienced quality of service and therefore
valuable in comparing the level of service differentiation [17]. Two
scenarioswere tested: service differentiation using only the quantum
value and service differentiation using both the quantum value and
EDCA parameters. The values used for all relevant parameters such
as the quantum value and the EDCA parameters can be found in
Table 2 and 3. We decided to evaluate the impact of CW parameters
due to research supporting its use in service differentiation [25].
The quantum was computed by distributing 10000 units among the
slices using the following formula:

𝑄𝑠𝑙𝑖𝑐𝑒 =
𝐶𝑠𝑙𝑖𝑐𝑒

𝐶
· 10000

𝑄𝑠𝑙𝑖𝑐𝑒 represents the quantum assigned to the slice, while 𝐶𝑠𝑙𝑖𝑐𝑒
represents the bandwidth to be assigned to the slice. The total ca-
pacity of the access point is represented by 𝐶 , which in our case
was 24 Mbits/sec. This capacity may vary depending on the access
point and medium conditions.
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Fig. 10. The experimental setup

Table 2. Parameters for baseline measurements

Slice 𝐶𝑊𝑚𝑖𝑛 𝐶𝑊𝑚𝑎𝑥 AIFSN Quantum
0 15 1023 2 834
1 15 1023 2 1250
2 15 1023 2 2084
3 15 1023 2 2500
4 15 1023 2 3334

Table 3. Parameters for improvement measurments

Slice 𝐶𝑊𝑚𝑖𝑛 𝐶𝑊𝑚𝑎𝑥 AIFSN Quantum
0 31 1023 2 834
1 31 511 2 1250
2 15 127 2 2084
3 7 15 2 2500
4 3 7 2 3334

A test bed was set up including the controller, an access point and
two clients as shown in Fig. 10. The controller played a minute part
of the experiments and was only responsible for communicating the
slice configuration to the access point as well as generating traffic on
each slice toClient 1.Client 2 was connected to the same access point,
however it was only streaming SD video in order to cause contention
on the medium. This was done because EDCA parameters being
tested are expected have the biggest effect on the characteristics
of transmission when contention on the medium is present. For
example, with contention on the medium the contention window
will grow beyond the minimum as shown in Fig. 3, worsening the
performance for slices with large 𝐶𝑊𝑚𝑎𝑥 values and improving
service differentiation.

Fig. 11. Jitter of slices

The principal way of testing the level of service differentiation
was using the iperf3 command line utility to generate UDP traffic
on each slice. UDP traffic was chosen as modifying the EDCA pa-
rameters on the access point primarily impacts the transmission not
the receiving of frames. In order to generate traffic for each slice,
the –dscp flag was used which sets the DSCP field of the IP header
to the given value [5]. The DSCP value is a part of the IP header
and is used by the 5G-EmPOWER to discern the slice to which a
packet belongs [14]. 10 Megabits of traffic were generated per slice
used in each experiment (-b 10M) for 60 seconds (-t 60) [5]. This
value was chosen as the sum of the traffic exceeds the capacity
of the access point while the time was increased from the default
of 10 seconds in order to account for the changing conditions on
the network and the medium. Exceeding the capacity of the access
point was important as service differentiation happens primarily in
cases where the capacity of the network cannot meet the demand,
necessitating prioritization.

In order to further account for changing conditions on themedium
outside our control, we repeated each experiment 5 times and
present the average in the Results section.

6 RESULTS & DISCUSSION
The analysis of the results can be divided into an analysis of jitter
and throughput respectively.

6.1 Jitter
The jitter for both cases described in the Performance Evaluation
section was plotted on Fig. 11 for ease of comparison. The notable
result is that when the contention window parameters were changed
in combination with the quantum value, the jitter was reduced for
each slice. This result is likely due to the fact that each slice has
now been given an independent queue. As shown in Fig. 8, all slices
used to be placed on the same queue and transmitted with the
same parameters. This poses an issue, because an influx of packets
from a higher-quantum (higher priority) slice would mean more
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Fig. 12. Throughput of slices

latency experienced by the lower-priority slice as more higher-
priority packets would get placed on the hardware queue before the
lower-priority frames. However, in cases where the higher priority
slice was not experiencing a lot of traffic, the low-priority slice
would experience relatively low delay. The combination of these
two factors mean that overall, jitter will always be higher when all
slices end up in a single queue.

6.2 Throughput
Similar to the jitter results, the throughput results were plotted on
Fig. 12. The results show that the throughput decreased slightly
for Slice 0 & 1, remained similar for Slice 2 & 3 while increasing
significantly for Slice 4. Slice 4, being the higher priority slice, has a
small contention window, meaning that it would attempt to transmit
most often by backing off for less time. It follows from this fact that
most packets can feasibly be sent per second compared to slices
with a larger upper bound on the contention window, especially in
cases of a busy medium.

On the other hand, lower priority slices saw their throughput de-
crease slightly. This can largely be expected as the large contention
window bounds mean that fewer packets can be transmitted per
second. This is exacerbated by the limit placed on each hardware
queue - since packets can’t be sent quickly enough, the queues fill
up, causing subsequent packets to be dropped and further reducing
the throughput by inducing packet drops. The aforementioned issue
is improved by the combination of the quantum value with EDCA
parameters - packets for lower-priority slices are pushed into the
kernel at a slower rate than for higher-priority slices, causing the
hardware queues to fill up less rapidly. This fact supports the fact
that the combination of both service differentiation mechanisms is
superior to using contention window parameters alone.

7 FUTURE WORK
The limit placed on queues plays a big part in the total performance
of the system and service differentiation. While the current solution

is to drop incoming packets when the queue is at capacity, ide-
ally better queue management would be employed. 5G-EmPOWER
shouldn’t push packets into the kernel when the hardware queues
are full or the kernel should keep a software buffers and drop the
oldest packets. An alternative approach is tuning the quantum val-
ues in such a way that packets get pushed into the kernel at a pace
that can be handled with the given EDCA parameters. Moreover,
5G-EmPOWER itself can be expanded with the ability to control
how many buffers a given queue can use, allowing slower queues
to buffer more packets compared to fast queues which can send
packets out immediately.
The driver can also be extended to support a larger number of

slices. The inherent limitation of the driver and the hardware is
that only up to 10 discrete hardware transmit queues are supported,
meaning that some sort of software queue system will have to be
used to dynamically schedule incoming packets and reconfigure
queues. Such a change would necessitate far-reaching modifications
of the driver and likely carry a large overhead. Nonetheless, the
feasibility of such an approach should be considered.

As discussed in earlier sections of the paper, various papers aiming
to dynamically tune EDCA parameters exist, however they have
only been tested in simulations [16, 18, 23]. Using the techniques
developed by this research paper, they may be implemented and
tested in real conditions.

Furthermore, machine learning solutions for tuning the quantum
values of slices exist [10]. Said models can be expanded to include
EDCA parameters in order to improve their performance in service
differentiation and meeting QoS targets.

Moreover, we have only evaluated the impact of CW parameters.
Control over other EDCA parameters should be evaluated as they
may be beneficial to service differentiation.

8 CONCLUSION
Wehave argued that the EDCAmechanism introduced in IEEE802.11
is not flexible enough to meet the diverse requirements of IoT net-
works while 5G-EmPOWER only allows for service differentiation on
the network layer. As a solution, we expanded both 5G-EmPOWER,
the Linux Kernel and the EDCA mechanism in order to allow for
the dynamic adjustment of various data-link-layer parameters and
introduced a 5th slice. Based on the results presented above, we have
shown that the combined use of EDCA parameters and the quantum
value is superior to just the quantum value in service differentiation.
There are many possibilities to expand upon and use our results for
future work.
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