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Social media has become not only a medium for like-minded people to con-
nect but also a platform where anyone can freely express their thoughts and
opinions. However, its widespread nature has not only led to an immeasur-
able impact on society but has also presented some important challenges.
Online hate speech is one such challenge. Consequently, the identification of
hate speech on online platforms has gained much traction recently. Different
methods ranging from reactive approaches like using Natural Language
Processing (NLP) for classifying individual posts to proactive approaches
like using contextual information and predicting when a discussion advances
towards hatefulness have been tried in the domain of Hate Speech Detection.
In this paper, we perform an in-depth comparison of two such techniques
of Hate Speech Classification, namely BERT-CNN and Graph-based Graph
Convolutional Network (GCN). Our findings show that when developed on
the same dataset from Twitter, the BERT-CNN model requires fewer compu-
tational resources compared to the GCN model. Moreover, the BERT-CNN
model achieves a macro F1 score of 0.81 outperforming the GCN model with
a macro F1 score of 0.48.

Additional Key Words and Phrases: Hate Speech, Natural Language Process-
ing, Graph Convolutional Network, Graph Neural Network, BERT, Convolu-
tional Neural Network, Twitter.

1 INTRODUCTION
The use of social media has grown tremendously, with about 59% of
the world using it daily for an average of 2 hours and 31minutes [13].
This use of social media has produced both positive and negative
impacts on society. One such negative impact is the publishing of
hateful comments i.e., comments targeted at individuals or groups
based on ethnicity, national background, gender identity, sexual
orientation, societal class, or disability on social media platforms
[16].

These hateful comments, commonly known as “hate speech” have
been shown to have substantial negative effects on victims’ mental
health. For example, in a survey focused on understanding the
impact of online and offline hate speech on the LGBTQ+ community
in Ukraine and Moldova, it has been shown that hate speech can
cause emotional distress, depression, sleep disturbances, exhaustion,
panic attacks, and feelings of social isolation [26]. These ill effects
of hate speech have motivated social media platforms to deploy
automated and manual detection and moderation mechanisms to
prevent further harm and limit hatefulness on their platforms.
This domain of hate speech detection has also gained a lot of

attention from researchers, who have experimented with different
methods like Natural Language Processing (NLP) or Deep Learning
Models (DLMs) such as Support Vector Machines (SVMs), Random
Forests, Deep Neural Networks (DNNs) [3] for identifying abusive
and offensive content.
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Moreover, Graph Neural Networks (GNNs), another type of DLM,
have recently received wide attention in the domain of text classifi-
cation because of their effectiveness at classification tasks thought
to have rich relational structures [23]. In this paper, we have taken
up the task of comparing BERT-based Convolutional Neural Net-
work (BERT-CNN) and Graph Convolutional Network (GCN), from
the domains of NLP and DLM respectively.

Both these models have been used for text classification; however,
their designs are starkly different. BERT-CNN uses the pre-trained
BERT model to obtain the vector representation of words, extracting
features like sentence sequence [12], which is used as input to the
CNNmodel that extracts high-level features and performs the classi-
fication. GCN on the other hand, relies on the relationships between
words and documents they occur in, along with global relationships
between words, converting the text-classification problem into a
node-classification problem [23].

Studies have been conducted on the usability of these models in
the Hate Speech Classification domain, but due to the differences in
the training dataset, we believe, research is required in comparing
the two methods and their capabilities. Therefore, this research
provides both a detailed understanding and a comparison of the two
methods.

2 PROBLEM STATEMENT
Although there has been prior research [4, 14, 16, 18, 19] in develop-
ing different models and techniques for the analysis of hate speech,
the domains of NLP-based approaches and Graph-Based DLM ap-
proaches have rarely been compared in similar contexts. To address
this, we have developed the following research questions to better
understand and answer this problem.
RQ 1: What are the differences in computational resources re-

quired for the creation and training of BERT-CNN and GCN?
RQ 2:What is the difference in performance between BERT-CNN

and GCN when trained on the same dataset?
By answering these research questions, we aim to provide not

only a comparison between the performance of the two models but
also a comparison of computational resources required to obtain
that level of performance.

3 BACKGROUND

3.1 BERT
BERT stands forBidirectional EncoderRepresentations fromTrans-
formers and was developed by scientists from Google [7]. BERT
makes use of an attention mechanism called a Transformer that
learns contextual relations between words in a text. It allows for
deep preliminary learning of bidirectional text representation for
subsequent use in machine learning models [15]. For our research,
we aim to use this bi-directional ability of BERT to extract contextual
information [1], before passing it to the CNN for classification.
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3.2 Convolutional Neural Networks
Convolutional Neural Networks (CNNs) were first introduced as a
mechanism of visual pattern recognition [9], but since have been
used in various application areas, including but not limited to, Ac-
tivity Recognition, Text Recognition, Face Recognition, and Natural
Language processing [8].
The basic design of a CNN consists of an input layer, an output

layer, and multiple hidden layers that may or may not include con-
volutional layers, pooling layers, fully-connected layers, and various
normalization layers [8]. For our research, we aim to use CNN to
learn features from word vectors produced using BERT and classify
them.

3.3 Graph Convolutional Networks
Graph Convolutional Networks (GCNs), are a special type of Graph
Neural Networks [24], based on Convolutional Neural Networks
on graphs [22]. They have achieved state-of-the-art results in vari-
ous application areas such as Natural language processing, applied
chemistry, computer vision, and citation networks [22].

GCNs allow for the exploitation of non-Euclidean characteristics
i.e. the irregular structure of graphs [24] and learn node features by
aggregating information in its neighbourhood [17].
For our research, we aim to convert the dataset into one graph

and use GCN’s ability to preserve global information structure and
learn from rich relational structure [4] to classify tweets.

4 CLASSIFICATION MECHANISM OF BERT-CNN
BERT is trained on plain text for masked word and next-sentence
prediction tasks [7]. Therefore, to apply the capabilities of BERT
for the task of text classification, it must be fine-tuned using task-
specific training data [25]. Furthermore, additional task-specific
layers can be applied in combination with the pre-trained BERT
model to further improve its capabilities [25].
Using a CNN in combination with BERT allows for obtaining

local information in the text more effectively [25].
In the framework of BERT-CNN shown in Figure 1, there are 6

layers: BERT-embedding layer, Convolutional layer(s), Pooling layer,
Dense layer, Dropout layer and Output layer. The BERT model layer
is used to convert input text i.e., a tweet into word vectors and to
create a primary input matrix.

This input matrix is fed to the convolutional layers, which create
feature maps which are converted to max-value feature vectors
using the pooling layer. The results from the pooling layer are
passed onto the fully connected dense layer for dimensionality
reduction. We also utilize a dropout layer to reduce overfitting by
dropping the forward and backward connections of certain neurons,
thus preventing co-adaptation. Lastly, a final fully connected output
layer is used for classification.

5 CLASSIFICATION MECHANISM OF GCN
As mentioned in Section 3.3, GCNs are a special type of CNN that
allow for the exploitation of irregular structure of graphs.

The layers in a GCN are Graphs containing nodes whose features
are learned based on their local neighbourhood. This mechanism of
GCNs learning attributes of nodes based on their neighbourhood,

Fig. 1. BERT-CNN Model Structure

allows us to use a Graph containing tweets and words and learn
the hatefulness of words and tweets based on their relationships to
one another. This type of GCNs, where features of nodes are learnt
based on their local neighbourhood are also referred to as Spatial
GCNs.

For this study, we design a 2-layer GCN as described in [23]. The
two-layer structure allows message passing among nodes that are
at maximum 2 steps away [23]. Therefore, in our design where we
only have tweet-word and word-word edges, relationships between
tweet-tweets can be learnt because of this 2-layer structure.

2



A Comparative study of BERT-CNN and GCN for Hate Speech Detection TScIT 39, July 7, 2023, Enschede, The Netherlands

6 RELATED WORK

6.1 Hate Speech Detection
Hate speech detection has gained traction in the research com-
munity as it has far-reaching impacts on society. Various ways of
performing it have been explored. The two main categories of hate
speech detection include the use of lexicons [10] and the use of
machine learning [2]. The machine learning approach relies on the
extraction of features from text such as Term-Frequency Inverse-
Document-Frequency (TF-IDF) or Bag of word vectors [2], with
some utilizing network and user features to determine hate and
abuse [5, 20].

The lexicon-based approach utilizes the domain of sentiment anal-
ysis to determine the polarity of text and combine it with features
of hate speech to create robust classifiers for hate speech.

6.2 Hate Speech Detection Using BERT
BERT provides a Transfer learning approach to hate speech detec-
tion, as it can be fine-tuned and applied in combination with other
deep learning models for hate speech detection [18].
This transfer-learning approach has been utilized by various re-

searchers. The authors in [14] have finetuned BERT with Masked
Rationale Prediction (MRP) to increase the model’s explainability
and have obtained a macro F1 score of 0.699. The DictNN solution
in [16] combined BERT with a 3-layer CNN along with a dictionary
approach in the preprocessing stage, to obtain a macro F1 score of
0.61.
Lastly, in [18], the authors tried different combinations of BERT

and DLMS to create models such as BERT + Non-linear layers with
an F1-score of 0.92, BERT + LSTM with an F1 score of 0.88 and
BERT+CNN with an F1 score of 0.92.

6.3 Hate Speech Detection Using Graph Convolutional
Networks (GCN)

Conversational hate speech has a deeply contextual nature, requir-
ing an understanding of both the text and its context for proper
classification [11]. GCNs allow for the capturing of this contextual
information [19], which is why they have been gaining traction in
the domain of hate speech detection [11].
The authors in [11], have used GCNs to create a framework to

detect hate speech and predict if conversations are steering towards
hate speech by taking into account the conversational history of
comments. In [4], the authors created a simple GCN to detect hate
speech on Twitter, by converting tweets into a graph of words and
tweets, allowing for the capture of word co-occurrence relations,
and achieved an F1 score of 0.8215. Lastly, the authors of [19], used
both the context of tweets and user relations on Twitter, to model
a GCN with features such as retweet count and follower-followee
relations between users.

7 METHODOLOGY

7.1 Pre-processing
Since the training dataset is sourced from Twitter, and as tweets con-
tain unstructured information like special characters, punctuation

Fig. 2. Graph Structure [4]

marks, Twitter usernames, and more, normalizing the information
is important [4].

For normalization, we use the Ekphrasis1 Library as it allows for
pre-processing of text from social networks and performs functions
such as tokenization, word normalization, word segmentation, and
spell correction.

7.2 Models
7.2.1 Graph Convolutional Network. For the GCN we followed the
structure presented in [4], under which the graph G = (N, E, W), as
shown in Figure 2, has the following properties:

(1) Nodes (N): The graph consists of word and tweet nodes, with
the total number of nodes in the graph equal to the number
of tweets + total number of unique words.

(2) Edges (E): The graph consists of 2 types of edges, tweet-word
edges created using word occurrence in tweets and word-
word edges created using word co-occurrence.

(3) Weights (W): The weight of a tweet-word edge is determined
using the term frequency-inverse document frequency (TF-
IDF) of the word in the tweet, where TF is the frequency of the
word in the tweet and IDF is the logarithmically scaled inverse
fraction of the number of tweets containing the word [23].
For a word-word edge, Point-wise Mutual Information (PMI)
values are used, which are calculated using a fixed sliding-
window approach on all documents, allowing the capture of
global word co-occurrence [23].

The graph is used in a simple two-layer GCN, where the second-
layer node embeddings are of the same size as the output label set
and are fed into a SoftMax classifier [23].

7.2.2 BERT-CNN. This model is designed with 2 parts, the first
being the pre-trained BERT base model used for the conversion of
words in the tweet into contextualized vector representations [21].
1ekphrasis · PyPI Last visited 24/04/2023.
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The second part is the CNN layer, which is used as a classifier.
There have been different methods of designing the CNN classifier,
from using 3 convolutional layers with increasing output channels
[16], to using 4 parallel convolutional filters of different sizes[21].
However, due to the increased complexity of using parallel convo-
lutional filters, we chose to use the structure described in [16], but
with only 2 convolutional layers.

8 EXPERIMENT

8.1 Training Dataset
The dataset used for training was created by the authors of [6],
containing 24,783 Tweets with their distributions shown in Table 2.
Each tweet in the dataset was manually coded by 3 or more people,
using the CrowdFlower platform under strict criterions [6].

To train the models, we divided the dataset into 90% Train and 10%
Test splits. We used a larger train dataset to counter the imbalanced
nature of the dataset, allowing for more samples of each class to be
available during training. Moreover, we stratified the splits based
on classes to ensure the availability of all classes in both datasets.

Table 1. Distribution of classes in Dataset

Label Class No. of Instances
Hate Speech 0 1430
Offensive 1 19190
Neither 2 4163

8.2 Pre-processing
We normalized each tweet to remove usernames, and URLs and
correct spelling errors as can be seen in Table 2, using the Ekphrasis
library.

Table 2. Tweet before and after pre-processing

Tweet !!! RT @mayasolovely: As a woman you
shouldn’t complain about cleaning up
your house. &amp; as a man you should
always take the trash out...

Processed Tweet ! <repeated> rt <user>: as a woman you
should not complain about cleaning up
your house. &amp; as a man you should
always take the trash out. <repeated>

8.3 GCN Model
8.3.1 Graph. Using the method described in Section 7.2.1, we cre-
ated a set of nodes, containing 22,304 tweet-word nodes and 25,854
word-word nodes. We used the SK-learn’s vectorizer to construct a
unique vocabulary from the tweets and calculate the TF-IDF scores
between each word in the vocabulary and all tweets.

For the calculation of PMI-values, used to determine word-word
edges, we used a sliding window of size 10 as it was the largest slid-
ing window that could be accommodated on the available hardware.
The final graph as shown in figure 3, consisted of 48,158 nodes and
1,186,730 edges.

Fig. 3. 1% preview of the Graph

Fig. 4. GCN Model Structure [4]

8.3.2 Model. The architecture of the GCN as shown in Figure 3,
consists of 2 hidden layers. The model was built with PyTorch2, us-
ing Adam optimization, and trained with the following parameters,
Hidden Layer 1 Size = 330, Hidden Layer 2 Size = 130, learning rate
=0.4, and epochs = 100.

8.4 BERT-CNN Model
We used TensorFlow3 to create the BERT-CNN model. We used the
pre-trained Small-BERT model, consisting of 4 Hidden layers with
size = 512 and 8 Attention Heads. We also utilized the available
pre-processing model for Small-BERT, to provide it with the desired
inputs.

2PyTorch last visited 19/5/2023.
3TensorFlow last visited 19/5/2023.
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We batched the dataset into batches of size 32, to allow for GPU
utilization for training. The architecture of the model is shown in
Figure 1, with two convolutional layers being utilized for the CNN
followed by a Global Max Pooling data to downsample the inputs.
All layers except for the last Dense layer (classifier), are implemented
with the Rectified Linear Unit (ReLU) activation function. The final
Dense layer implements a sigmoid activation function. We also
experimented with a SoftMax activation function for the last layer
but chose against it due to overfitting and lower F1 score for the
"Hate Speech" label.

The final model was built using Adam Optimization and trained
with the following parameters, epochs = 120 and learning rate = 3 x
10-7. Learning rates of 3 x 10-6, 3 x 10-5, 0.1, 0.03 were also experi-
mented with, along with various epoch lengths such as 10,20,25,40
and 80. However, the model overfits the training dataset with higher
learning rates and shorter epochs. Lastly, the final model utilizes
un-processed tweets and only relies on BERTs pre-processing, as
that provided the best accuracy and F1 score.

8.5 Model Computational Results
The GCN model required firstly the creation of the graph. This task
took 4 hours and 13 minutes. Following this, the GCN model was
created which required another 13 hours and 27 minutes due to
calculations required to create the normalized adjacency matrix
proposed in [23].

Such pre-processing was not required for BERT-CNN. The train-
ing times for the final models are shown in Table 3. A difference
between the twomodel’s training is that the GCNmodel was trained
using the CPU while BERT-CNN utilized the GPU.

Table 3. Training times of BERT-CNN and GCN

Model Epochs Time Taken
GCN 100 3 hours and 30 minutes

BERT-CNN 120 17 hours

8.6 Model Results
For comparison of the models, we use the values of precision, recall,
and F1-score per class. Precision allows for visualizing the reliability
of the model and is calculated by the following formula.

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(1)

Recall allows for measuring the ability of themodel to detect positive
samples and is calculated by the following formula.

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(2)

Lastly, we also calculate F1-score because it provides us with the
accuracy of the model by combining precision and recall of the
model in the following formula.

F1 score =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

=
𝑇𝑃

𝑇𝑃 + 0.5 ∗ (𝐹𝑃 + 𝐹𝑁

(3)

Where TP denotes True Positive, FP denotes False Positive, TN
denotes True Negative and FN denotes False Negative.

The resulting values of Precision, Recall and F1-score of the two
models can be seen in Table 4.

Table 4. Per class Precision, Recall, and F1 score

Model Precision Recall F1-Score

GCN
Hate-Speech 0.59 0.23 0.33
Offensive 0.77 0.95 0.85
Neither 0.47 0.17 0.25

BERT-CNN
Hate-Speech 0.76 0.57 0.65
Offensive 0.94 0.96 0.95
Neither 0.78 0.86 0.82

We also calculated the accuracy and macro F1-score of the models
as shown in Table 5. Accuracy allows us to get a general under-
standing of how many labels are correctly classified by the model.
Accuracy is calculated as follows:

Accuracy =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(4)

Macro F1-score is an arithmetic mean of the F1 scores of all the
labels and allows for an understanding of the model’s performance
specifically when trained on imbalanced datasets like ours.

Table 5. Accuracy, Macro F1, and Testing Loss

Model Accuracy Macro F1-score Test Loss
GCN 0.74 0.48 0.779

BERT-CNN 0.90 0.81 0.291

BERT-CNN achieved substantially higher F1-scores of 0.65 and
0.82 for the "Hate speech" and "Neither" labels compared to the
0.33 and 0.25 of the GCN for the same. The general accuracy of the
BERT-CNN model was also higher than the GCN model.

9 DISCUSSION
To create the models, we utilized a setup consisting of an Intel i7-
11800H, 32GB RAM and an RTX 3050 4GB GPU. However, even with
this strong setup, both our models were computationally restricted.
The graph creation for the GCN model required additional swap
memory, as it exhausted 100% of both the CPU performance and
the available RAM. The time required for the creation of the graph
along with the complete GCN model was 17 hours and 40 mins.
Training the model for 100 epochs required another 3 hours and 30
mins. The GCN model could not be trained on GPU due to its large
size, therefore our durations are calculated for the model running
solely on CPU.
In comparison, the BERT-CNN model was smaller in size and

could be trained on GPU. However, to train the model on GPU,
we had to limit the BERT-CNN model to use the "Small BERT"
model instead of a larger model. Furthermore, the data could only
be batched into a smaller batch size of 32, as larger batch sizes could
not be accommodated on the GPU. The total time taken to train the
BERT-CNN model on GPU for 120 epochs was around 15 hours.
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Our final GCN model followed the design proposed in [4], how-
ever, in our study the macro F1 score is 0.48 in comparison to their
0.8215. We attribute this difference to the hardware limitations of
our study, as the model could not be trained for 200 epochs as in
[4], due to lack of memory. Another pitfall is the imbalance in the
training dataset, with the total number of hate speech labels only
comprising 5.7% of the dataset. Therefore, a balanced dataset should
allow for better learning of features.
Another improvement to the GCN could be the use of a larger

sliding window like 20, as used in [23] when computing the PMI
scores. This could not be done by us, because the increase in sliding
window increases the number of edges exponentially, requiring
more memory than we had available.

However, even with a simple architecture for the GCN, the model
was able to gain 70% accuracy, showing that adding more hidden
layers and increasing the complexity of the graph along with a larger
training dataset can help further improvement.

Secondly, our BERT-CNN model achieved a lower F1 score when
compared to the BERT-CNN model developed in [18]. We attribute
this to the use of the small-BERT model, due to hardware limita-
tions, instead of the larger BERT models that provide additional
hidden layers and attention heads, allowing for the capture of more
contextual features. Moreover, we attribute the lower F1-scores of
BERT-CNN for the "Hate speech" and "Neither" labels to the im-
balance in the dataset. A balanced dataset should allow for better
learning of these features and a higher F1 score.

10 CONCLUSION
In this study, we compared the performance of Graph-based GCN
with NLP-based BERT-CNN. The experiment results show that
BERT-CNN outperforms the simple 2-layer GCN model, however,
the accuracy of the GCN model for its simple architecture suggests
that greater results can be achieved with more hidden layers and a
more complex graph structure.
We also provided new insights into the computational require-

ments of these models. In our experiment, both our models were
limited by hardware, but the GCN model was more computationally
limited than BERT-CNN. We attribute this to a large amount of
memory required for the Graph used in the GCN model.
Due to these limitations in computational capacity, we believe

further research is required in this domain, to compare these models
without any computational limitations.
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