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Ransomware is a type of malware that prevents a user from accessing their
files by encrypting them. This is done to extort the victim. Some malware
strains go beyond this and post the victim’s personal information and files
online to add extra pressure to pay. Pages dedicated to the posting of such
information are called leak pages. These leak pages can provide a lot of infor-
mation about the victim, such as their nationality. In this research, a refined
data set of features related to a victim’s nationality is created from a set of
leak page entries. This data set is then used to train a classification model
to classify a victim by country. Afterward, the results of this classification
model are analyzed and it is shown that the model has a mean accuracy of
91%
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1 INTRODUCTION
Over the past decades, the internet has become an increasingly im-
portant part of our lives. With this has come an increasing amount
of people and organizations being threatened by malware. One of
the more commonly occurring forms of malware is ransomware.
Ransomware has existed since 1989 when the ’AIDS’ trojan was
shared on floppy disks [14, 20]. This early ransomware was unsuc-
cessful due to difficulties in spreading the malware and paying the
ransom. Since then ransomware has developed into a more sophisti-
cated and widespread threat, which has raised concern among law
enforcement agencies. In 2022 alone the Federal Bureau of Investi-
gation (FBI) received 2,385 complaints of ransomware with adjusted
losses of 34.3 million dollars [13]. This is corroborated by Europol,
which states that ransomware reports have increased in recent years
and have become more focused on targeting public institutions and
large corporations [11]. However, since these cases are self-reported
the actual number of victims and losses may be much higher.

Studies have been done to classify ransomware victims and give
info about what countries are more likely to be targeted. These find
that it is mostly European and North-American countries that are
targeted, with the top 3 being the US, the UK, and Canada [3, 5, 13].
It is noteworthy that these studies rely on self-reported data by ran-
somware victims. This is problematic, as cybercrime is notoriously
underreported. Reasons for this include the victim not knowing
when or how they have been targeted, the sentiment among vic-
tims that an investigation will not lead to satisfying results, and a
lack of feedback during the cybercrime reporting process from law
enforcement [6].

To alleviate this ransomware’s lack of reporting, researchers and
law enforcement must turn to alternative ways of getting informa-
tion about ransomware victims. One such alternative method is
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the analysis of ransomware leak pages. These are dedicated sites
where cybercriminals post information about their target to extort
them further. From these leak pages, information can be learned
about which countries are more likely to be targeted by ransomware
groups. Knowing what countries are prone to ransomware attacks
is crucial for criminal justice professionals to correctly deploy re-
sources and assess the effectiveness of different programs in those
countries. An issue with analysis is that any data gathered from leak
pages must be enriched by data analysts to obtain actual valuable
knowledge. It would be beneficial if this enrichment process could
be automated.

1.1 ResearchQuestions
This research aims to explore the possibility of identifying a ran-
somware victim’s country of origin based on leak page entries. This
leads to the following research question:

What information can be gained about a victim’s nationality based
on the URL posted in the leak page entry?

This question will be answered with the following sub-questions:

RQ1: What information can be gained about a victim’s nation-
ality using internet measurements?

RQ2: What information can be gained about a victim’s nation-
ality when scanning the victim’s webpage?

RQ3: What information can be gained about a victim’s nation-
ality when using their name as a search term in the chamber
of commerce?

In this research, content analysis is done to study a data set of
ransomware leak page entries, obtained from eCrime [7]. This site
monitors ransomware groups and extracts information about their
victims, specifically companies and organizations targeted by ran-
somware groups. They then enrich this data by providing among
other things the victim’s country. From these entries, indicators can
be found that can link the victim to a certain country based on the
name of the victim and a URL. Because eCrime provides the victim’s
country these indicators can be immediately validated. We then
use these indicators as features in a classification model, where the
target class is the victim’s country of origin. This research paper
starts with an exploration of related works. It will then explain how
the country indicators are extracted from the leak page entries as
well as how the classification model functions. This is followed by
an analysis of how the model performs based on different metrics.
These results will then be discussed and compared to previous liter-
ature. The paper closes with the conclusion of the research as well
as possible future research avenues.
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2 RELATED WORK
The Domain Names System (DNS) refers to both a namespace from
which unique names can be assigned to users, and a protocol for
matching these names to specific Internet protocol (IP) addresses in
response to queries from Internet users’ computers. The DNS is a
hierarchical system with Top Level Domains (TLDs) being the top
level of the hierarchy. These TLDs have a subset that is linked to
countries called country code Top Level Domains (ccTLDs). To date,
several studies have investigated the relationship ccTLDs and their
respective countries. Many countries retain or are interested in be-
ing the sole authority of their ccTLD [15]. Some ccTLDs have made
themselves into ‘quasi-generics’ by exploiting similarities between
their country code and other meanings. However, most countries
strive to keep their ccTLDs firmly linked to them, as a means of
exerting political power and expressing their sovereignty [8].

As the DNS matches domain names to IP addresses, one or more
IP addresses can be obtained from a domain name using forward
DNS [10]. The resulting IP address(es) can then be associated with
geographical locations using IP geolocation techniques [18]. These
can be divided into active and passive techniques. Active techniques
are more accurate than passive ones but are significantly more
time-consuming. Passive geolocation or database-driven geoloca-
tion takes less time to produce results and is provided either for free
or as a commercial tool. However, the databases that are used in
this technique often have questionable accuracy [16, 23].

Various studies have assessed the efficacy of extracting information
from websites using web scraping. This is a set of techniques used
to automatically get some information from a website instead of
manually copying it [26]. This is typically done by composing an
HTTP request to the target website and analyzing the response.
The information gained can then be used to classify a multitude of
concepts using machine learning algorithms [24, 25, 28].

While there are papers that give insight into what countries and
organizations get targeted more by ransomware, most of this infor-
mation comes from reports made by the victims themselves [5, 12].
There are some papers describing how ransomware groups put ex-
tra pressure on their victims beyond extorting them by encrypting
their files. They can post the encrypted files on dedicated leak pages,
perform DDoS attacks, and even reach out to the target’s customers
and stakeholders to extort their victims even further [19, 27].

3 DATASET PREPERATION
The classification model created during this research was trained
using data gathered from a set of leak page entries from eCrime [7].
Most entries in the eCrime data set provide the company name of
the victim, the country of origin of the victim, and a URL leading to
a webpage related to the victim. From this, a variety of features can
be gathered that indicate the country of origin of the victim. These
include the following:

• A country code top-level domain included in the URL.
• The IP address of the URL’s webpage.
• The language in which the web page is written.

• Country code top-level domains included in e-mail addresses
found on the web page.

• Country calling codes included in phone numbers found on
the webpage.

• Mentions of countries and/or cities in the webpage’s text.
• Mentions of countries and/or cities in the first document
found on LexisNexis when searching by the victim’s name.

Only the entries containing all three of these things were refined,
to avoid too much missing data. Entries are also skipped if the URL’s
webpage is inaccessible. Being inaccessible means that the URL was
incorrect, connecting to the webpage provided by the URL times
out, or the webpage provided by the URL tries to redirect too often.

3.1 Collecting Data
3.1.1 Country code top-level domain. URLs contain a top-level do-
main (TLD). In this research, we specifically look at a subset of TLDs
called country code top-level domains. A country code top-level
domain (ccTLD) is an Internet top-level domain generally used or
reserved for a country, sovereign state, or dependent territory iden-
tified with a country code. Most of these ccTLDs use a two-letter
code using the Latin alphabet, though in recent years internation-
alized ccTLDs have been added [1]. The conditions for the use of
ccTLDs can be complex and vary per country, with some being
exclusive to citizens and others being available to everyone. Those
ccTLDs available to everyone are referred to as Generic ccTLDs.
For this research, an algorithm was written that checks the URL of
every leak page entry for a Latin character ccTLD. The algorithm
then looks it up in a dictionary linking each ccTLD to its respective
country. Any TLDs encountered which do not belong to a country
are labeled as ’generic’.

3.1.2 IP address. An IP address is a unique address that identifies a
device on the internet or a local network. These IP addresses can be
translated to domain names and vice-versa by Domain Name System
(DNS) servers [29]. Using this the IP address of the URL mentioned
in a leak page entry can be acquired. Because IP addresses are tied
to a general location, they can be used to locate the victim’s country
of origin. In this research, the IP address is retrieved by issuing the
’nslookup’ command in the Windows command-line together with
a URL mentioned in the leak page. Once an IP address has been
obtained a GET request is sent to country.is, which is a free open-
source API with access to a geolocation database. The API then
responds with the ISO 3166-1 alpha-2 code of the country related to
the IP address.

3.1.3 Language. The spoken language of a person or organization
can be an indicator of what country they are from. For this reason,
we try to detect the language in which the victim’s webpage is
written. Most webpages contain an attribute called ’lang’ which
tells web browsers the language of elements on the page. In this
research, code has been written to find this attribute and get its
value. If this element does not exist, we instead try to detect the
language of the text. Over 55 languages can be detected.

3.1.4 E-mail. Like URLs, e-mail addresses can contain country code
top-level domains. Using the same dictionary mentioned in 3.1.1,
these domains can be tied to countries. HTML allows webpages to
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create links that redirect users to e-mail addresses called ’mailto’
links. By finding these mailto links e-mail addresses can be obtained
from the victim’s webpage. Any country code top-level domain
present in the e-mail address will be extracted and the corresponding
country added to a list. Any TLDs encountered which do not belong
to a country are labeled as ’generic’. The mode of all the countries
added to the list is then taken.

3.1.5 Phone number. Country calling codes are telephone number
prefixes for reaching telephone subscribers in foreign countries or
areas via international telecommunication networks. By finding
phone numbers and looking for these country codes a victim can
be linked to a certain country. HTML allows webpages to create
clickable phone links. By finding these links phone numbers on a
victim’s webpage can be obtained. Because not all phone numbers
on a website have clickable links, regular expressions are used as an
added method for finding phone numbers. A regular expression is a
sequence of characters that specifies a pattern in text. By creating
one which specifies the pattern of a phone number more of them
can be retrieved from the victim’s webpage. Any phone numbers
found are then validated. If a fitting country code is found, the
corresponding country’s ISO 3166-1 alpha-2 code is returned.

3.1.6 Location. A victim’s webpage contains information about
who they are and what they do. This often includes the cities, states,
and countries they are located in. By using natural language pro-
cessing it is possible to find these mentions of locations. In the case
of cities, we try to get what country a city is located in. The mode is
then taken of all countries found. The code tries to validate any cities
and countries passed to it, in case the natural language processing
marked an unrelated word as a location.

3.1.7 LexisNexis. Organizations and companies must register them-
selves at a chamber of commerce or other government body to be
able to operate. This means providing information about themselves,
including where they are located. Documents containing these reg-
istration details are often stored in online databases. A company
that provides access to such a database is LexisNexis [2]. By looking
up the name of the target mentioned in the leak page it is to discover
their country of origin. In this research, the victim’s name is queried
on LexisNexis, and the top resulting document is accessed. Then
using the same method as mentioned in 3.1.6 the page is scanned
for locations and the mode of all countries found is returned.

3.2 Dataset pre-processing
In this research, the Python library scikit-learn [21] is used for pre-
processing and model building. First, all data samples are removed
from countries that occur less than 4 times. This is done to allow for
an even distribution of all countries in both the test and train subsets.
If this is not done, we run into the problem of countries appearing
in the training subset but not the test subset and vice-versa. For the
model, 75 percent of the data is used for training and 25 percent for
testing.

Once the data has been split it gets encoded. The dataset created
for this research works exclusively with categorical variables. All

the variables in the dataset are nominal, which means they are cate-
gorical but there is no order in the categories. For this reason and
because scikit-learn supports it, one-hot encoding has been used in
this research.

Finally, missing values must be dealt with. For many leak page
entries, one or multiple features mentioned in 3.1 could be missing.
These missing values will cause the machine-learning algorithm
to fail and must therefore be removed. There are a variety of dif-
ferent methods to deal with missing values [22]. For this research
mean/mode imputation (MMI) is used. Here the missing data for a
given attribute is replaced by the mode of all known values of that
attribute.

3.3 Dataset
We considered 6000 leak page entries from the Ecrime dataset. Of
these 6000 entries, 3568 are found containing a functioning URL,
the name of the targeted victim, and their country of origin. This
set contains 113 unique countries/geographical regions. With the
removal of all entries whose country appears less than four times,
we end up with a total of 3484 refined data entries to use for the
classification model. This final dataset features entries from 59 coun-
tries in total. Table 1 shows the top 5 most commonly occurring
countries. A table of all countries and their distribution can be found
in the appendix. What stands out in the table is that the dataset
contains far more victims from the United States, with more than
7 times the amount of entries than the second largest entry of the
United Kingdom.

Table 1. Top 5 most common countries in dataset

Country Occurences
United States 1554
United Kingdom 212
Germany 193
Canada 174
France 153

4 THE CLASSIFICATION MODEL
For this research, the random forest machine learning algorithm is
used. A Random Forest classifier is an ensemble learning method
that combines multiple decision trees to make predictions. It is ac-
curate, robust to overfitting, and allows for the estimation of the
importance of individual features for overall predictive performance.

To improve accuracy further hyperparameter tuning is performed.
This involves selecting the optimal values for the various hyperpa-
rameters that control the behavior and performance of the model.
Hyperparameters are parameters that are not learned from the data
but are set by the user before training the model. For this research
hyperparameter tuning is done using random search. Here random
combinations of hyperparameters are selected from a range of val-
ues whereafter the model’s performance is observed. The set of
hyperparameters that yields the best performance is then selected,
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which is determined based on the model’s accuracy. The following
hyperparameters are considered in the random search:

• The number of trees to use in the random forest.
• The number of features to consider at each split.
• The maximum depth of the trees.
• The minimum number of samples required to split at a node.
• The minimum number of samples required at each leaf node.
• To use bootstrapping when sampling data. This involves creat-
ing multiple subsets of the original training data by randomly
sampling with replacement.

5 RESULTS AND EVALUATION
To assess the performance of themodel stratified 4-fold cross-validation
is used. Here the dataset is divided into k subsets or ’folds’ which
are iteratively used for training and validation. Making the cross-
validation stratified means the folds are made by preserving the
percentage of each country in the folds. This gives a more reliable
performance estimation because its performance is based on mul-
tiple iterations, which reduces the impact of data variability. In
addition to this it allows for effective use of data: In k-fold cross-
validation, all data points are utilized for both training and valida-
tion, ensuring that each sample is used for validation exactly once.
This maximizes the use of available data and minimizes the risk
of overfitting or underfitting. From each fold, a number of metrics
are calculated. The accuracy, precision, recall, and f1 scores are
calculated as follows:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑦,𝑦) = 1
𝑛

𝑛−1∑︁
𝑖=0

1(𝑦𝑖 = 𝑦𝑖 ) (1)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑦,𝑦) = |𝑦 ∩ 𝑦 |
𝑦

(2)

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑦,𝑦) = |𝑦 ∩ 𝑦 |
𝑦

(3)

𝐹1(𝑦,𝑦) = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑦,𝑦) ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 (𝑦,𝑦)
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑦,𝑦) + 𝑅𝑒𝑐𝑎𝑙𝑙 (𝑦,𝑦) (4)

Here n is the number of samples,𝑦 are the predicted values, and𝑦 are
the corresponding true values. 1(x) is the indicator function. Cohen’s
Kappa is calculated to measure the performance of machine learning
classification models based on assessing the perfect agreement and
agreement by chance between the two raters (a real-world observer
and the classification model)[9]. This is given with the following
equation:

^ =
𝑝𝑜 − 𝑝𝑒

1 − 𝑝𝑒
(5)

Here 𝑝𝑜 is the empirical probability of agreement on the label as-
signed to any sample (the observed agreement ratio), and 𝑝𝑒 is the
expected agreement when both annotators assign labels randomly.
𝑝𝑒 is estimated using a per-annotator empirical prior over the class
labels[4]. To measure the model’s ability to distinguish correctly
between countries the Area Under the Curve (AUC) is used as a met-
ric. The AUC score is calculated by getting the average AUC score
of all pairwise combinations of countries. This is weighted by the

Fig. 1. Evaluation metrics of the 4 fold cross validation

prevalence of the countries in the dataset. The equation proposed
by [17] is used to calculate this:

1
𝑐 (𝑐 − 1)

𝑐∑︁
𝑗=1

𝑐∑︁
𝑘> 𝑗

𝑝 ( 𝑗 ∪ 𝑘) (𝐴𝑈𝐶 ( 𝑗 |𝑘) +𝐴𝑈𝐶 (𝑘 | 𝑗)) (6)

The mean scores of the folds can be seen in Figure 1.

To improve the model’s interpretability we model which features
contribute the most to the accuracy of the model based on permu-
tation importance. This is done by shuffling the features ten times
and observing how this influences the model’s accuracy. The impor-
tance of the individual features is given in the mean decrease in the
accuracy of the model when they are removed. The results of this
can be seen in Figure 2.

Fig. 2. Mean feature importance in the model
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The second most important feature in the model is the Domain
feature. When a Top level domain is found that is not tied to a coun-
try this feature is labeled as ’generic’. By splitting the training data
into subsets with generic top-level domains and non-generic ones
and evaluating its scores more insight can be gained into the im-
portance of this feature. To evaluate performance the same metrics
are used as in Figure 1 except for AUC. This is because the subsets
of generic and non-generic data do not have the same distribution
of countries. The blue bar shows the scores of the total subset, the
green bar those of the generic subset, and the red those of the non-
generic subset.

Fig. 3. Evaluation of Generic vs non-generic domain

To analyze the model’s data sufficiency and complexity a graph
is made to visualize the learning curve against the training set size.
This helps determine if the model would benefit from more data
or if it is already reaching its performance limit. Performance is
measured based on the accuracy of the predictions.

Finally, a manual analysis is done on a set of wrong predictions and
what could be the cause for the error. For this, we specifically look
at missing/wrong features and try to find out why these were incor-
rect. For this, 75 wrong predictions are looked at and any problems
encountered are gathered as well as their number of occurrences.
The percentage of features incorrect in these 75 predictions can be
seen in Table 2. The top five most occurring problems can be found
in Table 3 with the full list being in the appendix.

Table 2. Percentage wrong of each feature

Feature Percentage incorrect
Domain name 88.0%
IP address 78.7%
Phone number 74.7%
E-mail 94.7%
Location 62.7%
LexisNexis 58.7%

Table 3. Top 5 problems in wrong predictions

Problem Amount
LexisNexis found the wrong adress. Either a different
company with the same name or incorrect information
in the Ecrime dataset.

26

The LexisNexis data was outdated, and the current code
actually gets the correct country. 6

A company’s local branch was targeted, but the site
to the main branch was given. This caused
LexisNexis to return the wrong country

6

The algorithm used to access LexisNexis cannot handle
’&’ in company names, and cuts off the request. 4

There is a phone number on the main page
or contact page, but it is a regional number
and thus does not get recognized.

4

6 DISCUSSION
Figure 1 shows the results obtained from the 4-fold cross-validation.
What stands out in this figure is that the mean accuracy, precision,
recall, and f1 score are all 0.91. While the accuracy is similar to
the models discussed in Section 2[25, 28], the precision, recall, and
f1 scores all being the same is another matter. This is because we
calculate these metrics globally by counting the total true positives,
false negatives, and false positives. It is also possible to calculate
these metrics for each country individually and take the mean re-
sult of each metric. This would significantly change the results of
these metrics due to the imbalanced nature of the dataset, as shown
in section 3.3. Countries that are less prevalent in the dataset and
on which the model performs worse would significantly lower the
scores of the metrics. Figure 1 also shows a mean Cohen’s Kappa
score of 0.88. This shows that the model has a good inter-annotator
agreement. Finally, Figure 1 shows an AUC score of 0.98. This indi-
cates that the model has a strong ability to discriminate between
positive and negative instances, suggesting good predictive perfor-
mance and reliable rankings.

Figure 2 shows the mean importance of each feature used in the
model. It is apparent that the LexisNexis feature is by far the most
important feature in the dataset with a mean accuracy decrease
of 14.0% ± 0.3. As mentioned in the literature review the country
code Top Level Domain is a good indicator of what country a vic-
tim is from, being the second most important feature in the model.
The examined literature expressed skepticism towards passive IP
address geolocation. This is somewhat corroborated by Figure 2,
which shows the IP address feature to be less than half as important
as the domain feature. The data for the 4 least important features
were all obtained using web scraping. This is in contrast to exam-
ined studies that feed web-scraped data to classification models and
get a high accuracy metric. Interestingly, the e-mail feature was
observed to have a negative mean accuracy decrease when shuffled
if we look at the standard deviation. This means this feature could
have a negative impact on the overall accuracy of the model.
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Fig. 4. The learning curve of the model against training set size

Figure 3 shows that the non-generic data improves on all metrics
over the total dataset with a score on all metrics of 96.4%. The generic
data on the other hand scores lower on all metrics, with accuracy,
precision, recall, and f1 score of 88.1%. Furthermore, Cohen’s Kappa
score significantly decreases to 79.3%. A possible explanation for
this might be an imbalance in the countries featured in the generic
data. The subset of generic data samples consists of a sizable part of
victims from the United States.

Figure 4 shows that the test score starts to plateau as the train-
ing size reaches its regular size, though it does not decrease yet.
This indicates that performance could yet be increased with more
data.

Table 3 shows that the most occurring problem is LexisNexis re-
turning the wrong address for a victim. This may be due to the
importance of this feature, which means that once the LexisNexis
feature is incorrect the predicted country is more likely to be incor-
rect as well. Furthermore, the high percentage of incorrect e-mails
as seen in Table 2 further underlines the e-mail feature as being
prone to errors.

7 CONCLUSION
In this paper, we present an algorithm capable of extracting features
related to a ransomware victim’s origin from a set of leak page
entries. In addition, we present a classification model capable of

classifying the ransomware victim’s country of origin with a mean
of 91% accuracy based on these features. This section reflects on the
research questions established in the introduction.

RQ1: What information can be gained about a victim’s nation-
ality using internet measurements? From the URL the coun-
try code Top Level Domain (ccTLD) and IP address can be
extracted. The ccTLD is strongly linked to a country or ge-
ographical location for political reasons and the IP address
provides a victim’s country using IP address geolocation. Both
are found to be useful when classifying ransomware victims
by their country.

RQ2: What information can be gained about a victim’s nation-
ality when scanning the victim’s webpage? From the victim’s
webpage this research extracts language, phone numbers,
mentions of cities or countries, and e-mail addresses. All of
these features are shown to be somewhat useful in classify-
ing the victim’s country of origin, with the exception of the
e-mail addresses.

RQ3: What information can be gained about a victim’s nation-
ality when using their name as a search term in the chamber
of commerce? This research uses LexisNexis[2] to search for
the victim’s company profile provided by the chamber of
commerce. These profiles are very useful when classifying a
victim’s country of origin.
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8 FUTURE WORK
This research paper focuses on classifying ransomware victims by
their nationality, but there are other aspects on which targeted com-
panies/organizations can be classified. For example, the documents
provided by LexisNexis often also provide information about what
area of the economy the victims are active in. This can be used in
conjunction with web scraping techniques to create a model that
classifies victims by their economic sector.
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A APENDIX

Table 4. Full list of problems found in predictions

Problem Amount
LexisNexis found the wrong adress. Either a different company with the same name or
incorrect information in the Ecrime dataset. 26

The LexisNexis data was outdated, and the current code actually gets the correct country 6
A company’s local branch was targeted, but the URL to the main branch was given.
This caused Lexisnexis to give the wrong country 6

The algorithm used to access LexisNexis cannot handle ’&’ in company names,
and cuts off the request. 4

There is a phone number on the main page or contact page, but it is a regional number
and thus does not get recognized. 4

Cannot reach the contact page because it is accessed by appending some variation
of ’contact us’ to the current URL. 4

The webpage contains no text or states it is inactive 3
Cannot reach the contact page because ’contact’ is written in another language. 2
The target company is located in a city with a country name and was therefore labeled with
the wrong location e.g. Peru, Indiana. 2

The contact page was renamed ’get in touch’ and was therefore not found. 1
The algorithm marked the word ’Us’ as the United States. 1
The main page of the victim’s website is a login page with no contact information. 1
A valid phone number was not detected because it did not start with ’+’. 1
The code for validating country names does not know the country Scotland. 1
The code for validating country names sees Hong Kong as its own country but LexisNexis data
sees it as a part of China. 1

8



Classifying ransomware victims’ nationalities based on leak page entries TScIT 39, July 7, 2023, Enschede, The Netherlands

Table 5. Countries in data set p1

Country Amount
United States 1554
United Kingdom 212
Germany 193
Canada 174
France 153
Italy 133
Spain 96
Australia 82
Brazil 61
Switzerland 57
India 49
Japan 49
Netherlands 42
Belgium 39
Austria 39
Thailand 37
China 35
Taiwan, Province of China 29
Mexico 25
Turkey 20
United Arab Emirates 20
South Africa 19
Sweden 19
Hong Kong 18
Argentina 18
Portugal 17
Indonesia 16
Singapore 16
Israel 16
Poland 14
Greece 14
Denmark 14
Malaysia 14
New Zealand 12
Chile 12
Colombia 12
Saudi Arabia 11
Ireland 11
Peru 10
Norway 9
Vietnam 8
Kuwait 8
Ecuador 8
Philippines 8
Finland 7

Table 6. Countries in data set p2

Country Amount
Czech Republic 7
Costa Rica 6
Lebanon 6
Venezuela 6
Qatar 6
Hungary 6
South Korea 6
Egypt 5
Bulgaria 5
Romania 5
Luxembourg 4
Iran 4
Bosnia and Herzegovina 4
Dominican Republic 4
Pakistan 3
Cyprus 3
Nicaragua 3
Botswana 3
Tanzania 3
Puerto Rico 3
Nigeria 3
Morocco 3
Isle of Man 2
Bahamas 2
Uganda 2
Barbados 2
Czechia 2
Senegal 2
Guatemala 2
Serbia 2
Sri Lanka 2
Bahrain 2
Croatia 2
Jamaica 2
Panama 2
Estonia 2
Slovakia 1
Gibraltar 1
Iraq 1
Mali 1
Trinidad and Tobago 1
Gambia 1
Gabon 1
Bolivia 1
Montenegro 1

9



TScIT 39, July 7, 2023, Enschede, The Netherlands Luc Dop

Table 7. Countries in data set p3

Country Amount
Sint Maarten 1
Monaco 1
Paraguay 1
Kenya 1
Greenland 1
North Macedonia 1
Tunesia 1
Seychelles 1
Ivory Coast 1
Angola 1
Ethiopia 1
Zambia 1
Honduras 1
Ukraine 1
Lithuania 1
Brunei 1
Mongolia 1
Myanmar 1
Jordan 1
Slovenia 1
Democratic Republic of the Congo 1
Cayman Islands 1
Oman 1
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