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Consultancy companies forecast that, in the energy sector, quantum com-
puting will see commercial applications by 2030, allowing businesses to
solve business problems that are computationally unsolvable for classical
computers. These forecasts suggest that the energy sector will be one of the
most impacted sectors seeing high increases in operational income. This
paper aims to, by performing a technology assessment, validate the accuracy
of the forecasts of these consultancy companies. We start by classifying the
business problems that quantum computers can potentially solve into four
different categories. Then we will present multiple scenarios that depict the
possible evolution of quantum computing. For each scenario, we determine
whether quantum computers will be able to solve these problems, deter-
mine their benefits and costs, and present the impacts they will have on
businesses. We show that while the forecasts of the consultancy companies
are indeed a scenario that could unfold, it is not a guaranteed outcome, as
we are still unsure of the level of technology maturity and level of adoption
that quantum computing will have.
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sessment, Energy

1 INTRODUCTION
Quantum computing uses quantum mechanics, allowing it to solve
mathematical problems faster than any classical computer can [1–4].
This is because the core of the classical computer, the bit, is replaced
by a quantum bit, referred to as a qubit. Quantum computers with
only several hundred of these qubits are estimated to have more
computational power than a classical computer with as many bits
as atoms in the universe [1].

Quantum computers have such a high computational power that
they could allow businesses to solve business problems that would
have previously not been possible to solve. The energy sector, which
is the main focus of this paper, could use quantum computing to,
for example, increase the efficiency of energy resources [5, 6]. Other
sectors, such as the financial sector, could use quantum computing
for improving market simulations [7]. Big corporations such as IBM,
Google, and Microsoft, which are currently investing billions into
quantum computing, justify their R&D investments by claiming that
it could solve such business problems [8]. Additionally, the amount
of startups has seen a massive increase in the last couple of years,
indicating that many other parties also see big potential in quantum
computing [9].
Consultancy companies estimate that by 2030 a few thousand

quantum computers will be operational, while quantum systems
that can tackle the most complex problems might start rolling out
in 2035 and later [10]. They estimate that the energy sector will
be one of the most affected sectors, and will see big increases in
operating incomes [10–12]. To validate whether these estimations

TScIT 39, July 7, 2023, Enschede, The Netherlands
© 2023 University of Twente, Faculty of Electrical Engineering, Mathematics and
Computer Science.
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. To copy otherwise, or republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.

are accurate, a technology assessment (TA) needs to be conducted.
TA is a way to, in an early stage, identify and assess the eventual
impacts of a technology performed to enhance decision-making
[13]. It can assist in, among other methods and tools, identifying
potential applications, determining possible future scenarios, and
comparing the benefits to the costs quantum computing will bring.
In this research, a technical assessment of quantum computing

will be performed and it will be evaluated how accurately quantum
computing will be able to solve the business problems it suggests.
It will identify business problems that can currently not be solved
by classical computers in the energy sector, conduct a technical
assessment of quantum computing in this sector, and present how
accurate predictions of quantum computing are compared to the
outcome of the technical assessment.
The remainder of this paper is structured as follows: In Section

2 we provide the problem statement, in Section 3 we discuss re-
lated works, in Section 4 we discuss the methodologies used for the
research, in Section 5 we present the findings of the research, in
Section 6 we conclude the results, and in Section 7 we discuss the
results and provide directions for future research.

2 PROBLEM STATEMENT
There is an abundance of research in the field of quantum computing
explaining how it works, the kind of algorithmic problems it could
solve, and what sectors it could impact. However, a critical valida-
tion of whether the technology actually has the potential to solve
business problems is still lacking at this moment. This paper will
attempt a technology assessment by critically reviewing existing
literature to assess whether quantum computing has the potential
to solve business problems in the energy sector.

2.1 ResearchQuestion
The problem statement has led to the following research questions.
Main research question: How accurate are current quantum comput-
ing forecasts, and can they address business problems in the energy
sector?
This research question will be answered using the following set

of sub-questions:
(1) How can we classify computationally unsolvable business prob-

lems in the energy sector that are difficult to be solved using
classical computers?

(2) What technology assessment methods can be used to evalu-
ate the potential of solving business problems with quantum
computing in the energy sector?

(3) How accurate are the technology forecasts of how quantum
computers can solve these business problems in the energy sec-
tor?

3 RELATED WORK
To find existing literature in the relevant field for this research,
Semanticscholar, Google Scholar, Scopus, and IEEE were used.
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Quantum computers can potentially solve complex computation-
ally hard problems [1–4, 14]. This allows them to assist in solving
business problems across multiple sectors [5, 7, 10, 15, 16]. One of
these sectors is the energy sector [5, 6, 17, 18]. Especially [1] prop-
erly defines the stage of quantum computing we are in right now,
and possible future directions are presented by [19].
Research is primarily focused on finding new applications for

quantum computers. However, there is a gap in research that focuses
on critically validating whether quantum computers will actually
be useful for businesses. Therefore the goal of this research will be
to find whether it will be useful, and what problems it will be able
to solve in the energy sector.

4 METHODOLOGY

4.1 Sub-research question 1
The first research question will be answered using a literature study.
Different existing papers will be analyzed to find out what types
of problems exist in the energy sector that can currently not be
solved using classical computers and require the assistance of more
powerful devices.

4.2 Sub-research question 2
This paper uses [20] as its headline for performing the technology
assessment. Together with other literature about technology assess-
ments, these will form the basis of the technology assessment and
determine what methods will be used to answer the main research
question.

4.3 Sub-research question 3
To answer this sub-research question the methods that have been
determined in sub-research question 2 will each be fully worked
out. Using the results of these methods, it will be determined how
accurate predictions of quantum computing are.

5 FINDINGS
Each of the sub-research questions will be answered separately and
will be combined to answer the main research question. In Section
5.1 we discuss what quantum computing is, in Section 5.2 we discuss
problems that quantum computers can solve, that are unsolvable
on classical computers, in Section 5.3 we present these problems
applied to the energy sector, in Section 5.4 we will explain what a
technology assessment is and what methods will be discussed in
this research, and finally in Sector 5.5 the technology assessment
will be performed.

5.1 What is quantum computing?
Classical computers operate using bits, which are transistors that
are either on (’1’) or off (’0’). Quantum computers operate using
qubits, which can be represented as an electron, photon, or a differ-
ent physical system. Qubits can take a value of ’0’, ’1’, or anything
in between. When the latter occurs, a qubit is said to be in super-
position, a fundamental property of quantum computing. Unlike
bits, qubits, therefore, have a probability of becoming ’0’ or ’1’. An-
other fundamental property of quantum computing is entanglement,
which occurs when two qubits act as if they are connected, despite

them being physically distant from one another [2, 19]. This means
that we can predict the value of one qubit, using the other qubits
which are entangled to it. These, among other, properties allow
quantum computers to behave differently from classical computers.

There are different types of quantum computers that work differ-
ently. One way such a computation could work is, for example, by
starting with assigning the same probability to all possible outcomes
of the computation. Once the computation begins, the computer
follows a set of calculations that have been created by the developer
of the program. The machine will then utilize the superposition and
entanglement, by giving higher probability to desired outcomes, and
a lower probability to other outcomes. A quantum computer will
always return this outcome as ’0’s and ’1’s [19]. This way we can
read the output with a classical computer and interpret the result.

5.2 What problems can we solve on a quantum computer
which are unsolvable on a classical computer

Classical computers are slow in solving complex mathematical prob-
lems. This is especially the case for problems that are classified as
being NP-hard (nondeterministic polynomial time). NP-hard prob-
lems are decision problems that are computationally challenging
to solve, and the solution time often grows exponentially as the
input size grows. Efficient algorithms to solve NP-hard problems
do not currently exist, meaning that getting a solution to such a
problem on a classical computer could take a long time. Building
bigger and faster classical computers or supercomputers to solve
these NP-hard problems is no longer an option, as computer parts
are approaching the size of atoms, and classical computers would
require too many bits to solve such problems [1]. Quantum comput-
ers have more computational power than classical computers, as for
quantum computers, unlike classical computers, the computational
space grows exponentially as the number of qubits inside the com-
puter grows [10]. This increase in computational power means that
quantum computers will be able to solve some NP-hard problems,
that classical computers cannot [18].

Combinatorial optimization problems are problems that attempt
to find the optimal solution from a set of all possible solutions. These
are often NP-hard [21]. There are many practical examples of these
NP-hard combinatorial optimization problems for businesses that
can potentially be solved by quantum computers, such as vehicle
routing [22], electric vehicle charging schedules [23], and quadratic
assignment [18]. The latter can be applied to the energy sector and
further explained in Section 5.3.
Quantum computers can also assist in solving problems that

require data processing. These problems are not necessarily NP-
hard problems, as the solution time does not grow exponentially,
but are rather time-consuming for classical computers. Especially
fields such as artificial intelligence and machine learning could
benefit from this, as the data sets to power these technologies can
be huge [7, 10, 15].

Finally, quantum computers can improve simulations that run the
behavior of quantum systems. These simulations are used for find-
ing newmaterials, drug development, and in chemistry. For classical
computers running these simulations is difficult and is currently
mostly based on estimations and approximations of real interactions
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[6]. To describe a quantum system, we use the Schrödinger equation,
a function that describes how the wave function of a system evolves
over time. As the amount of particles in the quantum system in-
creases, the size of this wave function grows exponentially [24, 25]
making it intractable for classical computers to solve the equation
for large systems [26]. To mitigate this problem, approximation
functions such as the Hatree-Fork methods are used, although these
lower the accuracy and reliability [17]. Quantum computers show
potential in being able to calculate and store those wave functions
allowing for accurate calculations of the Schrödinger equation [17].

5.3 What problems occur in the energy sector?
In the energy sector, business problems that are hard for classical
computers to solve can also occur. We classify these business prob-
lems into four categories: optimization, data processing, simulations,
and cybersecurity [5, 6, 17, 18, 23, 25]. These will now be discussed
individually and an example of each will be given.

5.3.1 Optimization. Examples of optimization problems in the en-
ergy sector are the planning of generating energy, transportation,
resource allocation, engineering design, and the power grid [18].
Many of these problems are NP-hard combinatorial optimization
problems. An example given in section 5.2 was the quadratic assign-
ment problem, which can in the energy sector directly be mapped to
a facility location-allocation problem [18]. This problem attempts to
calculate optimal locations for energy facilities such as wind farms,
to maximize the inputted energy to these sources. This is an NP-
hard problem, as the time it takes to calculate the optimal solution
exponentially increases as the number of facilities increases.
A power grid is responsible for distributing energy from the

producers to its customers, balancing the demand and supply. It
has to deal with many different optimization problems such as
optimizing power flow [6, 23], optimizing unit commitment [18],
and long-term resource planning. Many of these problems are also
NP-hard [27].

5.3.2 Simulations. Simulating the behavior of quantum systems
is used in the energy sector for finding new or improving existing
sustainable energy sources [17], in chemistry to improve existing
energy-storing solutions such as batteries [6], and more. Improving
the efficiency of the way we generate and store energy is important
as it can assist in lowering carbon dioxide emissions [28].

5.3.3 Data-processing. The energy sector applies machine learning
in designing materials [17], for designing, modeling, and operating
smart energy systems [23], and forecasting in the power grid [29].
These machine learning and artificial intelligence algorithms are
trained by large data sets that can be computationally complex,
and as these sets are getting larger we are approaching the limit of
how much data classical computers can process [30]. For making
forecasts in the power grid alone, weather forecasts need to be made
to calculate the amount of energy generated by energy sources
such as solar panels and windmills, and predictions to calculate the
demand for energy for the upcoming period [29].

5.3.4 Cybersecurity. Some functions of cryptography, a fundamen-
tal pillar in cybersecurity, exploit that classical computers are slow at

certain computations. One well-known example of such a problem
is the factorization of two prime numbers of a very large composite
integer, an algorithm used in cryptography to, for example, encrypt
messages and other data [14]. Faster computers will be a threat to
cybersecurity, as they have enough computational power to break
certain encryption algorithms [16]. Such algorithms are also used
for communication within the power grid, and will therefore impact
the energy sector [31].

5.4 What is a technology assessment?
A technology assessment is used to help identify existing and pos-
sible impacts of technologies. In the 1980s, technology assessment
was recognized as a professional activity and discussions regarding
the environmental effects of technologies contributed to this [13]. It
is now widely used in different contexts, such as on a project level,
business level, and for political decision-making. For this research, a
technology assessment will be conducted on a sector-specific level,
meaning that the acceptability, and impact of quantum computing
will be determined for the energy sector [13].

5.4.1 Technology assessment methods. Methods lay the foundation
of a technology assessment. They can be used for a variety of reasons
and should be selected individually for the problem at hand. There
is a big diversity in these different methods, and depending on the
technology assessment, already existing methods can be chosen.
Methods can also be tailored by combining multiple methods, or by
creating new ones [32, 33].

For this technology assessment, the following methods have been
selected:

(1) Scenario modeling/monitoring
(2) Cost-benefit analysis
(3) Cross-impact matrix analysis

5.5 Scenario modeling
[20] expresses that a projection of feasible future paths is important
to make predictions of the impact technology might have. This is
referred to as technology forecasting, which is one of the first steps
of a technology assessment. It starts by presenting a comprehensive
description of the state-of-the-art of the technology, followed by
a scenario modeling, a method used to forecast different future
scenarios [33, 34].

In our scenario modeling, we will present scenarios based on the
level of adoption, and the level of technology maturity of quantum
computing. For both of these variables, we present four milestones,
labeled 1, 2, 3, and 4. These milestones will be explained in 5.5.
We will elaborate on four different scenarios, where the level of
adoption and level of technology maturity are at their lowest (1)
and highest (4).

5.5.1 Cost-benefit analysis. The cost-benefit analysis is an eco-
nomic analysis that compares the benefits gained from a new piece
of technology against the costs it brings. It is important, as a piece
of technology that is not economically profitable rarely receives
further consideration [20]. Costs and benefits are often expressed as
monetary values and result in profit or loss, however, in the scope
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of technology assessment for a sector, can also be expressed qualita-
tively [20]. For this research, therefore, the costs and benefits will
be expressed qualitatively.

The cost-benefit analysis will be integrated into the four scenarios
created in the scenario modeling. This way for each of the scenarios
it will be possible to determine whether quantum computing is
economically valuable.

5.5.2 Cross-impact matrix analysis. The cross-impact analysis is
performed to discover the factors that have an impact on the new
technology, as well as what impact the new technology has on the
factors. A cross-impact matrix has n factors. With these factors, it
is possible to create an n*n matrix that assigns a probability to the
impact that one factor will have on another factor.

The cross-impact matrix analysis will also be integrated into the
scenarios created by the scenario modeling. This way it is possible to
determine the probability of the impacts of quantum computing for
each scenario. The factors that we use are ’Quantum Computing’,
’Energy Businesses’, and ’Energy Computational Problems’. The
impact that these factors have on one another, will be expressed as a
statement. These statements will be given a probability of likelihood
of occurring. The scale used for this is 1 (very low) to 5 (very high).

5.6 Technology assessment
In this Section, we perform the technology assessment using the
methods mentioned in the Subsection above.
The first concepts of quantum computing were presented in the

early 1980s and since then businesses and researchers have been
busy improving the hard- and software. Research about how these
systems should theoreticallywork rolled out in the next 15 years, and
the first quantum computers with just a few qubits were operating
in the late 1990s and early 2000s. An overview of all achievements
that quantum computing has had over the years are presented in
Table 1. The goal of these businesses and researchers was to attempt
to achieve Quantum Supremacy, which occurs when quantum com-
puters perform computational tasks that no classical computer can
or will (in the foreseeable future) be able to solve [1]. The first in-
stance of such quantum supremacy was shown in 2019 by [35] on
Google’s sycamore quantum computer, which had 54 qubits.
The period that we are currently situated in can be described as

the NISQ-era which stands for Noisy Intermediate-Scale Quantum
era. This indicates that we are in an intermediate-scaled stage where
we have access to some quantum computers which could outperform
classical computers in very specific problems, as shown by [35].
However, we will still have imperfect control over qubits, making
them unusable for now to solve business problems, hence the "noisy"
part [1].
To present the possible scenarios of quantum computing, we

created a model based on the level of adoption, and the level of
technological maturity.

The level of adoption for quantum computing explains the level of
investments done into the technology, how much potential is seen,
and how heavily it is used. A high adoption indicates that businesses
are actively investing in quantum computing, see high potential
in the technology, and that the technology is used, where possible,

Table 1. Achievements in quantum computing over the years from [36]

throughout the sector to perform various tasks. Low adoption in-
dicates that the investments in the technology are low, businesses
lack to see the potential for the technology, and it is barely used to
perform any tasks.

The level of technological maturity explains the potential speedup
of the quantum computer, compared to the classical computer, to
what extent it can solve business problems that were not possible to
be solved by classical computers, and the level of error rates. A high
technological maturity indicates that quantum computers will be
able to computationally outperform classical computers, allowing
them to perform calculations impossible for classical computers,
with low error rates. A low technological maturity indicates that
quantum computers might be able to slightly outperform classical
computers, allowing them to solve some algorithms quicker, but
barely solve any problems that were impossible to solve for classical
computers, also due to high error rates.

The results are presented in a model in Figure 1.

Milestones 1 to 4 are found on both axes of the model. For the
level of adoption, these milestones are defined as follows:
1 - The technology is barely used by any businesses and investments
are low
2 - The technology is used by the biggest multinational corporations
such as Google, IBM, and Microsoft and they are actively investing
in it
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Fig. 1. Quantum computing scenarios

3 - The technology is used by large businesses in the sector that can
utilize it, and investments are significant
4 - The technology is used by almost all businesses in the sector
that can utilize it, with high investments

The milestones for the level of technology maturity are defined
as follows:
1 - The technology can barely solve any problems that cannot be
solved by classical computers
2 - The technology can solve a few problems that cannot be solved
by classical computers
3 - The technology can be used to solve some problems that cannot
be solved by classical computers, and showing some speedups
4 - The technology can be used to solve many problems that cannot
be solved by classical computers, and showing big speedups

We will now elaborate on the scenarios where the level of adop-
tion and level of technology maturity are at their lowest and highest.
We call these scenarios ’Quantum Fail’ (1,1), ’Quantum Misfit’ (4,1),
’Quantum Hype’ (1,4), and ’Quantum Revolution (4,4). We will ex-
plore these scenarios in the energy sector and see how quantum
computing fits into each one. Each of the scenarios will be accompa-
nied by a cost-benefit analysis and a cross-impact matrix analysis.
We present the cross-impact matrix with all statements in Table 2.
Each statement is represented by a letter. In the text, we will use
these letters to refer to the statement.

5.6.1 Quantum fail. In this scenario quantum computing has a low
technology maturity, meaning that it can barely solve any problems
that cannot be solved by classical computers. Businesses no longer
see a reason to invest in the technology as they do not see any poten-
tial for the technology. This scenario could occur, if researchers do
not manage to get control over the qubits of the quantum computer,
and lower the level of error rates [36].

5.6.2 Quantum fail - Cost-benefit analysis.

Benefits:
- Although this scenario has a low technology maturity, quantum
computing simulations will still probably be one practical use of
quantum computers [19]. Quantum computers might assist clas-
sical computers for specific simulations in an algorithmic hybrid
approach using Variational Quantum Eigensolvers (VQE). These
algorithms require quantum computers with 100 to 1000 qubits,
which is likely to be possible within the next 5 years [6]. These sim-
ulations can assist in improving energy efficiency, and maybe even
finding new more efficient energy sources. The improvement in
energy efficiency results in more energy being generated, resulting
in higher operating incomes for businesses.

Costs:
- Billions have been invested in research and development of quan-
tum computers by big corporations.
- As quantum computers are expensive to build, they will likely be
available through the cloud provided by big corporations. Energy
companies using hybrid simulations will have to pay to make use
of these systems.

In this scenario, it is likely that the billions invested in developing
quantum computing will not be earned back by the few specific
applications in the energy sector. Although specific hybrid simula-
tions would allow for new insights into the material design, which
can help improve energy efficiency.

5.6.3 Quantum fail - Cross-impact matrix analysis.
A - 1 (very low). As the level of adoption is low in this scenario, it is
highly unlikely that businesses in the energy sector will be using
quantum computers.
B - 2 (low). As the level of technology maturity is low, quantum
computers are unlikely to solve many problems that are unsolvable
by classical computers in the energy sector. Quantum computers are
unlikely to assist in optimization problems [1]. Quantum computers
might be able to, with a hybrid approach, help in data processing
[19]. Quantum computers are likely to assist in running hybrid sim-
ulations [6, 19]. Using quantum computing for quantum encryption
is at an early stage [19].
C - 1 (very low). As the level of adoption is low, researchers and
businesses have stopped investing in the research and development
of quantum computing. It is likely that the error rates are too high,
and a way to control the qubits has not been found [36].
D - 4 (high). Researchers and businesses are already looking for dif-
ferentmethods of improving energy efficiency. IoT, AI, and blockchain
are technologies that can be used to create smart energy systems,
which can generate more revenue, and improve energy efficiency
[23, 37].
E - 1 (very low). Other technologies can be used to improve energy
efficiency, and quantum computing is unlikely to assist in problems
that are computationally unsolvable for classical computers.
F - 3 (moderate). As running simulations to simulate the behavior
of quantum systems is crucial for material design, and quantum
computing will only provide hybrid systems in this scenario [6],
businesses in the energy sector could be looking for different alter-
natives.
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Table 2. Cross-impact matrix

5.6.4 Quantum Misfit. In this scenario quantum computing has
achieved a high technology maturity, meaning that it is possible to
accomplish computational tasks a classical computer would not.
Businesses in the energy sector, however, do not see potential
in quantum computing, as its applications might not be relevant
enough. Because of this, there will barely be any practical uses,
while quantum computers theoretically could outperform classical
computers.

5.6.5 Quantum Misfit - Cost-benefit analysis.
Benefits:
- Quantum computing simulations will probably already, as ex-
plained, be used within 5 years [6]. As quantum computers im-
prove, more complex simulations can be run to ensure even more
energy efficiency. These simulations will give new bigger insights
into material design, thus resulting in higher operating incomes for
businesses.
- Quantum computers have enough computational power to decrease
time to solve optimization problems and find better solutions. It is
possible, however, that, especially for NP-hard problems, these turn
out to not be much more accurate than the approximations that are
currently used [1]. Quantum computers might therefore result in
slightly improving energy efficiency.

Costs:
- Billions have been invested in research and development of quan-
tum computers by big corporations.
- Energy companies using quantum for simulations, or specific opti-
mization problems will have to pay for using the quantum systems.

Some businesses in the energy sector might utilize quantum comput-
ers to run simulations or solve specific optimization problems. These
few businesses will see benefits in simulations and some specific

optimization problems. Quantum computers, however, might be
expensive to use. The billions that have been invested will probably
not be earned back.

5.6.6 Quantum Misfit - Cross-impact matrix analysis.
A - 2 (low) As the level of adoption is low in this scenario, it is
unlikely that businesses in the energy sector will be using quantum
computers. There will be some instances where quantum computing
will be used to solve specific problems.
B - 4 (high) As the level of technology maturity is high, quantum
computers are likely to be able to solve problems that are unsolvable
by classical computers in the energy sector. Optimization problem
calculation times can be decreased and solutions are more accurate
[18]. More complex simulations can be run [19]. Quantum comput-
ers have the potential to assist in machine learning [30], though it
might need more research. New quantum encryption methods such
as QKD might be possible [19].
C - 2 (low) As the level of adoption is low, researchers and businesses
are no longer actively investing in the research and development of
quantum computing. However, as the technology maturity is high,
it is possible that the need for quantum computers could change in
the future.
D - 2 (low) Approximation algorithms that are currently in use
and can run on classical computers seem to be accurate enough,
businesses, therefore, are not actively looking for ways to solve
computationally unsolvable business problems.
E - 2 (low) The need for quantum computing to solve problems that
are computationally unsolvable for classical computers seems low.
F - 2 (low) Businesses in the energy sector already have good enough
approximations and can rely on other technologies such as IoT, AI,
and blockchain, as explained before, to improve energy efficiency.

5.6.7 Quantum Hype. In this scenario quantum computing has
a low technology maturity, meaning they are not yet useful to
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solve business problems and are still error-prone. Businesses and
researchers still, however, see potential in the technology, meaning
investments are still high and hard- and software is being improved.
This scenario is what most closely resembles the NISQ-era that we
currently find ourselves in [1].

5.6.8 Quantum Hype - Cost-benefit analysis.
Benefits:
- Quantum computers with 100-1000 qubits could be used to run
simulation algorithms as a hybrid approach. These could lead to
some new insights into material design [6].

Costs:
- Billions have been invested in research and development of quan-
tum computers by big corporations.
- As businesses and researchers see big potential in quantum, more
time and money will be invested into researching and developing
better quantum computers.
- Businesses using hybrid quantum computers to run simulations
will have to pay for using them.

Researchers and businesses in the energy sector are actively looking
for applications of quantum computers. The costs of research and
development, and paying for the use of quantum computers still
strongly outweigh the benefits, as quantum computers cannot yet
help in increasing operating incomes.

5.6.9 Quantum Hype - Cross-impact matrix analysis.
A - 2 (low). As quantum computing is still being researched and
developed its usage will still be low. It is likely that once developed,
hybrid simulations will already be run [6]
B - 2 (low) As it is yet to determine whether we will get full control
over the qubits [36], it is not possible to determine whether quantum
computing will solve these problems in the future. In this scenario,
however, quantum computers do not yet assist in optimization prob-
lems [1]. Quantum computers are likely to assist in running hybrid
simulations [6, 19]. Quantum computers might be able to, with a
hybrid approach, help in data processing [19]. Researchers might
be busy with breaking existing encryption, but using quantum com-
puting to improve encryption is at an early stage [19].
C - 4 (high) In this scenario researchers and businesses in the energy
sector see big potential in quantum computing. Therefore invest-
ments are made to improve the technology maturity.
D - 4 (high) Businesses in the energy sector are looking for ways
to solve optimization problems that can assist in improving energy
efficiency [17]. As the level of adoption is high, researchers and
businesses are actively looking for ways to solve these problems.
E - (unknown) As it is yet unclear whether the business problems
that are unsolvable for classical computers can be solved by quantum
computers, it is not possible to assign a probability to this impact.
F - 3 (moderate) There exist optimization and simulation problems
which are still unsolved by businesses that could potentially improve
their energy efficiency.

5.6.10 Quantum Revolution. In this scenario quantum computing
has achieved high technology maturity, meaning that it is possible
to accomplish computational tasks a classical computer can not.

Businesses see the potential that it can help them solve problems,
which is why they are using it where possible and are investing in
finding new algorithms that can help them even more. This scenario
is being adopted by consultancy companies as a highly possible
future for quantum computing, while the duration to get to this
scenario varies between them [12, 38].

5.6.11 Quantum Revolution - Cost-benefit analysis.
In this scenario, we find the most benefits of quantum computing,
as the technological maturity and adoption of businesses are at their
highest.

Benefits:
- Quantum computers will have access to way more than 1000 qubits,
and as a result, bigger and more complex simulations can be run.
These new insights may contribute to creating new combinations of
materials, which can improve energy efficiency, and lower carbon
dioxide emissions [17, 28]. The improvement in energy efficiency
results in more energy being generated, resulting in higher operat-
ing incomes for businesses.
- Quantum computing can decrease, or in some cases even fully
remove the gap between estimations and the optimal solutions in
optimization issues. Because of this, optimization problems will
get better solutions. In the energy sector, this can among others
lead to improvement of the power grid [18], and improving facility
allocation, which can both lead to higher energy efficiency, and thus
higher operating incomes.
- Quantum computing can assist in processing data for machine
learning. For large data sets to be processed by quantum computers
we would need millions of qubits [3]. When this is realized, it is
possible to more accurately predict weather conditions, to which
we can adjust our energy sources, such as wind turbines [6].
- In Section 5.3.4 we discussed how faster computers could act as
a threat to cryptography. However, quantum computing’s poten-
tial impact on cryptography can besides being a challenge also
severely improve our security. Protocols such as quantum key dis-
tribution (QKD) have the power to generate theoretical unbreakable
end-to-end security. These algorithms would no longer work by the
computational complexity of the algorithms, but rather the presence
of a physical property to be decrypted [3]. It will take some time
before post-quantum cryptography will become a reality though,
as these systems still have serious impediments, as well as the big
need for testing before these systems are deployed [3, 19]. Still, busi-
nesses in the energy sector using quantum cybersecurity therefore
can potentially create a level of security that would outperform cur-
rent security measures. This could benefit the energy sector, as it is
one of the most targeted sectors for cybercrime, costing businesses
millions [39].

Costs:
- Billions have been invested in research and development of quan-
tum computers by big corporations.
- As businesses and researchers see big potential in quantum, more
time and money will be invested into researching and developing
better quantum computers.
- Businesses using quantum computers will have to pay for using
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them.

Businesses are actively using quantum computers to solve business
problems, resulting in an increase in operating income. This in-
crease will over time probably outweigh the costs of research and
development.

5.6.12 Quantum Revolution - Cross-impact matrix analysis.
A - 5 (very high) Level of adoption and level of technology maturity
are at their highest. This means that quantum computing will be
used across the energy sector wherever the technology gives an
advantage.
B - 5 (very high) If quantum computing reaches high technology ma-
turity, it will be able to solve business problems. Therefore, quantum
will be able to fully solve optimization problems quicker than any
classical computer, or make quicker approximations [18]. Complex
simulations can be run [17, 28]. Quantum computers will assist in
data processing [30]. New more secure quantum encryption meth-
ods will be created [3, 19].
C - 4 (high) Businesses are likely to keep investing in quantum
computing to improve the existing systems. Researchers could keep
looking for ways to make algorithms faster and improve quantum
computers.
D - 3 (moderate) Quantum computers already are able to solve many
of the problems that were previously unsolvable. However, the most
difficult NP-hard problems will still probably remain a challenge [1]
and might keep businesses busy to solve these problems.
E - 2 (low) In this scenario, quantum computers are already used to
solve these problems.
F - 2 (low) Some NP-hard problems will remain a challenge, and
might not be solved by quantum computers [1].

6 CONCLUSION
In this paper, we performed a technology assessment to determine
the impact that quantum computers will have, and the benefits that
they could bring.
We used scenario modeling, a technology assessment method,

to show that various scenarios on quantum computing in the en-
ergy sector can unfold, depending on the level of adoption, and
the level of technology maturity that quantum computing achieves.
Using these two variables, we created a model that allows us to
track the scenario that we are currently situated in. We explained
that throughout the development of quantum computing, these sce-
narios will change, and proposed 4 different milestones for each
variable to make it easier to track in which scenario we are. We
elaborated on the four distinct scenarios, with the lowest and high-
est level of adoption and level of technology maturity, ’Quantum
Fail’, ’Quantum Misfit’, ’Quantum Hype’, and ’Quantum Revolution’.
Inside each of these scenarios, we performed a cost-benefit analysis
to determine the economic impact of quantum computing on busi-
ness. Additionally, for each scenario, we also performed an impact
analysis to determine the impact of quantum computers on business
problems and businesses.

We applied this model to the energy sector, a sector that can
potentially benefit from quantum computing. We classified com-
putationally complex business problems that quantum computing
can solve into four different categories, namely optimization prob-
lems, simulations, data processing, and cybersecurity. The Quantum
Fail scenario will bring minimal benefits, have a limited impact on
businesses in the energy sector, and will solve the least of these com-
putationally complex business problems. The Quantum Revolution
scenario will bring the most benefits, showing a significant impact
on energy businesses, and has the potential to solve a wide range
of the problems mentioned above.

7 DISCUSSION
Consultancy companies forecast that quantum computing will sub-
stantially impact the energy sector, resulting in significant increases
in operational incomes. They estimate that by 2030 a few thou-
sand quantum computers will be operational, and from 2035 and
later, they will be able to tackle the most complex computational
problems.
In this study, we showed that this is indeed a scenario that can

unfold. We showed that this scenario would be most beneficial for
businesses in the energy sector as it would allow quantum comput-
ers to solve many business problems. However, the model that we
proposed also showed that while the forecast of the consultancy
companies is indeed a possibility, this outcome is not guaranteed, as
we cannot yet forecast the level of adoption and level of technology
maturity quantum computing will have. It is too early to determine
whether we will ever get full control over qubits, and lower error
rates enough to make quantum computers useful.
To track the development of quantum computers, we proposed

a model with clear milestones, making it possible for researchers
and business managers to follow the scenarios in which quantum
computers can evolve. It can help managers determine how far along
the development of quantum computing we are, and get insight into
if the scenario that is forecasted by consultancy companies is indeed
unfolding.

We applied themodel we created to the energy sector. Researchers
can utilize our model in future research to determine how other
sectors will be impacted and can benefit from quantum computing.
Furthermore, future studies can increase the reliability of the

cross-impactmatrix analysis by performing expert interviews. These
can help in assigning more accurate probabilities to the impacts of
the factors on one another. Additionally, future studies could ex-
press both costs and benefits in the cost-benefit analysis as monetary
values. This can help in determining the profitability of quantum
computers on a business level. To accomplish this, the gap between
approximated solutions on classical computers should be compared
to the solutions provided by the quantum computer, from which it is
possible to determine the increase in operational costs. Researchers
can also utilize other technology assessment methods such as risk
assessment, decision analysis, and market analysis [32, 33], to fur-
ther understand the impact of quantum computing. By doing this,
we can get a clear overview of what impact it will have, and how
we can fully utilize it.
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