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Currently, Artificial Intelligence (AI) has a big impact on people’s life. This
technology evolved more and more every year, and now it is used world-
wide, across most of the sectors. For example, its utilizations can be seen in
transportation, logistics, medicine, military and also education. At present,
different types of AI-based tools are developed for enhancing students’
experience in higher education. But, due to the increasing complexity of
algorithms, lack of transparency can be observed, especially in AI-based
tools used for summative assessments. Thus, it is believed that Explainable
AI might play an important role in addressing this issue. The aim of this
research is to discover what Explainable AI methods enhance the trans-
parency of results in an AI-based grading tool and which of them are the
most trusted by students. This will be done through literature review and
interviews with university students. Furthermore, a clear overview of the
selected Explainable AI methods will be provided with mock-ups. They will
also be used to illustrate examples in the interviews. This research provides
new insights for a major project at the University of Twente (an AI-grading
tool).

Additional Key Words and Phrases: Explainable AI, Visualizations, Explana-
tions, Automated Grading, Higher Education, Trust, Transparency

1 INTRODUCTION
In higher-education, the assessment of students is one of the most
critical, important and also challenging processes for examiners.
This process can be defined as “the mechanics or steps required to
effectuate a judgement” [28]. Furthermore, this process is divided
into two types: the process of formative assessments and the process
of summative assessments. The latter one is the focus of this research.
It can be defined as “a judgement which encapsulates all the evidence
up to a given point” [28].
Currently, the number of enrolled students in universities is ex-

ponentially increasing every year and, for teachers, time that is left
for assessing students becomes more limited. Due to these aspects,
the examiners try to make use of the latest Artificial Intelligence
(AI) technologies to automate the summative assessment process
and make it more efficient. This is the main reason that justifies the
development and implementation of AI-based grading tools.
However, the adoption of assistive AI systems may be limited

by the distrust of humans in the predictions, due to the lack of
transparency [25]. One of the emerging methods that addresses
this issue and also helps to increase stakeholders’ trust in AI-based
systems is Explainable AI (XAI), which produces visualizations and
explanations of the decisions made by the AI-system [15].
This research aims to discover what types of visualizations and

explanations are suitable for an AI-based grading system and which
of them students find the most trustworthy.
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2 PROBLEM STATEMENT AND RESEARCH
QUESTIONS

An AI-based grading tool brings plenty of benefits to examiners
and students. Firstly, this type of tool can significantly reduce the
time spent in grading. A trained machine learning model can review
answer sheets in 90% less time than teachers [14]. Secondly, it can
provide unbiased and high quality feedback to students.
However, due to the black-box structure of most systems, it is

hard for the end user to interpret their autonomous decisions. This
interpretation is very important for a student who wants to know
how the grading has been done and what the feedback they got is
based upon. In this case, explanations are essential to understand
and trust the system [12].
Based on the problem statement, a main research question is

defined and further analyzed in this research:
RQ1: What Explainable AI methods are suitable to enhance trans-

parency of results in an AI-based grading tool in higher-education?
Considering the importance of transparency and feedback for stu-

dents, their input is necessary for creating a more accurate overview.
So, another sub-question is defined:

RQ2: What methods do students find the most trustworthy?

3 RELATEDWORK
In order to gather relevant literature for this research, a system-
atic search has been performed on the following domains: Google
Scholar, Semantic Scholar, Scopus, Web of Science, IEEE Xplore.
Considering that the first two domains do not make use of query
searching, the results are quite broad. However, these tools are use-
ful for creating a clear picture of relevant literature in this specific
area and for collecting some starting papers. Furthermore, in-depth
query searching has been performed on the last three domains. Also,
the useful references from some papers have been analyzed as well.
The search has been performed using the following keywords: “Ex-
plainable AI”, “Visualizations”, “Explanations”, “AI tools”, “Higher
Education”, ”Grading”, “Students/Undergraduates”. The results are
grouped in different research streams.
The first stream contains literature about general applicability

of Explainable AI and how it is linked with different AI-systems.
Research indicates that an AI-system can make decisions based
on a different set of techniques such as: Machine Learning (ML),
Natural Language Processing (NLP), Deep Neural Networks (DNN).
The “black-box” aspect makes the interpretation of results almost
impossible, leaving room for methods to solve this issue. Explainable
AI represents a set of tools and methods that allows end-users to
understand and trust the AI-algorithms and how they performed
the decision-making by adding layers of accuracy, fairness and
transparency [6, 12, 22, 25, 30].
The second stream consists of literature about direct applicabil-

ity of Explainable AI methods in the educational sector. Given the
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importance of feedback in students’ learning cycle [13], a frame-
work for Explainable AI in education has been already established
by research in this field. The XAI-ED framework consists of six
different key elements: stakeholders, benefits, approaches for show-
ing explanations, used classes of AI-models, human-centered UI
and pitfalls [15]. Research shows that this framework facilitates the
implementation of XAI in AI-based tools across this sector [3, 15].
However, the focus is on a general picture of different types of
AI-based tools that facilitate both processes of formative and sum-
mative assessments [3, 9, 14, 15]. Furthermore, there is a lack of
input from students regarding which of these Explainable AI meth-
ods may address the issue of transparency, especially in an AI-tool
for summative assessments.
Thus, this research will fill in the gap in literature related to

applicable Explainable AI methods in an AI-based grading tool
and students’ perspectives about the extent to which the selected
methods can enhance the transparency of the tool.

4 METHODOLOGY AND APPROACH
This section gives an overview of the methodology that is used in
conducting this research and the general approach.
In order to perform this study, a qualitative approach has been

chosen. This type of research aims to develop an understanding
of humans’ perspectives by gathering in-depth knowledge [11].
Thus, relevant data regarding students’ beliefs and opinions about
different Explainable AI methods are gathered and further analyzed.

4.1 Performing Literature Review
The base of the research is the literature review. An extensive lit-
erature review is performed in order to gather relevant knowledge
about different types of Explainable AI methods that can be incorpo-
rated in an AI-based grading tool used in higher-education with the
purpose of enhancing transparency for students. This review helps
in answering the first research question by analyzing the selected
techniques. Based on this knowledge, mock-ups that illustrate the
selected techniques are created. These mock-ups exemplify students’
point of view in an AI-based grading tool.

4.2 Conducting Interviews
For the second part of this research, semi-structured interviews with
students are conducted. This type of interviews “are characterized
by open-ended questions and the use of an interview guide in which
the broad areas of interest are defined” [2]. Also, semi-structured
interviews do not restrict students’ freedom in answering questions.
This method helps the researcher in gathering in-depth knowledge
and insights about students’ opinions and beliefs. The questions
are built based on the analyzed literature and the mock-ups cre-
ated in the previous step. Nevertheless, the participants are able to
choose how the interviews are conducted: physically or online. If a
participant preferred an online interview, a safe platform has been
used (MS Teams). After conducting the interviews, the gathered
data is analyzed. Lastly, conclusions that help answering the second
research question are drawn. In order to ensure the ethical aspect
of the interviews, a request containing all of the relevant details
about the chosen approach to conduct the interviews is approved by

The Ethics Committee of University of Twente. The participants are
verbally informed about the study beforehand but they also receive
a written overview of the study in order to ensure full transparency
and avoid misunderstandings. Furthermore, participants had to sign
a consent form if they wanted to take part in this research. Their
consent can be withdrawn at any time and their data will be deleted
and never used anymore. Also, their answers are anonymous.

5 LITERATURE REVIEW
In this section, an answer to the main research question is found by
analyzing relevant literature about the purpose of Explainable AI
(Section 5.1), its importance in the educational sector (Section 5.2)
and literature about different Explainable AI techniques (Section
5.3). Based on this, specific techniques that can be applied to an
AI-based grading tool are illustrated by mock-ups and further used
during this research.

5.1 Explainable AI and Transparency
The field of Artificial Intelligence became more and more complex.
This increase in the complexity of the algorithms brings to light
the necessity of explanations and the enhancement of transparency.
Based on research in this field, Explainable AI can address this
issue. This solution provide explanations, interpretations and in-
sights about how the AI algorithm has performed the computations
[3, 6, 9]. Researchers have proved that explanations are useful for
“opening the black box” [24], proof that has further implications
and advantages for the stakeholders: improving the understanding
of the algorithm, increasing trust, enhancing the acceptance of the
outcomes, facilitating the decision-making process based on the
outcomes [3]. Moreover, there is an overlap in the literature about
the general goals of Explainable AI. Fiok states that the general
goals are: transparency, causality, privacy, fairness, trust, usability
and reliability [9]. Even if some elements differ from research to
research, the general concept is the same.

However, not all of the AI-systems need the same level of expla-
nation for the stakeholders to be able to understand the outcomes.
The inner complexity of the systems is different, depending on
which type of algorithm or method is used. Research shows that
“explainability of a machine learning model is usually inverse to its
prediction accuracy- the higher the prediction accuracy, the lower
the model explainability” [30]. For example, decision trees and sup-
port vectors machines have a high level of explainability, but they
are lacking accuracy in results. In the other extreme, deep learning
methods such as deep neural networks (DNN) achieve a high-level
of accuracy but the “”black-box” aspect does not offer room for any
interpretations [30]. Arguably, the term “stakeholders” is too broad
in this context to remove the necessity of explanations even for
the models that have a high degree of explainability. Developers
or technical persons are able to understand the reasoning behind
the algorithm but the focus of this research is on students who may
have not any knowledge in the field of Artificial Intelligence. For
them, transparency is a key factor during the summative assessment
process. However, the importance of Explainable AI in education is
analyzed in Section 5.2.
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Moreover, the concept of Explainable AI can be divided in two
categories: transparency design and post-hoc explanations [19, 30].
Transparency design, as the name suggests, helps in “understanding
how the mechanism by which the model works” [19] at different
levels: entire model (simulatability), individual components (de-
composability), and the level of the trained algorithm (algorithmic
transparency) [19]. These techniques reveal the functionality of the
algorithm from developers’ perspective [30]. In contrast to this ap-
proach, post-hoc interpretability offers valuable information to the
end-users by text explanations, visualizations, local explanations,
explanations by examples, even if it does not entirely elucidate how
a model works [19]. In this way, “opaque models can be interpreted
after the fact, without sacrificing predictive performance” [19]. How-
ever, even if transparency design is better known to offer meaning
for technical stakeholders, it should not be neglected because, from
students’ perspective, these techniques can be considered a proof
for the way they have been graded by the AI-based grading tool, as
well as feedback providers.

5.2 Explainable AI in Education
Education is one of the sectors in which extra care should be consid-
ered when designing and implementing AI-based tools. The need
for intelligent tools that can assist or even replace some of the hu-
man processes performed in higher-education has risen due to the
increasing number of students and time-constraints [14]. However,
adopting AI-based tools is not an easy task to do because it should
meet some ethical requirements in order to be accepted and trusted
by the population, especially if these tools are built for summative
assessment processes. Besides ensuring that ethical requirements
are met, research shows that feedback is one of the most important
factors for enhancing students’ learning process [13, 28]. Feedback
can be defined as “information provided by an agent regarding as-
pects of one’s performance or understanding” [13]. Besides its main
purposes (development of domain knowledge, skills and a sense
of being), feedback is “seen as a relational process through which
teachers may encourage positive motivation and help learners build
confidence and self-esteem” [15]. Nevertheless, if the human-agent
is replaced by a computer-based agent, the transmission of similar
feedback should be facilitated in order to ensure at least the same
level of transparency. Research is criticizing the automation in ed-
ucation due to the lack of feedback that can be discouraging for
some individuals [8, 27]. In this regard, Explainable AI can facilitate
the implementation and acceptance of automated grading tools in
higher education.
However, for taking into consideration all of the human needs,

preferences, ways of learning and teaching, research suggests that
Explainable AI in education “draw insights and best practices from
the fields of AI, Human-Computer Interaction and the interdisci-
plinary and emerging field of Human-Centred AI” [15]. For this
purpose, [15] established the XAI-ED framework. This framework
aims to contribute to the development of effective Explainable AI
educational systems by considering the following six dimensions:
stakeholders, benefits, approaches for showing explanations, used
classes of AI-models, human-centered UI and pitfalls. Thus, the
XAI-ED framework serves as guidance tool during this research.

Therefore, Section 5.3 analyzes different techniques for showing
explanations that can be implemented for specific AI-models.

5.3 Explainable AI Methods
In this section, three Explainable AI methods are analyzed with
the goal of establishing if they are suitable for enhancing the trans-
parency of an AI-based grading tool used in higher education.

5.3.1 Confidence Measures. Confidence measures can be defined
as “measures that provide an expectation that an advice will prove
to be correct” [29]. Thus, the scope of these measurements is to
provide the end-user with relevant information about how accurate
the results are. To facilitate the transparent implementation of ac-
curate confidence measures, the Interpretable Confidence Measure
(ICM) framework has been established by [29]. This framework
assumes “that a confidence measure should be: accurate, able to
explain a single confidence value, use a transparent algorithm and
provide confidence values that are predictable to humans” [29]. In
the field of Machine Learning, many confidence measures are used
(confusion metrics, prediction score, rescaling, probability, voting)
but they do not meet the requirements of the framework. This is
due to the fact that “the purpose of these measures is to convey
performance of a Machine Learning model to a developer, not the
confidence of the system in an advice to a user” [29]. Thus they
do not belong to the category of post-hoc interpretability due to
their model-agnostic approach. Confusion metrics is the only mea-
sure that is built on a system-agnostic approach but it also lacks of
accuracy and explainability [29].
However, the ICM framework “relies on a system-agnostic ap-

proach and performs a regression analysis with the correctness
of and advice as the regressor. It does so based on case-based rea-
soning” [29]. Considering the fact that case-based reasoning has
the k-Nearest Neighbours algorithm as basis [10], this method can
easily be implemented in an AI-Grading tool. It can compare the
students’ answers with the k most similar answers from the data
set and “assign the case with a weighted aggregation of the neigh-
bour’s labels” [29]. Then, the confidence measure resulted from the
regression analysis will be displayed, leading to the enhancement
of transparency of the algorithm. The students will be able to un-
derstand the accuracy of the algorithm that automatically graded
their exam. Furthermore, research shows that case-based learning
methods also allow for example-based explanations [7], which can
enhance the transparency of the tool even more. Thus, on top of the
confidence level of the algorithm, a similar answer can be displayed
and the student will be able to understand the grade by means of
comparison.

5.3.2 Local InterpretableModel-Agnostic Explanations. As discussed
previously, trusting a prediction is a real problem in the field of Artifi-
cial Intelligence. However, [23] proposes a solution that can address
this issue. Local Interpretable Model-Agnostic Explanations (LIME)
is “an algorithm that can explain the predictions of any classifier or
regressor in a faithful way, by approximating it locally with an inter-
pretable model” [23]. To make the definition clearer, the researcher
explains what exactly “explaining a prediction” means in this con-
text. It means “presenting textual or visual artifacts that provide
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qualitative understanding of the relationship between the instance’s
components and the model’s prediction” [23]. This “understanding”
is represented by a list of explanations that reflect the contribution
of the features to the prediction as output. Furthermore, this method
is based on some principles. Firstly, the explanations should be inter-
pretable in order to “provide qualitative understanding between the
input variables and the response” [23]. Secondly, the explanation
should be “at least locally faithful, i.e. it must correspond to how the
model behaves in the vicinity of the instance being predicted” [23].
Lastly, “an explainer should be able to explain any model, and thus
be model-agnostic” [23]. However, the feature importance scores
produced by LIME do not provide enough understanding for stu-
dents so, the transparency is not enhanced. In order to display these
scores in a user-friendly manner, a visualization technique is needed.
Saliency “has been primarily used to visualize the importance scores
of different types of elements in XAI learning systems, such as high-
lighting words in input text” [4]. Thus, these two techniques can
be used in junction to highlight words in students’ answers. The
relevance of the words can vary and it can be represented by differ-
ent tones of color. In this way, the students can understand which
words in their answer are more relevant and which words are less
relevant compared with the correct answer that has been used in
the data set. This can also be viewed as a justification of the grade
for that specific question.

5.3.3 Concept Activation Vectors. Another method that can be used
for enhancing the transparency and interpretation of deep learning
models are Concept Activation Vectors (CAV). A concept activation
vector (CAV) “provides an interpretation of a neural net’s internal
state in terms of human-friendly concepts” [16]. Thus, “a CAV for
a concept is simply a vector in the direction of the values (e.g. ac-
tivations) of that concept’s set of examples” [16]. This method is
also based on relevance scores. Using each individual score that re-
sulted from breaking down the text into words, a high-dimensional
vector is created. This vector is useful for displaying which pieces
of information are “activated” based on the scores. So, this method
can be used to highlight the “activated” words in students’ answers.
They will be able to understand which are the key terms that are
also found in the correct answer provided to the model and how
these key terms contributed to the number of points received for
answering a specific question.

6 ILLUSTRATIONS
In this section, the Explainable AI methods which have been an-
alyzed during the literature review are illustrated by mock-ups.
They have been designed using the theme of the Easy Grader soft-
ware. This software is currently under development and testing by
researchers at the University of Twente. These mock-ups help in
visualizing how the methods are used and displayed in this specific
software. The XAI-ED framework that has been discussed in Section
5.2 was taken into consideration. For this research, the main stake-
holders are students. The explanations should be intuitive for their
level of understanding and the user interface is human-centered.
All of the mock-ups have the same question as example. The

question is: “Name the parts of the Business Model Canvas (BMC)
related to the financial side of the business”. The correct answer is:

“The parts related to the financial side are cost structure and revenue
streams” [21]. However, the examples provided as students’ answers
are not entirely correct, having half a point deduction. The purpose
of this mistake in the answer is to illustrate how the Explainable AI
methods cope with this situation.

6.1 Answer Key
Figure 1 illustrates the output of the software without any Explain-
able AI method added. This can be considered as an extra mock-up
that is useful during the interview phase because it illustrates the
current way of working. However, the only difference is that the
algorithm is grading the question whilst the teacher provides the
grading criteria. This is a general scheme of how this specific ques-
tion is graded for everyone sitting the exam. The score can be seen

Fig. 1. Answer Key

in the box below the answer. This specific deduction of points is
due to using the word “channels” instead of “streams”. Otherwise,
the student would have received the maximum number of points
because the value of each key word is half a point.

6.2 Confidence Level and Alternative Answer
Figure 2 illustrates the output of the software using the method
discussed in Section 5.3.1. Besides the score that was predicted by
the algorithm, the computed confidence level and an alternative
answer are provided.

Fig. 2. Confidence Level and Alternative Answer

The confidence level gives an assurance to students regarding
algorithm’s reliability. In this case, students can be sure that the
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algorithm is 95% reliable for this specific question. This high per-
centage is the confirmation of a correct behavior. Furthermore, an
alternative answer is provided. However, the answer is not a correct
one. It is an answer that is represented by the same amount of points.
By this means, students will be able to understand why they got
that specific deduction of points while comparing both answers.

6.3 Highlighting Based on Relevance
Figure 3 illustrates the output of the software using the method dis-
cussed in Section 5.3.2. Each word in students’ answer is highlighted
in order to display the relevance of each instance.

Fig. 3. Relevance Highlighting

As it can be observed, the nuance of the color differs by the level
of relevance. The words which are highlighted with orange are
detected key words that are linked with the correct answer. The
word “channels” is wrong in this context (however, it is marked as
less relevant because it is not considered a correct key word for this
question). So, this method is a visual proof and justification for a
specific grade.

6.4 Words Activation
Figure 4 illustrates the output of the software using the method
discussed in Section 5.3.3. The “activated” words are highlighted in
students’ answers.

Fig. 4. Highlighting the Activated Words

Besides highlighting the key terms, the points that contribute
to the final grade are also displayed. This can be done due to the
fact that those “activated” key words achieved the highest relevance
score. However, it can be observed that “channels” is not highlighted,

meaning that the word is wrong in that context. In this way, stu-
dents have a clear overview of the correct key words and how they
contributed to the achieved number of points.

7 CONCEPTUALIZATION OF TRUST
Trust is an abstract concept that has been extensively analyzed
over the years. There are many models and frameworks that di-
vide this construct in multiple sub-constructs in order to create a
clear conceptualization [1, 17, 18, 20, 26]. However, these different
models conceptualize trust in a broad range of complex scenarios,
implying interpersonal trust to some extent, whilst this research
aims to capture students’ level of trust in a very specific scenario
(trust towards different Explainable AI methods implemented in
an AI-based grading tool). Thus, some elements from these studies
are extracted and further used during this research. The selected
concepts act as categories based on which comparisons are made.
Moreover, taking into consideration that the trustee is represented
by a specific technology, some elements from the Technology Ac-
ceptance Model (TAM) developed by Davis are used as well. So, the
following dimensions are selected for being analyzed: perceived
usefulness, perceived ease of use and perceived trustworthiness.
Perceived usefulness can be defined as “the degree to which a

person believes that using a particular systemwould enhance his/her
performance” [5]. “A system high in perceived usefulness [. . . ] is
one for which a user believes in the existence of a positive use-
performance relationship” [5]. This theme is explored in order to
understand students’ opinions about advantages of the selected
Explainable AI method and to what extent, useful feedback that can
enhance the learning process is facilitated. Moreover, disadvantages
are also being discussed within this theme. In this way, the method
with the highest level of perceived usefulness is discovered along
with its disadvantages.

Perceived ease of use can be defined as “the degree to which
a person believes that using a particular system would be free of
effort”[5]. Davis claims that “[. . . ] an application perceived to be
easier to use than another is more likely to be accepted by users” [5].
In this case, “easier to use” is connected with how understandable
and intuitive each Explainable AI method is in students’ perspective.
Thus, exploring this theme helps in finding which of the methods fa-
cilitates a clear understanding for students about the inner-working
of the algorithm. Moreover, this connection of concepts leads to-
wards findings about an important aspect that has been discussed
in the previous sections: enhancement of transparency.

Perceived trustworthiness can be defined as “trustor’s perception
of the trustee’s competence, benevolence and integrity” [1]. This
definition is aligned with McKnight’s conceptualization of trusting
beliefs. He claims that the same three dimensions build a strong
belief of a trustor towards a trustee [20]. Thus, by exploring these
three dimensions, meaningful insights will be found about students’
perceived trustworthiness towards the selected methods. Also, the
method which is the most trusted by them is discovered. However,
the dimensions are adapted in order to fit the context of this research
where the trustee is not a human-being. Competence is explored
with the purpose of finding how well the Explainable AI methods
explain the grading process from students’ perspective. Integrity
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is investigated with the aim of finding to what extent the methods
provide a complete and detailed explanation of the grading process
that satisfy the students’ need for justification. Furthermore, due to
the limitations of this research, the students are not able to interact
with a real life system and they have to rely on the created mock-ups
(Section 6). Thus, benevolence of the general concept of AI-based
grading tools is explored. However, this is a positive aspect for
this research because a high-level overview of students’ opinions
towards the concept of AI-based grading is created.

8 RESULTS
In this chapter, the results of this study are discussed. The first re-
search question was answered by conducting a literature review
(Section 5). The field of Explainable AI has been explored and a
deep understanding of the concept has been developed. Then, a con-
nection between this concept and the educational sector has been
made. It has been found that it is necessary to adapt the AI-based
tools used in this sector in order to ensure the ethical behavior of
the algorithm, display the correct behavior in order to improve the
stakeholders’ level of trust and facilitate feedback. Thus, different
Explainable AI methods help to solve this issues. However, their
implementation should be made carefully because many human-
related aspects combined with learning and teaching methodologies
have to be considered. This is the main purpose for the establish-
ment of the XAI-ED framework. Lastly, three common Explainable
AI methods have been discussed. Their functionalities allow them
to be applied to an AI-based grading tool used in higher education.
Furthermore, they can be adapted in different ways, but the cho-
sen way of implementation has been discussed (Section 5.3) and
illustrated by mock-ups (Section 6). So, interviews with students
are conducted in order to fully understand whether they find the
selected methods suitable as well and understand which of them
they find the most trustworthy.

8.1 Population Overview
The target population of this study consists of students. However,
only students from University of Twente were interviewed because
of two reasons. Firstly, this study helps in the development of the
EasyGrader tool which is an internal product developed by re-
searchers at the University of Twente. Secondly, most of the students
at this university are familiar with the actual platform that is used
for sitting exams (Remindo). This is an important factor that was
taken into consideration because the current way of working is the
basis for the transition to an AI-based grading tool whose trans-
parency can be enhanced by the presented Explainable AI methods.
A clear understanding of how the current process of grading works
facilitates a better understanding of the proposed methods by means
of comparison. The total number of interviewees is twelve. The dis-
tribution of the study programmes is: five students from Technical
Computer Science, four students from Business Information Tech-
nology, one student from Educational Science & Technology, one
student from Civil Engineering & Management and one student
from Management, Society & Technology.
As it can be observed, over half of the population is currently

studying Technical Computer Science and Business Information

Technology. The fact that these students have background knowl-
edge about the topic is neither an advantage, nor a disadvantage
because the study does not require technical expertise. The only
important prerequisite is to be familiar with the Remindo platform.
All of the interviewed students have sat at least an exam using
this platform and they have participated to at least an exam review
where they could check how they have been graded.

Moreover, the age range of participants lies between 19 and 24
years old. This population includes students that are currently study-
ing in their first year of bachelor’s degree as well as students that
are currently studying in the second year of masters’ degree. Thus,
the personal experiences are diverse.

8.2 Perceived Usefulness
By exploring this theme, meaningful insights have been found re-
garding the degree to which the methods provide valuable feedback
for students that can enhance their learning process for further
examinations. The most preferred method among students has been
discovered alongside with its disadvantages. An overview of the
results can be seen in Figure 5.

Fig. 5. Perceived Usefulness

As it can be seen, two thirds of the interviewees considered that
the concept of relevance highlighting (Section 6.3) is the most useful
in terms of receiving feedback with the purpose of learning enhance-
ment. Even if there is no written feedback provided, the participants
mentioned that visualizing different tones of colours that are rep-
resenting the relevance level of each word found in their answer
helps in understanding which were the key words that matter in
answering that specific question. Furthermore, in case of failing the
exam, they will be able to focus more on the right parts and clearly
understand what knowledge they are lacking. Also, taking into
consideration the answers that are longer and more complex, the
difference in the level of relevance leaves room for interpretations.
Besides the identified key words that are the most important and
mandatory to have in the answer in order to be considered correct,
the words with a lower degree of relevance (but not the lowest)
can spark students’ interest and make them explore the learning
materials more in depth. They will be wondering why that specific
word matters to some extent. Here, a further connection has been
made with the expectations of the teachers. As long as students can
observe the difference among the relevance of the words, they can
understand what expectations teachers’ had from students. Depend-
ing on the question, it might be enough to list a number of concepts
and the answer will be considered correct, but sometimes a more
complex answer that require in-depth explanations is expected. Nev-
ertheless, disadvantages were also discovered alongside with the
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advantages. The most mentioned disadvantage is that the grading
system is unclear. Students cannot really observe to what extent
each key word contributed to the grade. No further information
about the points is provided. This would be even more confusing for
complex answers were words have a different level of relevance. In
participants’ opinions, this would be the most useful addition to this
specific method. Another disadvantage that has been discovered is
the lack of correct answers in displaying the results. Besides the fact
that the point system is unclear, a correct answer is not provided.
This addition is useful especially if you do not know how to answer
a question or if the answer is completely wrong. In this case, there
is nothing to be highlighted if the answer is missing or everything
would be highlighted as “less relevant”. By having a correct answer
provided, the learning experience is even more enhanced if students’
current context-specific knowledge does not exist.

8.3 Perceived Ease of Use
Exploration of this theme leads to discoveries in two slightly differ-
ent directions. Firstly, the method that is the easiest to be understood
by the students is discovered. Secondly, the method that provides
the clearest picture about the inner-working of the algorithm is
discovered as well. Thus, this is the method that works the best for
enhancing the transparency of the algorithm in students’ opinions.
However, the findings are surprising and a single method fulfills
the needs of both sub-categories. An overview of the results can be
seen in Figure 6.

Fig. 6. Perceived Ease of Use

As it can be observed, two thirds of the interviewees considered
that words activation (Section 6.4) is the clearest and easiest method
to be understood among all of them. It facilitates a clear understand-
ing by highlighting only the key words that contributed to the grade
and also by providing and displaying the number of given points.
In this way, students can understand the grading process and the
expected words from someone’s answer. One of the participants
emphasized that they “love the simplistic but still efficient way of
displaying the results by this method because it provides everything
that a student needs to acknowledge and accept a specific result”.
Furthermore, the participants who chose this method as the easiest
to be understood also chose it as the one which provides the clearest
picture about the inner working of the algorithm. This is due to the
fact that by highlighting the key words and displaying the specific
number of points, they can understand “what was the algorithm
looking for in the answer” and “how the algorithm performed the
grading based on what it has been searching within the answer”.
These elements play a role in enhancing the transparency of the

AI-based tool that was used for grading their exams. Moreover, tak-
ing into consideration that the methods were chosen and visually
illustrated having the goals of the XAI-ED framework in mind, the
positive results within this category prove the importance of taking
the main stakeholders into consideration, choosing the right meth-
ods based on the contextual needs and having a human-centered
design. Furthermore, students had some interesting remarks about
the degree to which this method is enhancing the transparency of
the tool. A useful addition to the concept of words activation would
be the confidence level of the algorithm (Section 6.2). It adds an
extra layer of transparency because the confidence level is a proof
of the correct behavior of the algorithm. The measurement tells how
accurate the algorithm was in grading that specific question. One of
the interviewees mentioned that “by combining these two methods,
there is no room left for interpretations about how the grading has
been performed by the system”.

8.4 Perceived Trustworthiness
This broader theme is explored with the aim of finding which of
the presented methods is trusted more by students and the reasons
behind. However, an extra step is needed in order to understand to
what extent students trust an automated tool that is used for grading
their questions at an exam. This is necessary for having a high-level
overview of the concept and find out which is the acceptance rate of
such a tool among students. The results clearly show that students
are willing to adapt themselves to this new change but they mention
some extra conditions that should be in place. 84% of the students
claimed that an AI-based tool used for grading can be objective
and can bring plenty of advantages to the grading process. The
advantage that was mentioned the most is that this type of tool can
significantly reduce the waiting times for receiving a grade after
sitting an exam. This factor helps them to reduce the level of stress
related to that specific examination. Another mentioned advantage
is the reduction of human-bias. The AI-tool can maintain the same
level of objectivity during the whole process while a teacher can be
negatively influenced by external factors such as tiredness, personal
problems, increasedworkload. However, the algorithm has to bewell
trained, the correct behavior should be proved and it should not have
any biases in the data set. Also, they mentioned that an automated
tool would work effectively for grading short open-ended questions
whose answers are mainly based on keywords. For questions that
require a more complex answer, the tool is prone to errors in trying
to recognize different types of phrasings that might be correct even
if they do not include some expected keywords.

Consequently, the trust towards Explainable AImethods is further
analyzed. Based on the previously made conceptualization (Section
7), trustworthiness is explored within two dimensions: competence
and integrity. An overview of the perceived competence can be
observed in Figure 7. 59% of the students consider that the concept
of words activation is the most suitable method for explaining how
the grading has been done for them personally. The results are
not surprising considering the fact that even a higher percentage
considered this method as the most intuitive one (Section 8.3). Stu-
dents mentioned that this method “is simplistic, straightforward
and self-explanatory” and it would meet their personal expectations
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Fig. 7. Perceived Competence

and requirements. Besides the traditional method of providing the
answer key (Section 6.1), this is the only method that displays the
number of points given for each specific key word. One of the par-
ticipants mentioned that “it is very clear how the grading has been
performed and how the points have been divided among the correct
key words”. However, the statistics are different for integrity. An
overview can be observed in Figure 8. As it can be seen, half of the

Fig. 8. Perceived Integrity

interviewed students still consider that the need for justification is
satisfied by having the grading criteria provided (Section 6.1). One
student made an interesting comparison, claiming that “even if the
words activation displays the number of points given for each key
word included in the answer, a complete grading criteria lists all of
the relevant key words and their contribution to the grade.” So, it
seems that the need of justification is entirely fulfilled by displaying
the list of all the correct key words due to the fact that the other
methods do not explicitly state what an entirely correct answer
would be. In this way, there is no room left for interpretations about
what is missing or what is wrong in the answer, and the justification
of the grade is complete. Lastly, students were asked which of these
methods they find the most trustworthy and which of them they
would rely on if would be implemented in real-life. Still, 67% trust
the words activation the most because it provides “almost every-
thing that a student would want to know about the grade”. This
individual question is also proven by the results from previous cate-
gories where this concept was the main discussion point and most
popular option among the students that were interviewed. However,
the grading criteria is a necessary addition that helps in fulfilling all
students’ needs and achieve a maximum trust level of the system.

9 CONCLUSION AND DISCUSSION
This section concludes the discoveries of this research and discuss
further areas of exploration.

9.1 Conclusion
To sum up, the purpose of this research was to discover how dif-
ferent Explainable AI methods can enhance the transparency of an
AI-based grading tool used for grading exams in higher education
and check which of them do students find the most trustworthy. Dur-
ing the literature review phase, the field of Explainable AI has been
explored as well as the importance of enhancing the transparency
of AI-based tools used in the educational sector by Explainable AI
methods. Lastly, three different Explainable AI methods have been
analyzed and they have been found suitable to be applied to an
AI-based grading tool. They were illustrated by mock-ups in order
to create a real-life example and an overview of their potential im-
plementation. Furthermore, a qualitative approach has been chosen
in order to find the level of students’ trust towards these methods.
However, the concept of “trust” required a conceptualization in
order to catch the true meaning of the construct from multiple per-
spectives. The target population consists of bachelor and master
students from University of Twente. They helped in discovering
which of the methods fits the best in three different categories. The
findings shows that highlighting the words in students’ answers
based on the level of relevance can enhance the learning process,
displaying the activated words is the most intuitive and easy to
understand as well as the one which provides the most insights
about the inner working of the algorithm and last but not least,
displaying the activated words is the method that students trust
the most in terms of personal preference of how the grading has
been done and also the answer key as the method that satisfies the
personal need of grade justification. Furthermore, useful combina-
tions of methods were discovered that have a bigger impact than
the standalone methods. For example, the words activation can be
jointly implemented with the confidence level of the algorithm in
order to provide a more detailed picture about the inner working of
the algorithm. Also, providing the grading criteria alongside with
the concept of words activation builds an unambiguous concept that
entirely fulfills the need of justification from students’ perspective.

9.2 Further Research
During this research, further areas of exploration and work have
been discovered. This research represents one of the first taken steps
in developing a tool based on the discussed concept of AI-based
grading. Thus, it adds value to the preliminary analysis of the con-
cept that is still in progress. After completing this phase, testing
with a real-life system can be started. A real-life implementation of
the software as well as Explainable AI methods would lead to more
accurate results by gathering higher-quality data. Thus, the inter-
views can be transformed into controlled experiments that help in
capturing unbiased knowledge. Secondly, this concept of automated
grading that has been discussed within this research focuses on
grading short open-ended questions and the Explainable AI meth-
ods have been adapted for this. After a successful implementation of
the software for this specific case, it can be expanded to meet other
types of requirements such as answering code-related questions
through writing lines of code or analyzing models, diagrams and
drawings.
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A APPENDIX - INTERVIEW QUESTIONS
• What is your study?
• What is your age?
• Have you sat at least an exam on Remindo?
• Have you participated to at least an exam review on Remindo?

Perceived Usefulness:
• Which of the Explainable AI methods displays useful feedback
that can enhance your learning process and why?

• Can you find at least a disadvantages of this method?
Perceived Ease of Use:

• Which of the Explainable AI methods do you find the most
intuitive (easy to understand) and why?

• Which of the Explainable AI methods creates the most trans-
parent picture of how the algorithm has graded your question
and why?

Perceived Trustworthiness:
• What is your opinion about the objectivity and impartiality
of an AI-tool used for grading your questions at the exams?

• In your perspective, which of the Explainable AI methods
works the best for explaining how the grading has been done
by the AI-system and why?

• In your perspective, which of the Explainable AI methods
satisfies your need for justification of how a question has
been graded?

• Having in mind everything that has been discussed, which of
the Explainable AImethods do you find themost trustworthy?
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