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Animal	health	monitoring	 is	one	of	 the	most	critical	 topics	 in	research	
nowadays,	and	by	measuring	the	heart	rate	and	the	respiration	rate,	the	
welfare	of	animals	could	be	ensured.	However,	measuring	by	wearable	
sensors	could	bring	stress	to	animals,	and	it	 is	not	convenient	to	wear	
them	 on	 animals.	 In	 this	 research,	 measurements	 are	 done	 in	 a	
contactless	way	by	using	a	thermal	camera	to	record	different	body	parts	
of	calves,	and	several	signal	processing	methods	were	used	to	extract	the	
corresponding	respiration	rate	and	heart	rate.	

Key	Words:	Calves,	Thermal	Camera,	Heart	Rate,	Respiration	Rate,	KCF,	
FFT.	

1 INTRODUCTION 
The	 cow	 is	 one	 of	 the	most	 important	 animals	 on	 earth	 [22].	
Female	calves	contribute	to	dairy	production,	including	milk	and	
cheese,	which	are	crucial	for	humans.	Male	calves	are	essential	
for	beef	production,	which	is	quite	an	important	part	of	human	
consumption	 [2].	 Besides	 that,	 cows	 can	be	used	 to	 help	with	
agricultural	work,	which	is	an	essential	part	of	human	life.	Thus,	
it	is	crucial	for	humans	to	maintain	the	high	welfare	of	calves	by	
monitoring	their	health	regularly	[8].		

To	ensure	the	health	and	well-being	of	calves,	humans	need	to	
monitor	 their	 vital	 signs	 regularly,	 including	 heart	 rate	 and	
respiration	rate.	Mammals	need	the	circulatory	and	respiratory	
systems,	 two	 of	 the	 most	 essential	 systems,	 to	 maintain	 vital	
signs	[7].	These	rates	together	are	used	to	control	the	metabolic	
energy	 production	 in	 the	 body.	 The	 information	 in	 these	 two	
rates	can	 let	us	know	whether	 the	calves	are	 in	a	comfortable	
environment	and	whether	their	growth,	stress	level	and	overall	
healthiness	 are	 at	 an	 average	 level.	 So	 heart	 and	 respiratory	
rates	contain	a	lot	of	health	information	for	mammals.	Effective	
monitoring	of	the	vital	signs	could	also	help	identify	diseases	in	
the	early	phase	to	give	the	calves	optimal	growth	and	potentially	
reduce	the	farmers'	financial	loss	[6,9].	

However,	 most	 vital	 measurements	 are	 based	 on	 wearable	
sensors,	such	as	heart-rate	monitors.	Wearing	these	devices	can	
cause	 stress	 to	 humans,	 leading	 to	 inaccurate	 measurements.	
This	drawback	might	be	applied	to	calves	as	well.	Since	wearable	
sensors	are	not	explicitly	designed	for	calves,	they	would	have	
the	 possibility	 of	 being	 broken	 by	 the	 calves	 while	 they	 are	
playing.	 Buying	 these	 types	 of	 equipment	 can	 be	 costly	 for	
farmers	too.	

In	 recent	 years,	 with	 the	 maturity	 of	 remote	 detection	
technology,	remote	detection	devices	have	been	widely	used	in	
commercial	and	scientific	research	[13,23,24].	In	animal	health	
monitoring,	 remote	 detection	 is	 potentially	 a	 better	 way	 to	
monitor	health	and	detect	vital	signs	compared	with	traditional	
way	of	detection	for	several	reasons.	One	of	the	most	important	
reasons	is	that	contactless	measurement	can	reduce	the	stress	
on	the	animals,	maintaining	the	welfare	of	the	animals	to	make	
them	maintain	productivity.	Another	reason	is	that	in	the	past,	
people	had	to	use	a	wearable	sensor	to	do	the	detection	because	
there	 did	 not	 exist	 an	 advanced	 image	 processing	 method	 to	
analyse	the	video	file.	With	the	development	of	image	and	signal	
processing	 technology,	 people	 can	 get	 more	 relevant	
information	 than	 before,	 which	 can	 be	 used	 as	 ground	 truth	
values.	

As	a	representative	example	of	remote	detection	equipment,	the	
thermal	 camera	 is	 an	excellent	 choice	 for	detecting	vital	 signs	
[4,21].	Thermal	imaging	technology	has	become	more	and	more	
mature	 in	 recent	 years.	 Compared	 to	 the	big	 and	unmoveable	
machines	in	the	past,	nowadays,	we	can	record	thermal	videos	
easily	 by	 connecting	 the	 thermal	 camera	 to	 our	 phone.	 The	
resolution	 of	 the	 thermal	 images	 and	 videos	 improved	
significantly,	making	analysing	the	information	in	the	images	or	
videos	more	accessible	[10].	Recent	studies	showed	the	potential	
of	 estimating	 heart	 rate	 and	 respiration	 rate	 using	 thermal	
videos,	as	shown	in	the	related	work	section.	

After	applying	several	signal	processing	methods	on	the	relative	
temperature	values,	we	could	know	the	well-being	status	of	the	
calf.	If	the	temperature	shown	by	the	thermal	camera	is	not	in	
the	average	fluctuation	range,	then	the	status	of	the	calf	 is	not	
normal,	 and	 we	 can	 inform	 the	 farmer	 to	 take	 measures	 to	
reduce	their	 loss.	Other	researchers	have	done	several	related	
research,	 including	 using	 thermal	 cameras	 to	 detect	 the	 heart	
and	respiration	rates	of	humans,	pigs	and	cows	[17,18].	However,	
the	field	of	health	monitoring	for	the	calf	is	still	undiscovered,	so	
this	paper	can	fill	the	blank	of	the	calf	monitoring	field.		

2 RELATED WORKS 
Currently,	 most	 of	 the	 related	 work	 is	 done	 to	 detect	 human	
heart	and	respiration	rates.	Among	these,	some	of	the	works	are	
done	 with	 the	 help	 of	 standard	 cameras.	 Several	 researchers	
explored	the	possibility	of	using	a	web	camera	to	detect	the	heart	
rate	of	humans	[16].	They	used	Eulerian	Video	Magnification	to	
do	the	image	analysis,	and	their	result	showed	that	this	method	
is	 feasible.	 In	 the	meantime,	 since	 the	 thermal	 image	 contains	
relative	 temperature	 values	when	 the	 normal	 RGB	 images	 do	
not,	 thermal	 cameras	 are	 becoming	 more	 and	 more	 popular	
when	 people	want	 to	 estimate	 the	 heart	 rate	 and	 respiration	
rate.	 Several	 researchers	 used	 thermal	 cameras	 to	 detect	 the	
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respiration	 rate	of	 cyclists	 [3].	They	 settled	 their	 camera	on	a	
pan-tilt	unit	and	set	the	region	of	interest	(ROI)	to	the	nose	area	
of	 the	 cyclists	 with	 the	 help	 of	 the	 Kullback-Leibler	 distance	
(KLD)	 tracking	 algorithm.	 Other	 researchers	 used	 thermal	
cameras	to	monitor	both	the	heart	rate	and	respiration	rate	of	
humans	 [5].	 They	 extracted	 the	 human	 face	 by	 analysing	 the	
temperature	value,	then	set	68	facial	landmarks	using	face	pose	
estimation	to	settle	the	ROI.			

Since	 it	 is	 vital	 to	 ensure	 the	 welfare	 and	 health	 of	 newborn	
babies,	 several	 people	 used	 thermal	 cameras	 to	 estimate	 the	
respiration	rate	of	newborn	infants	as	well.	In	a	study	regarding	
neonates,	standard	cameras	are	used	to	track	the	ROI	with	the	
help	 of	 deep-learning	 methods	 [15].	 They	 use	 a	 registration	
algorithm	to	combine	the	ROI	gathered	from	standard	cameras	
with	thermal	cameras	to	extract	the	temperature	information.	In	
another	 paper,	 a	 brand-new	 algorithm	 was	 developed	 [19].	
Rather	 than	 tracking	 by	 facial	 landmarks	 used	by	most	 of	 the	
papers,	they	used	a	black	box	approach	to	keep	tracking	the	ROI	
by	analysing	the	performance	value	of	the	respiration	rate	signal	
of	each	grid	in	the	videos.	They	also	created	a	dataset	containing	
thermal	images	and	the	ground	truth	for	researchers.		

Although	animal	welfare	is	becoming	more	and	more	important	
these	 days,	 the	 heart	 rate	 and	 respiration	 rate	 estimation	 of	
animals	 have	 yet	 to	 be	 widely	 explored,	 and	 only	 a	 few	
measurements	are	done	with	 limited	kinds	of	animals.		 In	 this	
paper,	several	computer	vision	techniques	were	used	to	estimate	
the	 cattle's	 heart	 rate	 and	 respiration	 rate	 [12].	 For	 the	
respiration	rate,	they	used	the	nose	area	as	the	ROI,	and	for	the	
heart	rate,	they	used	Eye,	forehead	and	face	as	the	ROI.	They	used	
several	pattern	recognition	techniques	to	determine	the	feature	
points	inside	the	ROI	for	each	of	the	videos.	Then	these	points	
were	 tracked	 by	 a	 modified	 Kanade-Lucas-Tomasi	 tracking	
algorithm	(KLT)	over	each	frame	in	the	video.	After	this,	the	new	
ROI	was	extracted	by	binary	masks.	They	used	 the	changes	of	
average	 pixel	 value	 inside	 the	ROI	 to	 estimate	 the	 respiration	
rate	and	changes	in	the	brightness	of	the	green	colour	channel	to	
estimate	the	heart	rate,	with	the	help	of	several	signal	processing	
techniques,	 including	 a	 second-order	 Butterworth	 bandpass	
filter	and	fast	Fourier	transform	(FFT)	to	the	signals	from	RGB	
and	 thermal	videos.	 In	 the	end,	 they	used	Pearson	Correlation	
Coefficient	and	the	p-value	to	evaluate	their	result.	

The	heart	 rate	 and	 respiration	 rate	measurements	 of	 pigs	 are	
measured	by	some	researchers	as	well	[18].	They	only	used	the	
chest	area	as	the	ROI	and	used	the	video	of	the	chest	cavity	(up	
and	down	of	the	chest	caused	by	the	breath	and	the	heart	pump)	
to	 extract	 the	 heart	 rate	 and	 the	 respiration	 rate.	 The	 feature	
points	 are	 selected	 automatically	 by	 the	 Shi	 Tomasi	 corner	
detection	algorithm.	Then	these	points	are	tracked	by	the	KLT	
algorithm.	After	the	relative	chest	horizontal	movement	of	these	
points	is	eliminated	by	principal	component	analysis,	hamming	
windowed	 and	 zero	 padding	 are	 used	 before	 applying	 FFT	 to	
these	signals.	

3 MEASUREMENT SETUP  
The	measurement	is	done	over	three	days	on	a	small	local	farm	
near	Enschede.	The	vital	signs	of	four	calves	which	are	all	 less	
than	three	months	old	have	been	tested.	They	were	put	 in	the	
small	stalls	separately	to	reduce	the	possible	movement	of	the	
calf,	as	shown	in	Figure	1.	

	

Fig. 1. Calf in the stall. 

The	thermal	videos	are	recorded	using	a	Seek	Thermal	Compact	
Pro.	This	camera	is	a	portable	camera	which	needs	to	connect	to	
a	phone	to	use.	It	has	a	resolution	of	320	x	240,	the	output	frame	
rate	of	this	camera	is	less	than	9Hz,	and	the	thermal	sensitivity	
is	under	70	mK.	Thanks	to	the	32-degree	field	of	view,	the	videos	
can	be	recorded	easily	without	getting	too	close	to	the	calf,	which	
could	cause	stress	to	them.	

All	the	videos	are	recorded	with	an	observer	holding	a	phone	in	
hand,	and	the	distance	between	the	camera	and	the	calf	is	within	
1m.	The	steady	state	of	the	camera	and	the	distance	between	the	
camera	 and	 the	 calf	 are	 well	 controlled	 by	 the	 recorder.	
Comparing	 connecting	 the	 phone	 to	 a	 fixed	 phone	 stand,	 this	
method	allows	us	to	follow	the	movement	of	the	calf	and	to	keep	
the	region	of	interest	inside	the	videos	all	the	time.	Considering	
that	this	might	add	unnecessary	noise	to	the	video,	two	different	
trackers	were	implemented	in	this	study	to	overcome	this	flaw.	
All	steps	in	the	experiment	are	well	considered	to	maximise	the	
quality	 of	 the	 videos	 and	 to	 make	 sure	 that	 the	 videos	 are	
consistent	for	analysing.	

The	length	of	each	video	for	the	respiration	rate	is	30	seconds.	
The	ground	 truth	of	 the	 respiration	 rate	 is	 recorded	by	visual	
observation.	 For	 part	 of	 the	 thermal	 videos	 of	 the	 respiration	
rate,	 there	 would	 exist	 a	 parallel	 video	 that	 contains	 the	
recording	of	the	movement	of	the	calf's	chest.	Then	the	ground	
truth	 of	 the	 respiration	 rate	 is	 counted	manually.	 The	 ground	
truth	of	the	remaining	videos	is	counted	directly	at	the	farm.	

The	 length	of	each	video	 for	 the	heart	 rate	 is	20	seconds.	The	
ground	truth	of	the	heart	rate	is	measured	by	the	polar	wearlink	
strap.	First,	the	electrode	area	of	the	strap	is	wet	to	make	sure	it	
can	fit	tightly	to	the	calf's	body.	Then,	the	strap	is	tied	to	the	chest	
area	of	the	calf,	which	is	the	closest	area	to	the	calf's	heart.	The	
electrode	area	on	the	calf	is	shaved	to	make	sure	that	the	belt	can	
be	 tight	 close	 to	 the	 skin	 to	 make	 the	 measurement	 more	
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accurate.	 This	 polar	 wearlink	 strap	 has	 been	 used	 in	 related	
work	 regarding	 cattle,	 and	 the	 accuracy	 has	 been	 validated,	
shows	that	the	polar	wearlink	can	work	well	with	calves	as	well	
due	to	the	only	difference	in	size	[14].	

4 METHODOLOGY 
4.1   Image format  
All	the	objects	that	are	above	absolute	zero	degrees	would	emit	
infrared	 radiation.	 The	 higher	 the	 temperature,	 the	 more	
radiation	would	be	emitted	by	the	object.	This	radiation	could	
reflect	 the	 relative	 temperature	 values,	 and	 by	 detecting	 the	
radiation,	thermal	cameras	are	able	to	record	thermal	videos	and	
create	 thermal	 images.	 The	 inhale	 and	 exhale	 would	 bring	
temperature	 changes	 around	 the	 nose	 area,	 and	 the	 minor	
temperature	changes	of	vessels	would	reflect	 the	pump	of	 the	
heart,	which	makes	 the	 thermal	 images	 an	 excellent	 choice	 to	
detect	 the	respiration	rate	and	the	heart	rate.	The	colour	map	
used	by	the	thermal	camera	is	needed	to	map	the	pixel	intensity	
of	a	thermal	image	to	the	temperature	value.	Unfortunately,	the	
thermal	 camera	 used	 in	 this	 study	 does	 not	 have	 the	
functionality	 to	 output	 the	 colour	 map,	 so	 the	 absolute	
temperature	 in	 the	 thermal	 images	 is	 unknown.	 However,	 to	
extract	 the	 vital	 signs,	 only	 the	 temperature	 changes	 are	
essential,	so	by	focusing	on	the	changes	of	pixel	values	over	time,	
the	corresponding	respiration	rate	and	heart	rate	could	still	be	
extracted.		

4.2   Region of interest  
The	next	step	is	to	choose	the	region	of	interest	(ROI).	ROI	is	a	
subset	of	data	grids	in	images	or	videos	that	is	valuable	for	the	
researcher,	while	the	other	parts	of	the	data	grids	are	not.	So	by	
setting	 the	 ROI,	 we	 could	 reduce	 the	 noise	 caused	 by	
unnecessary	 information	 and	 only	 do	 the	 analysis	 on	 the	
valuable	 part.	 For	 the	 respiration	 rate	 estimation,	 the	 ROI	 is	
chosen	for	the	nose	area	of	the	calf.	When	inhaling	and	exhaling,	
the	air	around	the	nose	area	should	have	obvious	temperature	
changes,	so	by	analysing	the	pixel	intensity	around	the	nose	area,	
we	would	get	information	of	the	respiration	rate.	To	achieve	this,	
the	face	of	the	calf	is	recorded	from	the	front	and	the	side	for	the	
respiration	rate	analysis.	

It	 is	 challenging	 to	 choose	 the	 ROI	 for	 the	 heart	 rate.	 The	
conclusion	in	a	paper	shows	that	the	forehead	of	cattle	does	have	
the	highest	association	not	only	with	rectal	temperature	but	also	
with	the	temperature-humidity	index	(THI)	[20].	The	vessels	in	
the	 forehead	 are	 closer	 to	 the	 skin	 than	 other	 areas,	 so	 these	
areas	might	 show	 a	more	 robust	 pattern	 of	 the	 pumps	 of	 the	
heart.	Except	for	the	forehead,	the	hoof,	eye,	and	ear	are	selected	
to	 explore	 whether	 other	 parts	 of	 the	 calf	 are	 suitable	 for	
estimating	the	heart	rate	as	well,	so	during	the	data	collection	
process,	the	videos	of	the	forehead	area,	hoof	area,	eye	area	and	
ear	area	are	recorded.		

4.3   Tracker  
In	 each	 of	 the	 videos,	 the	 ROI	 is	 chosen	manually	 in	 the	 first	
frame.	However,	it	is	impossible	to	choose	ROI	manually	for	each	
frame,	this	means	a	tracker	is	needed	to	keep	tracking	where	the	
original	 ROI	 is	 in	 each	 of	 the	 frames.	 To	 achieve	 that,	 two	

different	tracking	methods	are	used	in	the	research	process,	and	
they	are	Kernelised	Correlation	Filters	(KCF)	tracking	algorithm	
and	Kanade-Lucas-Tomasi	tracking	algorithm	(KLT).	

KCF	 is	 used	 due	 to	 its	 outstanding	 tracking	 performance.	
Correlation	 filters	 are	 a	 set	 of	 classifiers	 that	 are	 specifically	
trained	 to	 separate	 the	 object	 and	 the	 background,	 which	 is	
useful	 for	 object	 tracking	 [1].	 These	 classifiers	 are	 trained	 by	
features	extracted	with	the	ROI,	then	used	for	detecting	the	ROI	
in	 the	 later	 frames.	 However,	 the	 original	 implementation	 of	
correlation	filters	is	not	sufficient	to	handle	the	non-linear	data.	
In	2015,	KCF	was	introduced	by	Henriques	et	al.	[11].	Compared	
with	 the	 original	 correlation	 filter,	 like	 some	 of	 the	 machine	
learning	 techniques,	 they	 mapped	 the	 data	 into	 higher	
dimensional	feature	space.	By	doing	this,	the	processing	speed	
for	 the	 non-linear	 data	 is	 highly	 improved	 without	 losing	
accuracy.	In	the	implementation,	the	ROI	is	selected	manually	in	
the	 first	 frame	of	 the	 video.	After	 this,	 the	 first	 frame	and	 the	
position	of	the	ROI	are	fed	into	the	tracker.	After	updating	a	new	
frame	into	the	tracker,	it	would	output	the	position	of	the	ROI	in	
the	new	frame.		

	

Fig. 2. Tracking process of two different trackers. 

The	KLT	algorithm	is	used	more	frequently	in	the	related	works	
and	is	more	understandable	compared	with	KCF.	First,	 the	Shi	
Tomasi	corner	detection	algorithm	would	automatically	choose	
the	best	100	feature	points	in	the	ROI.	These	points	are	usually	
the	corners	in	the	image	which	usually	have	more	features	than	
the	normal	points,	so	the	tracker	would	be	easier	to	track	them	
among	 different	 frames.	 The	 KLT	 algorithm	 would	 track	 the	
points	based	on	two	assumptions.	First	is	that	the	pixel	intensity	
of	the	feature	points	are	fixed.	Second	is	that	the	movement	of	
the	 neighbours	 of	 feature	 points	 would	 be	 the	 same	 as	 the	
feature	 points.	 By	 taking	 these	 two	 assumptions	 into	
consideration,	 the	 KLT	 algorithm	 would	 keep	 tracking	 the	
feature	 points	 very	 sufficiently.		 An	 outlier-removing	 method	
based	on	Euclidean	distance	is	implemented	and	used	to	remove	
the	outliers	due	to	the	tracking	error.	Since	the	KLT	algorithm	
could	only	trace	feature	points	rather	than	the	whole	area	of	the	
ROI,	 the	 ROI	 would	 be	 reset	 manually	 according	 to	 the	
coordinates	 of	 the	 new	 points	 obtained	 for	 each	 frame	 after	
removing	the	outliers.	

However,	since	the	 image	format	used	in	this	study	is	 thermal	
videos,	 the	 corner	 detection	 algorithm	 could	 not	 choose	 the	
points	that	could	best	represent	the	ROI.	The	outliers	generated	
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by	 KLT	 are	 also	 far	 more	 than	 acceptable.	 Even	 though	 the	
outlier	removing	method	is	implemented,	if	the	threshold	is	set	
too	large	then	the	area	of	the	ROI	would	be	not	consistent.	If	the	
threshold	 is	set	 too	 low,	 then	there	won’t	be	enough	points	 to	
track	and	to	rebuild	the	ROI	during	the	tracking	process.	It	can	
be	seen	easily	from	the	KLT	tracking	result	in	Figure	2	that	some	
of	 its	 points	 in	 the	 top	 right	 corner	 of	 the	 nose	 area	 failed	
tracking,	 so	 at	 the	 end	 of	 the	 research	 process,	 this	 tracking	
algorithm	was	abandoned,	and	the	result	is	only	analysed	based	
on	KCF	tracking	method.	

4.4   Signal processing methods  
Two	 different	 signal	 processing	 methods	 are	 used	 in	 this	
research.	For	method	1,	while	tracking	the	ROI	for	each	frame,	
the	average	pixel	intensity	is	extracted	for	the	whole	area	of	ROI	
in	each	 frame	and	stored	 in	a	 list.	Since	 the	 time	gap	between	
each	value	is	fixed	because	the	fps	of	the	video	is	15	at	constant,	
these	values	could	be	analysed	by	FFT	directly.	However,	before	
analysing	this	time	series	data	by	FFT,	two	signal	preprocessing	
methods	are	used	to	increase	the	length	of	the	signals	and	reduce	
the	noise.	The	second-order	Butterworth	bandpass	filter	is	used	
to	filter	out	the	frequencies	that	are	outside	the	interest	range.	
According	to	the	data	that	we	gathered,	for	the	respiration	rate,	
the	lower	cut	and	the	higher	cut	are	set	to	0.33Hz	and	1.33Hz,	
respectively.	For	heart	rate,	 the	 lower	and	high	cuts	are	set	 to	
1.667Hz	 and	 3Hz,	 respectively.	 Then	 zero	 padding	 is	 used	 to	
increase	 the	 length	 of	 the	 pixel	 intensity	 list	 extracted	 in	 the	
previous	step.	By	adding	zeros	to	the	end	of	the	list,	the	length	of	
the	frequencies	list	output	by	the	FFT	would	be	larger	without	
interfering	with	the	pattern	for	the	original	signal,	which	could	
result	in	a	more	closely	spaced	frequency.	In	the	code,	the	signal	
is	padded	to	a	length	of	2048.	Finally,	the	FFT	would	transfer	this	
time-domain	data	 into	 the	 frequency-domain.	The	 input	of	 the	
FFT	is	the	list	of	pixel	intensities	over	time,	and	then	the	output	
would	 be	 all	 the	 frequencies	 and	 corresponding	 magnitudes.	
After	 taking	 the	 absolute	 value	 for	 all	 the	 magnitudes,	 the	
frequency	 with	 the	 highest	 magnitude	 within	 the	 cut	 range	
would	be	extracted	as	the	dominant	frequency,	representing	the	
corresponding	respiration	rate	or	the	heart	rate.		

For	method	2,	rather	than	analysing	based	on	the	average	pixel	
intensity	in	the	whole	area	of	ROI,	this	method	focus	on	the	pixel	
intensity	 changes	 for	 each	 of	 the	 pixels.	 After	 applying	 the	
Butterworth	filter,	zero	padding	and	FFT,	the	frequency	with	the	
maximum	magnitude	is	extracted	for	every	pixel.	Later,	within	
the	 top	 10	 pixels	 that	 have	 the	 highest	 magnitude,	 the	 most	
occurrence	 frequency	 would	 be	 extracted	 as	 the	 dominant	
frequency,	 representing	 the	 corresponding	 respiration	 rate	 or	
the	heart	rate.	

5 RESULTS 
For	 the	 result	 of	 each	 ROI,	 several	 analytical	 metrics	 are	
calculated.	 Pearson	 correlation	 coefficient	 (r)	 represents	 how	
strong	the	linear	relationship	is	between	the	estimated	rates	and	
the	ground	 truth.	 If	 r	 is	 close	 to	1,	 then	 it	 represents	a	 strong	
positive	 relationship,	 which	 means	 that	 the	 estimated	 rate	
closely	follows	the	ground	truth	value.	R	close	to	0	and	smaller	
than	0	represents	a	weak	relationship	and	negative	relationship,	

respectively,	both	means	the	estimated	rates	can	not	accurately	
capture	the	temperature	changes	caused	by	respiration	or	heart	
pump	in	the	ROI.	The	P-value	refers	 to	 the	possibility	 that	 the	
correlation	above	is	generated	randomly.	If	the	P-value	is	lower	
than	0.05,	then	the	null	hypothesis	could	be	rejected,	meaning	
that	it	is	quite	unlikely	that	the	observed	correlation	is	generated	
at	random.	Mean	absolute	percentage	error	(MAPE)	represents	
the	 relative	 error	 between	 the	 estimated	 rate	 and	 the	 ground	
truth,	which	allows	us	to	compare	the	accuracy	of	two	different	
processing	methods	used	in	the	research.	

For	 the	 result	of	 the	 respiration	 rate	 assessment,	 as	 shown	 in	
Table	1,	we	can	see	that	both	methods	showed	a	high	correlation	
with	r	>	0.95	and	p	<	0.01.	This	means	that	both	signal	processing	
methods	 have	 the	 ability	 to	 extract	 the	 changes	 in	 pixel	
intensities	that	correspond	to	the	respiration	rate	from	thermal	
videos.	From	the	MAPE	we	can	tell	that	the	result	generated	by	
the	second	method	is	slightly	better	than	the	first	method.	Figure	
3	 is	 an	 example	 of	 correlation	 plot	 of	 the	 result	 generated	 by	
method	2	for	the	nose	area.	

Table 1. Result of respiration rates 
Analysed	
Area	

Method	 Sample	
size	

Pearson	
correlation	
coefficients	(r)		

P-value	 Mean	Absolute	
Percentage	Error	(MAPE)	

Nose	 1	 26	 0.984	 <0.01	 5.80%	

Nose	 2	 26	 0.990	 <0.01	 4.65%	

	

	

Fig. 3. Correlation plot between the estimated respiration rate and the 
ground truth of nose area. 

Compared	to	the	result	of	 the	respiration	rate,	 the	accuracy	of	
the	heart	rate	estimation	is	pretty	low.	As	shown	in	Table	2,	only	
the	 forehead	 area	 shows	 a	 high	 correlation	 between	 the	
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estimated	rate	and	the	ground	truth	for	both	methods	with	r	>	
0.5	 and	 p	 <	 0.01,	 and	 from	MAPE	we	 can	 tell	 that	 the	 result	
generated	by	the	second	method	is	better	than	the	first	method	
as	well.	Although	the	result	for	the	ear	area	generated	by	method	
1	shows	that	the	ear	area	could	potentially	reflect	the	heart	rate,	
it	 is	still	questionable	since	 the	result	 from	method	2	shows	a	
negative	 linear	 relationship	 between	 the	 estimated	 heart	 rate	
and	the	ground	truth.	The	results	of	the	eye	and	the	hoof	show	
that	these	regions	do	not	represent	the	actual	heart	rate	with	all	
correlation	 value	 less	 than	 0.3,	which	means	 the	 temperature	
changes	in	these	areas	could	not	reflect	the	temperature	changes	
caused	 by	 the	 heart	 pump.	 Figure	 4	 is	 another	 example	 of	
correlation	 plot	 of	 the	 result	 generated	 by	 method	 2	 for	 the	
forehead	area.	

Table 2. Result of heart rates 
Analysed	
Area	

Method	 Sample	
Size	

Pearson	
correlation	
coefficients	(r)		

P-value	 Mean	Absolute	
Percentage	Error	(MAPE)	

Forehead	 1	 24	 0.568	 <0.01	 8.79%	

Forehead	 2	 24	 0.613	 <0.01	 5.61%	

Ear	 1	 15	 0.558	 <0.05	 7.43%	

Ear	 2	 15	 -0.400	 >0.05	 10.82%	

Eye	 1	 19	 -0.520	 <0.05	 15.46%	

Eye	 2	 19	 -0.051	 >0.05	 9.30%	

Hoof	 1	 28	 -0.074	 >0.05	 9.90%	

Hoof	 2	 28	 0.215	 >0.05	 10.61%	

	

	

Fig. 4. Correlation plot between the estimated heart rate and the ground 
truth generated by method 2 for forehead area. 

6 DISCUSSION 
Currently,	 the	 tracking	 method	 used	 in	 this	 research	 is	 only	
based	 on	 pure	 computer	 vision	 technique.	 Since	 the	 average	
pixel	intensity	also	considered	the	noise,	while	the	magnitude	of	
the	“noise	pixel”	is	not	as	high	as	the	pixel	which	represent	the	
frequency	 of	 respiration	 and	 heart	 pump,	 this	 might	 be	 the	
reason	why	the	accuracy	of	the	second	method	is	higher	than	the	
first	method	for	the	nose	area	and	the	forehead	area.	However,	
if	the	tracking	performance	is	not	good	due	to	lots	of	movement	
of	the	calf,	then	for	the	second	method,	the	pixels	that	have	the	
same	 coordinates	 within	 the	 ROI	 between	 two	 consecutive	
frames	would	not	be	consistent,	which	could	make	the	accuracy	
significantly	 lower.	 For	 the	 nose	 and	 the	 forehead	 area,	 since	
there	does	not	exist	too	much	movement	of	the	calf	in	the	video,	
the	result	generated	by	the	second	method	is	better	than	the	first	
method.	However,	the	video	of	the	ear	area	contains	much	more	
movement	compared	with	the	forehead	and	the	nose	area,	which	
leads	to	very	low	accuracy	for	method	2.	In	the	research	process,	
since	 the	ROI	 is	 selected	manually	 for	 each	of	 the	 videos,	 this	
could	also	lead	to	minor	differences	in	the	results.	Thanks	to	the	
advanced	 technology	 these	 days,	 several	 tracking	 methods	
based	on	artificial	intelligence	and	machine	learning	have	shown	
incredible	 performance.	 There	 is	 no	 tracking	 method	 that	 is	
specifically	designed	to	track	different	parts	of	the	calf,	but	it	is	
doable	 to	 train	a	 classifier	 for	 this.	Although	 it	might	be	 time-
consuming,	 this	 could	 potentially	 result	 in	 a	 higher	 tracking	
performance	 than	 the	 normal	 computer	 vision	 methods,	
improve	the	accuracy	for	the	second	signal	processing	method	
used	in	this	research,	and	would	make	it	possible	to	modify	the	
whole	process	into	a	real-time	estimation	system.	

In	several	similar	studies,	the	movement	of	test	subjects	is	well	
controlled.	When	the	test	subjects	are	human,	it	is	easy	to	let	the	
test	 subject	 remain	 stable,	which	 is	 essential	 for	 reducing	 the	
noise.	When	the	test	subjects	are	calves,	things	could	get	out	of	
control.	In	one	of	the	papers,	the	researchers	put	the	cattle	into	
a	crush,	which	could	reduce	the	enormous	movement	of	calves,	
but	cattle	could	still	move	here	and	there	inside	the	crush	[12].	
Unfortunately,	the	farm	where	the	measurement	took	place	did	
not	have	large	equipment	like	the	crush.	So	the	only	solution	is	
to	put	the	calves	into	a	small	stall,	as	shown	in	Figure	1.	Although	
calves	could	not	get	out	of	the	stall,	it	is	still	possible	for	them	to	
move	around	inside	the	stall.	It	was	so	tricky	when	recording	the	
video	of	several	ROI	of	the	calves	since	it	is	impossible	to	let	the	
calf	become	stable	all	the	time.	In	the	stall,	it	is	also	impossible	to	
use	a	phone	 stand	 to	 reduce	 the	 camera's	vibration.	 Since	 the	
accuracy	of	the	result	of	the	heart	rate	highly	depends	on	how	
much	noise	there	is	in	the	data,	these	factors	may	influence	the	
final	result	to	a	certain	extent.		

For	 the	 analysis	 of	 heart	 rate,	 the	 ideal	 temperature	 value	
changes	 shown	 in	 the	 pixels	 should	 reflect	 the	 blood	 pump	
circulation.	This	means	that	this	analysis	is	highly	dependent	on	
the	 resolution	 of	 the	 thermal	 camera	 and	 the	 total	 amount	 of	
frames	 of	 the	 video.	 However,	 compared	with	 several	 related	
works,	the	camera’s	resolution,	sensitivity,	and	accuracy	of	the	
pixel	intensity	captured	by	the	camera	are	significantly	smaller	
than	 theirs',	 so	 this	 could	 have	 a	 significant	 impact	 on	 the	
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analysis	 of	 the	 heart	 rate	 [12,18].	 This	 is	 one	 of	 the	 possible	
reasons	that	the	accuracy	of	heart	rate	estimation	is	significantly	
lower	than	the	respiration	rate.	Another	possible	reason	is	that	
the	total	video	length	is	too	short	for	the	stable	analysis	due	to	
the	limited	time	visited	the	farm.	If	the	number	and	the	length	of	
videos	of	the	heart	rate	could	be	much	more	than	current	data,	it	
may	lead	to	a	better	result	as	well. 

7 CONCLUSION 
In	this	paper,	we	proposed	a	non-invasive	way	to	estimate	the	
respiration	rate	and	the	heart	rate	of	the	calf.	After	extracting	the	
pixel	intensities	in	the	thermal	video	of	different	parts	of	the	calf,	
the	heart	rate	and	respiration	rate	would	be	represented	by	the	
dominant	frequency	that	has	the	highest	magnitude.	We	showed	
that	the	accuracy	is	promising	by	choosing	the	ROI	as	the	nose	
area	of	the	calf	for	the	respiration	rate,	and	the	forehead	area	for	
the	heart	rate.	Although	the	result	of	the	forehead	outweighs	the	
hoof,	 eye	 and	 ear	 area,	 in	 all,	 the	 performance	 could	 be	
significantly	 better	 if	 more	 advanced	 thermal	 cameras	 and	
tracking	methods	were	used	or	with	the	help	of	a	crush	in	the	
measurement	process.	 For	 future	work,	 as	 shown	by	 the	high	
accuracy	 of	 the	 respiration	 rate	 and	 the	 heart	 rate	 for	 the	
forehead	 area,	 after	 changing	 the	 tracker	 into	 a	 real-time	
tracking	system,	this	pipeline	could	be	applied	in	a	real-time	vital	
signs	estimation	system	using	a	thermal	camera.	
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